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Abstract

Let D = (
λ+ ∂

∂t 2 ∂
∂z

2 ∂
∂z λ– ∂

∂t

), where λ is a positive real constant. In this paper, by using the

methods from quaternion calculus, we investigate the Hλ-regular vector functions,
that is, the complex vector solutions �(t, z) = (

ψ1(t,z)
ψ2(t,z)

) of the equation D� = 0, and
work out a systematic theory analogous to quaternionic regular functions. Differing
from that, the component functions of quaternionic regular functions are harmonic,
the component functions of Hλ-regular functions satisfy the modified Helmholtz
equation, that is (λ2 –�)ψi = 0, i = 1, 2. We give out a distribution solution of the
inhomogeneous equation Du = f and study some properties of the solution.
Moreover, we discuss some boundary value problems for Hλ-regular functions and
solutions of equation Du = f .
MSC: 30G35; 35J05

Keywords: quaternion calculus; Hλ-regular vector function; modified Helmholtz
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It is well known that the theories of holomorphic functions of one complex variable and
regular functions of quaternion as well as Clifford calculus are closely connected with
the theory of harmonic functions, i.e., their component functions are all harmonic. But
side by side with the Laplace operator is the Helmholtz operator and modified Helmholtz
operator

�λ = λ ± �, λ(∈R) �= ,

which play an important role and are often met in application. In recent years, it has been
considered that by replacing the harmonic function with the solutions of Helmholtz equa-
tion andmodifiedHelmholtz equation, the theory of regular functions is naturally general-
ized in quaternion calculus and Clifford calculus. The theory has been well developed and
has been applied to the research of some partial differential equations such as Helmholtz
equation, Klein-Cordon equation, and Schroding equation. The corresponding results can
be found in [–, –, –].
Let H(R) and H(C) denote the real and complex quaternion space respectively. Their

basis elements , i, j, k satisfy the following relations: i = j = k = –, ij = –ji = k, jk =
–kj = i.
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In [, ], the authors introduced a differential operator of first orderDλ = λ+ i ∂
∂x

+ j ∂
∂x

+
k ∂

∂x
, where λ is a positive real constant. It is easy to see that

–D–λDλ = λ +�,

where λ + � is namely the -dimensional Helmholtz operator. A quaternion function
theory associated with the operator was established which involved the Pompeiu formula
corresponding to Dλ, the Cauchy integral formula for solutions of equation Dλu = , the
Plemelj formula of Cauchy type integral and the theory of operator Tλ. By using these
results, the authors investigated the Dirichlet boundary problems for Helmholtz equation

(
λ +�

)
u = f .

Since the operator λ –� can not be factorized into the product of two differential op-
erators of first order in H(R), the quaternion function theory about modified Helmholtz
equation was developed in complex quaternion space H(C), namely the operator λ +�,
λ ∈ C and some related equations were directly investigated by H(C). However, differ-
ent from H(R), H(C) is a Euclidean -space; and since there exists a set of zero divisors
in H(C), a non-zero complex quaternion is not necessarily invertible. There exist many
differences between the two theories.
In this article, we shall use the quasi-quaternion space introduced in [, ] and trans-

form the modified Helmholtz operator into matric form (λ – �)e = DD′. By using the
quaternion technique, we obtain a systematic theory about the Hλ-regular vector func-
tions, that is, the complex vector solutions �(t, z) =

( ψ(t,z)
ψ(t,z)

)
of the equation D� = , anal-

ogous to the quaternion regular function. Because the Hλ-regular vector functions are
two-dimensional complex vector functions, this is more similar to the case of H(R).
For applications of partial differential equations, the research of boundary value prob-

lems is very important. How should appropriate boundary data be chosen for the
Helmholtz equation or modified Helmholtz equation of first order? So far, there have
been very few research works on the aspect. In this article, we introduce and investigate
some Riemann-Hilbert type boundary value problems for Hλ-regular vector functions
and solutions of the equation Du = f , obtain general solutions and solvable conditions
respectively in different cases.

1 Some notations and definitions
Denote

e =

(
 
 

)
, e =

(
 
 –

)
, e =

(
 
 

)
, e =

(
 i
–i 

)
.

It is easy to see that

e = e = e = e, ee = –ee = –ie,

ee = –ee = –ie, ee = –ee = –ie.

Henceforth we shall abbreviate e to .
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Introduce the three-dimensional modified Helmholtz operator D = λ +∇ of first order,
where ∇ = ∂

∂t e +
∂
∂x e +

∂
∂y e, λ is a positive real constant. Define D′ = λ – ∇ , then DD′ =

D′D = (λ – �)e, where � is the three-dimensional Laplace operator. The matrix forms
of D, D′ are

D =

(
λ + ∂

∂t  ∂
∂z

 ∂
∂z λ – ∂

∂t

)
, D′ =

(
λ – ∂

∂t – ∂
∂z

– ∂
∂z λ + ∂

∂t

)
,

where

∂

∂z
=



(
∂

∂x
+ i

∂

∂y

)
,

∂

∂z
=



(
∂

∂x
– i

∂

∂y

)
,

and then

DD′ =D′D =

(
λ –� 

 λ –�

)
.

Let� be a region inR×Cwhich identifies withR
.�(t, z) =

( ψ(t,z)
ψ(t,z)

)
is a complex vector

function defined in �. If �(t, z) ∈ C(�) and satisfies the equation

D� = , ()

then �(t, z) will be called Hλ-regular vector function in �.

2 Pompeiu formula and Cauchy integral formula of Hλ-regular vector function
Let � be a bounded domain in R×C with piecewise smooth boundary S. U(t, z), V (t, z)
are two-dimensional complex vector functions defined in � and U(t, z),V (t, z) ∈ C(�)∩
C(�). By the divergence theorem

∫
�

[
(U∇)V +U(∇V )

]
dσ =

∫
�

[
∂

∂x
(UeV ) +

∂

∂x
(UeV ) +

∂

∂x
(UeV )

]
dσ

=
∫
S
U�V dS, ()

where � = e cosα + e cosα + e cosα, (cosα, cosα, cosα) denotes the unit outward
normal to the surface S. From the equality (), we have

∫
�

[
U(DV ) –

(
UD′)V ]

dσ =
∫
S
U�V dS. ()

It is easy to show that 
πr e

–λr , r = (t +x +y)  , is a fundamental solution of themodified
Helmholtz operator λ –�. When r �= , (λ –�)( 

πr e
–λr) = . We write

E(t, z) =D
(


πr

e–λr
)
=


π

[
λ

r
–

(
λ

r
+


r

)
(te + xe + ye)

]
e–λr .

http://www.boundaryvalueproblems.com/content/2012/1/75


Yang and Li Boundary Value Problems 2012, 2012:75 Page 4 of 18
http://www.boundaryvalueproblems.com/content/2012/1/75

Suppose u(t, z) is a complex vector function defined in� and u(t, z) ∈ C(�)∩C(�). Let
p = (t, z) be a fixed point in � and Bε(p) = {|p–p| < ε} be an open ball whose center is
p, and the radius ε is so small that Bε(p)⊂ �. Write �ε = � \ Bε(p). Using the formula
() in �ε and replacing U , V by E(p – p), u(p) respectively, we have

∫
�ε

E(p – p)Dudσ =
∫
S
E(p – p)�u(p)dS –

∫
∂Bε (p)

E(p – p)�u(p)dS. ()

Where
∫

∂Bε (p)
E(p – p)�u(p)dS = I + I + I,

I =
λe–λε

πε

∫
∂Bε (p)

[
(t – t)e + (x – x)e + (y – y)e

]
u(p)dS,

I = –
λe–λε

πε

∫
∂Bε (p)

u(p)dS,

I = –
e–λε

πε

∫
∂Bε (p)

u(p)dS.

It is easy to show that

lim
ε→

I = , lim
ε→

I = , lim
ε→

I = –u(p).

Then letting ε tend to zero in (), we obtain the following Pompeiu formula corresponding
to the operator D.

Theorem  Let � be a bounded domain in R × C with piecewise smooth boundary S. If
u(t, z) = u(p) is a complex vector function defined in � and u(t, z) ∈ C(�)∩C(�), then

u(t, z) = –
∫
S
E
(
p′ – p

)�u(
p′)dSp′ +

∫
�

E
(
p′ – p

)
Dp′udσp′ , (t, z) ∈ �. ()

By applying Theorem , we can deduce the following Cauchy integral formula of the
Hλ-regular vector function.

Theorem  If a complex vector function �(t, z) ∈ C(�)∩C(�) and satisfies the equation
D� =  in �, then

�(t, z) = –
∫
S
E
(
p′ – p

)�u(
p′)dSp′ , (t, z) ∈ �, ()

and if (t, z)∈�, then

∫
S
E
(
p′ – p

)�u(
p′)dSp′ = . ()

Proof The formula () follows directly from the Pompeiu formula () and the equality ()
can easily be derived from (). �

http://www.boundaryvalueproblems.com/content/2012/1/75
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3 Cauchy type integral and Plemelj formula
Let ϕ(t, z) be a complex vector function defined on a closed smooth surface S in R × C,
ϕ(t, z) ∈ Cα(S),  < α < . Denote

�(t, z) = –
∫
S
E
(
p′ – p

)�ϕ
(
p′)dSp′ , ()

and call (t, z) the Cauchy type integral with respect to the operator D. In the following,
we shall simply call it the Cauchy type integral. In addition, ϕ(t, z) is called the density
function of �(t, z).
For arbitrary p = (t, z)∈S, there exists a neighborhood Bρ(p) of p which does not inter-

sect with S. In Bρ(p),

D�(t, z) = –(λ +∇p)
∫
S
(λ +∇p′ )

(


π |p′ – p|e
–λ|p′–p|

)
�ϕ

(
p′)dSp′

= –(λ +∇p)
∫
S
(λ –∇p)

(


π |p′ – p|e
–λ|p′–p|

)
�ϕ

(
p′)dSp′

= –
∫
S

(
λ –�p

)( 
π |p′ – p|e

–λ|p′–p|
)

�ϕ
(
p′)dSp′ = .

Consequently, �(t, z) is Hλ-regular in the exterior of S. In addition, it is easy to see that
�(t, z) converges to  as (t, z) → ∞.
When (t, z) ∈ S, we provide that the integral on the right-hand side of () represents

Cauchy’s principal value.

Lemma  Let � be a bounded domain in R×C with smooth boundary S. If p ∈ S, in the
sense of Cauchy’s principal value, then

∫
S
E
(
p′ – p

)�dSp′ = –


e + λ

∫
�

E
(
p′ – p

)
dσp′ . ()

Proof Let Bε(p) be an open ball with the radius ε and the center p, write the component
of ∂Bε(p) lying in the exterior of � as �. Then x is an interior point of the region inclosed
by the closed surface S′ = (S \ (S ∩ Bε(p)))∪ �. By the Pompeiu formula (), we have

e = –
(∫

S\(S∩Bε (p))
+

∫
�

)
E
(
p′ – p

)�dSp′ + λ

∫
�∪Bε (p)

E
(
p′ – p

)
dσp′ . ()

Similarly to the proof of Theorem , we can derive

lim
ε→

∫
�

E
(
p′ – p

)�dSp′ = –


e.

Letting ε →  in (), it follows that () holds. �

By using Lemma , we can obtain the following Plemelj formula of the Cauchy type
integral ().

Theorem  Write the domain� as�+ and the complementary domain of� as �–. When
p tends to p(∈ S) from �+ and �– respectively, the limits of the Cauchy type integral ()

http://www.boundaryvalueproblems.com/content/2012/1/75
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exist, which will be written as �+(p) and �–(p) respectively, and

⎧⎪⎪⎨
⎪⎪⎩

�+(p) = –
∫
S
E(p – p)�ϕ(p)dSp +



ϕ(p),

�–(p) = –
∫
S
E(p – p)�ϕ(p)dSp –



ϕ(p).

()

The above formula can be rewritten as

⎧⎪⎨
⎪⎩

�+(p) –�–(p) = ϕ(p),

�+(p) +�–(p) = –
∫
S
E(p – p)�ϕ(p)dSp.

()

Proof Since ϕ(p) ∈ Cα(S),  < α < , therefore the improper integral
∫
S E(p – p)�(ϕ(p) –

ϕ(p))dSp is convergent. By Lemma , we have

∫
S
E(p – p)�ϕ(p)dSp =

∫
S
E(p – p)�

(
ϕ(p) – ϕ(p)

)
dSp

–


ϕ(p) + λ

∫
�

E(p – p)dσy · ϕ(x).

The Cauchy type integral () can be written in the following form:

–
∫
S
E
(
p′ – p

)�ϕ
(
p′)dSp′ = –

∫
S
E
(
p′ – p

)�(
ϕ
(
p′) – ϕ(p)

)
dSp′

–
∫
S
E
(
p′ – p

)�dSp′ · ϕ(p). ()

By the Pompeiu formula, we obtain

∫
S
E
(
p′ – p

)�dSp′ =

⎧⎪⎨
⎪⎩
–e + λ

∫
�

E
(
p′ – p

)
dσp′ , p ∈ �+,

λ

∫
�

E
(
p′ – p

)
dσp′ , p ∈ �–.

When p(∈S)→ p(∈ S), using themethod similar to one complex variable [, ], we can
show that

lim
p→p

∫
S
E
(
p′ – p

)�(
ϕ
(
p′) – ϕ(p)

)
dSp′ =

∫
S
E
(
p′ – p

)�(
ϕ
(
p′) – ϕ(p)

)
dSp′ .

Moreover, by using the Hölder inequality, it is easy to show that

lim
p→p

∫
�

E
(
p′ – p

)
dσp′ =

∫
�

E
(
p′ – p

)
dσp′ .

Thus letting p tend to p(∈ S) from �+ and �– respectively in (), we get

�+(p) = –
∫
S
E
(
p′ – p

)�(
ϕ
(
p′) – ϕ(p)

)
dSp′ + ϕ(p) – λ

∫
�

E
(
p′ – p

)
dσp′ · ϕ(p)

= –
∫
S
E
(
p′ – p

)�ϕ
(
p′)dSp′ +



ϕ(p),

http://www.boundaryvalueproblems.com/content/2012/1/75
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�–(p) = –
∫
S
E
(
p′ – p

)�(
ϕ
(
p′) – ϕ(p)

)
dSp′ – λ

∫
�

E
(
p′ – p

)
dσp′ · ϕ(p)

= –
∫
S
E
(
p′ – p

)�ϕ
(
p′)dSp′ –



ϕ(p).

This is (), and () is easily deduced from (). �

The following result follows directly from Theorem .

Corollary  Let � be a bounded domain in R × C whose boundary is a closed smooth
surface S. ϕ(t, z) is a complex vector function defined on the surface S, and ϕ(t, z) ∈ Cα(S),
 < α < . Then the Cauchy type integral () whose density function is ϕ(t, z) is a Cauchy
integral if and only if (t, z) ∈ S,

�–(t, z) = .

4 Operator T�f
Let f (t, z) be a complex vector function defined in a bounded domain � of R×C. Denote

T�f =
∫

�

E
(
p′ – p

)
f
(
p′)dσp′ , ()

where

E
(
p′ – p

)
=


π

[
λ

|p′ – p|

–
(

λ

|p′ – p| +


|p′ – p|
)((

t′ – t
)
e +

(
x′ – x

)
e +

(
y′ – y

)
e

)]
e–λ|p′–p|.

In this section, we shall get that if f (t, z) ∈ L(�), then T�f is a distribution solution of
the inhomogeneous equation

Du = f , ()

and shall discuss some properties of the operator T�f .
Similarly to the quaternion calculus [, ], we can obtain the following results.

Theorem  If f (t, z) ∈ L(�), then T�f exists for all (t, z) in the exterior of �. Beside T�f
is Hλ-regular in the exterior of � and

T�f = , (t, z) → ∞.

Theorem  Let f (t, z) ∈ L(�), then T�f exists almost everywhere on R × C and belongs
to Lp(�*),  ≤ p < 

 , where �* denotes any bounded domain in R×C.

For complex vector functions f (t, z) =
( f(t,z)
f(t,z)

)
, ϕ(x) =

( ϕ(t,z)
ϕ(t,z)

)
given on �, define

(f ,ϕ) =
∫

�

(fϕ + fϕ)dσ .

http://www.boundaryvalueproblems.com/content/2012/1/75
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When f (t, z) ∈ L(�), ϕ(t, z) ∈ C∞
 (�), it is easy to show that f (ϕ) = (f ,ϕ) is a distribution

on C∞
 (�).

Theorem  Let f (t, z) ∈ L(�). Then for any ϕ(t, z) =
( ϕ(t,z)

ϕ(t,z)
) ∈ C∞

 (�),

(
T�f ,D′ϕ

)
= (f ,ϕ)

holds.

Proof From the equality (), we get

∫
�

[
U

(
D′V

)
– (UD)V

]
dσ = –

∫
S
U�V dS.

In the above equality replacing U , V by E′(p′ – p) = D′( 
π |p′–p|e

–λ|p′–p|), u(p) respectively,
by using the method analogous to the proof of Pompeiu formula (), we can derive the
Pompeiu formula corresponding to the operator D′, i.e., if u(t, z) ∈ C(�)∩C(�), then

u(t, z) =
∫
S
E′(p′ – p

)�u(
p′)dSp′ +

∫
�

E′(p′ – p
)
D′

p′udσp′ , (t, z) ∈ �. ()

Thus for any ϕ(t, z) ∈ C∞
 (�),

ϕ(t, z) = T ′
�D

′ϕ =
∫

�

E′(p′ – p
)
D′

p′ϕ dσp′

holds.
In accordance with Theorem , T�f ∈ L(�). Thereby by the Fubini theorem,

(
T�f ,D′ϕ

)
=

(
f ,T ′

�

(
D′ϕ

))
= (f ,ϕ),

the desired result follows. �

Let complex vector functions f , g ∈ L(�). If for any ϕ(t, z) ∈ C∞
 (�),

(
g,D′ϕ

)
= (f ,ϕ),

then f is called a generalized derivative corresponding to the operator D of g . The deriva-
tive is denoted by f = (g)D. From Theorem  and the definition, (T�f )D = f .

Theorem  If a complex vector function g ∈ C(�) and satisfies the equation Dg = f , then

(g)D = f .

This shows that if the complex vector function g is a classical solution of the equation (),
then it is also a distributional solution of the equation.

Proof It follows by the definition and the divergence theorem. �

http://www.boundaryvalueproblems.com/content/2012/1/75
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Let a = (a,a) be a complex vector. The model of a is defined

|a| = (|a| + |a|
) 
 .

It is easy to show that

∣∣a(te + xe + ye)
∣∣ = ∣∣∣∣(a,a)

(
t z
z –t

)∣∣∣∣ = ∣∣(at + az,az – at)
∣∣

=
[(|a| + |a|

)(
t + |z|)] 

 = |a||te + xe + ye|.

By using similar methods to those used when proving the Hölder continuous of the
operator T in quaternion calculus [, ], we can prove the following theorem.

Theorem  Let � be a bounded domain in R × C, the complex vector function f (t, z) ∈
Lp(�), p > .
(a) For any ζ ∈R×C,

∣∣T�f (ζ )
∣∣ ≤ M(p,�)‖f ‖Lp , ()

where M(p,�) is a positive real constant depending only on p, �.
(b) g(ζ ) = T�f (ζ ) satisfies

∣∣g(ζ) – g(ζ)
∣∣ ≤ M′(p)‖f ‖Lp |ζ – ζ|α , α =

p – 
p

, ζ, ζ ∈ R×C, ()

where M(p) is a positive real constant depending only on p.
The inequalities () and () imply that T�f is a compact mapping from Lp(�), p > 

into Cα(�), α = p–
p , and

‖T�f ‖Cα (�) ≤ M‖f ‖Lp , p > ,α =
p – 
p

. ()

Proof (a) From the definition () of T�f ,

|T�f | ≤ λ

π

∫
�

e–λ|ζ ′–ζ |

|ζ ′ – ζ |
∣∣f (ζ ′)∣∣dσζ ′ +


π

∫
�

e–λ|ζ ′–ζ |

|ζ ′ – ζ |
∣∣f (ζ ′)∣∣dσζ ′ = I + I.

Since

e–λ|ζ ′–ζ | ≤ 
λ|ζ ′ – ζ | ,

we have by Hölder’s inequality

I ≤ 
π

(∫
�


|ζ ′ – ζ |q dσζ ′

) 
q
‖f ‖Lp ,

where 
p +


q = . By hypothesis p > , we have q < 

 . Let d = supζ ,ζ ′∈� |ζ –ζ ′|, d = dist(ζ ,�),
namely d, d denote the diameter of a bounded domain � and the distance between ζ and
� respectively.

http://www.boundaryvalueproblems.com/content/2012/1/75
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If ζ ∈ �,

(∫
�


|ζ ′ – ζ |q dσζ ′

) 
q

≤
(∫

|ζ ′–ζ |≤d


|ζ ′ – ζ |q dσζ ′

) 
q
=

(
πd–q

 – q

) 
q
.

If ζ ∈�,

(∫
�


|ζ ′ – ζ |q dσζ ′

) 
q

≤
(∫

d≤|ζ ′–ζ |≤d+d


|ζ ′ – ζ |q dσζ ′

) 
q

=
(
πd–q

 – q

) 
q
[(

 +
d
d

)–q

–
(
d
d

)–q] 
q

≤
(
πd–q

 – q

) 
q
.

The last inequality is immediate from

 <
(
 +

d
d

)–q

–
(
d
d

)–q

≤ .

In fact, from  < β = – q < , it is easy to see that the real function μ(x) = ( + x)β – xβ is
a monotone decreasing function in [,+∞) and μ() = , so that  < μ(x)≤ .
Let

M(p,�) =

π

(
πd–q

 – q

) 
q
.

Hence we obtain

I ≤ M(p,�)‖f ‖Lp . ()

Noting

e–λ|ζ ′–ζ | ≤ ,

thus

I =

π

∫
�

e–λ|ζ ′–ζ |

|ζ ′ – ζ |
∣∣f (ζ ′)∣∣dσζ ′

≤ 
π

(∫
�


|ζ ′ – ζ |q dσζ ′

) 
q
‖f ‖Lp ≤ 

π

(
πd–q

 – q

) 
q
‖f ‖Lp ,

i.e.,

I ≤ 

M(p,�)‖f ‖Lp . ()

The inequality () follows immediately from () and ().
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(b) Without loss of generality, we may take |ζ – ζ| < . We write

g(ζ ) =
λ

π

∫
�

e–λ|ζ ′–ζ |

|ζ ′ – ζ | f
(
ζ ′)dσζ ′ –

λ

π

∫
�

(ζ ′ – ζ )e–λ|ζ ′–ζ |

|ζ ′ – ζ | f
(
ζ ′)dσζ ′

–

π

∫
�

(ζ ′ – ζ )e–λ|ζ ′–ζ |

|ζ ′ – ζ | f
(
ζ ′)dσζ ′

= g(ζ ) – g(ζ ) – g(ζ ),

where

ζ ′ – ζ =
(
t′ – t

)
e +

(
x′ – x

)
e +

(
y′ – y

)
e.

It is easy to see that (ζ ′ – ζ ) = |ζ ′ – ζ |.
We have

∣∣g(ζ) – g(ζ)
∣∣

=
λ

π

∣∣∣∣
∫

�

(|ζ ′ – ζ| – |ζ ′ – ζ|)e–λ|ζ ′–ζ| + |ζ ′ – ζ|(e–λ|ζ ′–ζ| – e–λ|ζ ′–ζ|)
|ζ ′ – ζ||ζ ′ – ζ| f

(
ζ ′)dσζ ′

∣∣∣∣
≤ λ

π

∫
�

|ζ – ζ|( + λ|ζ ′ – ζ|)
|ζ ′ – ζ||ζ ′ – ζ|

∣∣f (ζ ′)∣∣dσζ ′ .

Here we use the estimates

e–λ|ζ ′–ζ| ≤ 

and

∣∣e–λ|ζ ′–ζ| – e–λ|ζ ′–ζ|∣∣ ≤ λ
∣∣∣∣ζ ′ – ζ

∣∣ – ∣∣ζ ′ – ζ
∣∣∣∣ ≤ λ|ζ – ζ|.

We get by Hölder’s inequality

∫
�


|ζ ′ – ζ||ζ ′ – ζ|

∣∣f (ζ ′)∣∣dσζ ′ ≤
(∫

�


|ζ ′ – ζ|q|ζ ′ – ζ|q dσζ ′

) 
q
‖f ‖Lp ,

and

∫
�


|ζ ′ – ζ|

∣∣f (ζ ′)∣∣dσζ ′ ≤
(∫

�


|ζ ′ – ζ|q dσζ ′

) 
q
‖f ‖Lp .

Using the inequality

∫
�


|ζ ′ – ζ|α|ζ ′ – ζ|β dσζ ′ ≤

⎧⎨
⎩c|ζ – ζ|–α–β ,  < α,β < ,α + β > ,

c,  ≤ α,β < ,α + β < ,

where c, c are positive real constants, and noting q < 
 , we then obtain

∣∣g(ζ) – g(ζ)
∣∣ ≤ M′

(p)‖f ‖Lp |ζ – ζ|. ()
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By simple computation we have

∣∣g(ζ) – g(ζ)
∣∣ = λ

π

∣∣∣∣
∫

�

(ζ – ζ)e–λ|ζ ′–ζ| + (ζ ′ – ζ)(e–λ|ζ ′–ζ| – e–λ|ζ ′–ζ|)
(ζ ′ – ζ)(ζ ′ – ζ)

f
(
ζ ′)dσζ ′

∣∣∣∣,
and

∣∣g(ζ) – g(ζ)
∣∣ = 

π

∣∣∣∣
∫

�

{
[|ζ ′ – ζ|(ζ – ζ) + (ζ ′ – ζ)(|ζ ′ – ζ| – |ζ ′ – ζ|)]e–λ|ζ ′–ζ|

|ζ ′ – ζ||ζ ′ – ζ|(ζ ′ – ζ)(ζ ′ – ζ)

+
(ζ ′ – ζ)(e–λ|ζ ′–ζ| – e–λ|ζ ′–ζ|)

|ζ ′ – ζ|(ζ ′ – ζ)(ζ ′ – ζ)

}
f
(
ζ ′)dσζ ′

∣∣∣∣.
By using a similar method, we can obtain

∣∣g(ζ) – g(ζ)
∣∣ ≤ M′

(p)‖f ‖Lp |ζ – ζ| ()

and

∣∣g(ζ) – g(ζ)
∣∣ ≤ M′

(p)‖f ‖Lp |ζ – ζ|α . ()

The required estimate then follows by combining the resulting inequalities. �

5 Some boundary value problems for Hλ-regular functions
It is well known that the Dirichlet problem for analytic functions w(z) in a bounded do-
main of the complex plane, boundary value of which is a given complex value function,
is overdetermined, thereby being unsolvable in general. In the theory of boundary value
problems for analytic functions, the boundary condition is replaced by Rew = r(t), and a
more general problem is the so-called Riemann-Hilbert problem with boundary condi-
tion Reλ(t)w = r(t). Analogously to this, the Dirichlet problem for Hλ-regular functions,
boundary value of which is a given complex value vector function, is also overdetermined,
and we have therefore to consider new boundary conditions. In this section, we introduce
and discuss some Riemann-Hilbert type boundary value problems for Hλ-regular vector
functions.
Let � be a bounded domain with smooth boundary S in R × C,  ∈ �. S satisfies the

exterior sphere condition, that is, for every point ζ ∈ S, there exists a ball B satisfying
B∩� = ζ .� denotes the transversal domain of� on the plane t = , its boundary L = ∂�

is a closed smooth curve and the projection of every point of � on the plane t =  is in �.
We consider the following boundary value problems:
Find a continuous solution u(t, z) =

( u(t,z)
u(t,z)

)
of the equation

Du = f ()

in �, satisfying the boundary conditions

u|S = ϕ, ()

Reλ(τ )u(, τ ) = r(τ ), τ ∈ L, ()
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where ϕ is a given complex value function on S, ϕ ∈ C(S), λ(τ ) is a given complex value
function on L, λ(τ ) �= , τ ∈ L. r(τ ) is a given real value function on L, λ(τ ), r(τ ) ∈ Cα ,
 < α < . This problem is called problem H of the equation (), and κ = 

π �L argλ(τ ) is
called index of the problem H.
When κ = , if u satisfies the condition

Imu(, ) = a ()

besides the above boundary conditions, where a is a real constant, then the problem is
called problem D.
In particular, when f =  in the equation (), the above problems are namely the prob-

lem H and problem D for the Hλ-regular vector functions.

Lemma  Suppose complex value functions g(t, z), g(t, z) ∈ C(�) ∩ C(�). If g(t, z),
g(t, z) satisfy compatible condition

(
λ –

∂

∂t

)
g =

∂

∂z
g, ()

then the following overdetermined system with respect to u(t, z)

⎧⎪⎪⎨
⎪⎪⎩

∂

∂z
u = g(t, z),(

λ –
∂

∂t

)
u = g(t, z)

()

has the general solution

u(t, z) = T�g +(z)eλt – F(t, z)eλt , ()

here (z) is any analytic function in �,

T�g = –

π

∫
�

g(t, ζ )
ζ – z

dσζ ,

F(t, z) =
∫ t


e–λξ

(


π i

∫
�

g(ξ , ζ )
ζ – z

dζ

)
dξ .

Proof Noting the compatible condition and that F(t, z) is an analytic function with respect
to z, using the Pompeiu formula [], it is not difficult to verify by direct calculation that
u(t, z) expressed by () is the general solution of the system (). �

As a special case of Theorem . in [], we can derive the following result.

Lemma  If ϕ is continuous on S, then the Dirichlet problem with the boundary condition

w|S = ϕ

for the equation (λ –�)w =  in � has a unique solution w(t, z) ∈ C(�)∩C
α(�).
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Similarly to harmonic function, we have the following result.

Lemma  For the Dirichlet problem of the equation (λ – �)w =  in �, Green functions
G(p,p′) exist such that the solutions of the problem can be represented by G(p,p′), namely
we have

w(p) = –
∫
S
w

(
p′)∂G

∂ν
dSp′ . ()

These Green functions G(p,p′) are unique.

Proof Suppose functions w, v ∈ C(�)∩C(�). By Green’s second identity

∫
�

(w�v – v�w)dσ =
∫
S

(
w

∂v
∂ν

– v
∂w
∂ν

)
dS,

where ν denotes the unit outward normal to the surface S, we obtain

∫
�

{
v
[(

λ –�)
w –w

(
λ –�)

v
]}

dσ =
∫
S

(
w

∂v
∂ν

– v
∂w
∂ν

)
dS. ()

Let p be a fixed point in � and Bε(p) = {|p′ – p| < ε} be an open ball whose radius ε is so
small that Bε(p) ⊂ �. Write �ε = � \ Bε(p). Replacing v by 

π
e–λ|p′–p|
|p′–p| , using the formula

() in �ε and letting ε tend to zero, similarly to the proof of Theorem , we can derive

w(p) = –

π

∫
S

[
w

∂

∂ν

(
e–λ|p′–p|

|p′ – p|
)
–

(
e–λ|p′–p|

|p′ – p|
)

∂w
∂ν

]
dS+


π

∫
�

e–λ|p′–p|

|p′ – p|
(
λ –�)

wdσ .

Thus when w ∈ C(�)∩C(�) and satisfies the equation (λ –�)w = ,

w(p) = –

π

∫
S

[
w

∂

∂ν

(
e–λ|p′–p|

|p′ – p|
)
–

(
e–λ|p′–p|

|p′ – p|
)

∂w
∂ν

]
dS. ()

For a given p in �, find g(p′,p) which satisfies the equation (λ – �)g =  in � and the
boundary condition g(p′,p) = 

π
e–λ|p′–p|
|p′–p| on S. By virtue of Lemma , this g(p′,p) is ex-

istential and unique. Write G(p,p′) = 
π

e–λ|p′–p|
|p′–p| – g(p′,p). When w satisfies the equation

(λ –�)w =  in �, from () we derive

∫
S

(
w

∂g
∂ν

– g
∂w
∂ν

)
dS = .

Subtracting this from (), we get

w(p) = –
∫
S
w

(
p′)∂G

∂ν
dSp′ .

A simple approximation argument shows that this formula continues to hold for w ∈
C(�)∩C(�). �

With the aid of the methods of conformal mapping and standardizing boundary condi-
tion from complex analysis (see [, ]), we can map conformally � into the unit disk
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on the plane t = , and transform λ(τ ) in the condition () into τ κ . Hence without loss of
generality, we shall directly suppose that � is the unit disk B() on the plane t =  and
replace () by the following condition

Re τ κu(, τ ) = r(τ ), τ ∈ L = ∂B(). ()

Using these results, we can discuss the solvability of the problem H and the problem D
for the Hλ-regular vector functions and the equation Du = f .

Theorem 
() If the index κ ≥ , the problem H for the Hλ-regular vector functions in � is solvable.

The problem has the general solutions �(t, z) =
( ψ(t,z)

ψ(t,z)
)
, with

ψ(t, z) = –
∫
S
ϕ
(
p′)∂G

∂ν
dSp′ , ()

ψ(t, z) = TB()g +(z)eλt – F(t, z)eλt , ()

where

g =



(
λ +

∂

∂t

)
ψ,

g(t, z) = –
∂

∂z
ψ,

(z) = –

π

∫
B()

zκ+g(, ζ )
 – ζ z

dσζ +
zκ

π i

∫
L
r(τ )

τ + z
τ – z

dτ

τ
+

κ∑
m=

cmzm,

here cm, m = , . . . ,κ are arbitrary complex constants, satisfying

cκ–m + cm = .

() If the index κ < , the problem H for the Hλ-regular vector functions in � is solv-
able if and only if the function r(τ ) in the boundary conditions () satisfies the following
conditions

Re

[


π i

∫
L

r(τ )
τ

dτ –

π

∫
B()

ζ –κ–g(, ζ )dσζ

]
= ,


π i

∫
L

r(τ )
τm+ dτ –


π

∫
B

[
ζ –κ–m–g(, ζ ) + ζ

–κ+m–g(, ζ )
]
dσζ = ,

m = , . . . , –κ – .
()

When the conditions () hold, the solution then has the same expression as (), except that

(z) = –

π

∫
B()

ζ
–κ–g(, ζ )
 – ζ z

dσζ +

π i

∫
L

r(τ )
τ–κ (ζ – z)

dτ .
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Proof If�(t, z) =
( ψ(t,z)

ψ(t,z)
)
is aHλ-regular vector function, then�(t, z) satisfies the equation

D� =  which is equivalent to

⎧⎪⎪⎨
⎪⎪⎩

∂

∂z
ψ = –




(
λ +

∂

∂t

)
ψ = g(t, z),(

λ –
∂

∂t

)
ψ = –

∂

∂z
ψ = g(t, z).

()

From Lemma , the function ψ(t, z) expressed in () is the unique solution of the
Dirichlet problem with the boundary condition () for the equation (λ – �)w =  in
�, so that g(t, z), g(t, z) satisfy the compatible condition of Lemma 

(
λ –

∂

∂t

)
g =

∂

∂z
g. ()

Consequently,ψ(t, z) can be given by the formula (). Furthermore,ψ(t, z) expressed in
() satisfies the boundary condition () if and only if the analytic function (z) satisfies
the following boundary condition

Re τ κ(τ ) = r(τ ) –Re τ κTB()g(, τ ), τ ∈ L. ()

By means of the results about the Riemann-Hilbert boundary value problem for analytic
function in the unit disk [], we can derive the solvable conditions and the expression of
solutions. �

Corollary  The problemD for the Hλ-regular vector functions in� has a unique solution,
and the solution is �(t, z) =

( ψ(t,z)
ψ(t,z)

)
which ψ(t, z) is given by () and ψ(t, z) expressed as

() where

(z) = –

π

∫
B()

zg(, ζ )
 – ζ z

dσζ +


π i

∫
L
r(τ )

τ + z
τ – z

dτ

τ
+ i

(
a – ImTB()g(, z)

)
.

Proof The result follows immediately from Theorem  and the results of the Dirichlet
boundary value problem for analytic function in the unit disk. �

Since the solution u of the equation Du = f can be expressed as u = � + T�f , where �

is any Hλ-regular vector functions in �, if f ∈ Lp(�), p > , then T�f ∈ Cα(�), therefore
the problem H of the equation Du = f in � can be transformed into the problem H of the
Hλ-regular vector function �(t, z) =

( ψ(t,z)
ψ(t,z)

)
in � with the following boundary conditions

ψ(t, z) = ϕ(t, z) = ϕ(t, z) – T 
�f , (t, z) ∈ S,

Re τ κψ(, τ ) = r(τ ) = r(τ ) –Re τ κT
�f , τ ∈ L,

where

T 
�f =


π

∫
�

{
λe–λ|ζ ′–ζ |

|ζ ′ – ζ | f

–
(

λ

|ζ ′ – ζ | +


|ζ ′ – ζ |
)
e–λ|ζ ′–ζ |[(t′ – t

)
f +

(
z′ – z

)
f

]}
dσζ ′ ,
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T
�f =


π

∫
�

{
λe–λ|ζ ′–ζ |

|ζ ′ – ζ | f

–
(

λ

|ζ ′ – ζ | +


|ζ ′ – ζ |
)
e–λ|ζ ′–ζ |[(z′ – z

)
f –

(
t′ – t

)
f

]}
dσζ ′ ,

namely T�f =
( T

�f
T

�f

)
. Using Theorem , we obtain the following result about the problem

H for the equation Du = f in �.

Theorem  Let f ∈ Lp(�), p > .
(a) If the index κ ≥ , the problemH for the equation Du = f in� has the solution u(t, z) =

�(t, z) +T�f , where the Hλ-regular vector function �(t, z) is expressed as (a) of Theorem 
with ϕ(t, z), r(τ ) replacing ϕ(t, z), r(τ ) respectively.
(b) If the index κ < , replacing ϕ(t, z) by ϕ(t, z), the problem H for the equation Du =

f in � is solvable if and only if the function r(τ ) satisfies the conditions (). When the
conditions () hold, the problem then has the solution u(t, z) = �(t, z)+T�f , where the Hλ-
regular vector function �(t, z) is expressed as (b) of Theorem  with ϕ(t, z), r(τ ) replacing
ϕ(t, z), r(τ ) respectively.

In the same way, we can obtain the result about the problem D for the equation Du = f
in �.

Corollary  Suppose that f ∈ Lp(�),p > . The problem D for the equation Du = f in �

has a unique solution u(t, z) = �(t, z) +T�f , where the Hλ-regular vector function �(t, z) is
expressed as Corollary  with ϕ(t, z), r(τ ) and a = a – ImT

�f replacing ϕ(t, z), r(τ ) and
a respectively.
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