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#### Abstract

Evolution equations arise in many important practical problems. They are frequently stiff, i.e. involves fast, mostly exponentially, decreasing and/or oscillating components. To handle such problems, one must use proper forms of implicit numerical time-integration methods. In this paper, we consider two methods of high order of accuracy, one for parabolic problems and the other for hyperbolic type of problems. For parabolic problems, it is shown how the solution rapidly approaches the stationary solution. It is also shown how the arising quadratic polynomial algebraic systems can be solved efficiently by iteration and use of a proper preconditioner.


## 1 Introduction

Evolution equations arise in many important practical problems, such as for parabolic and hyperbolic partial differential equations. After application of a semi-discrete Galerkin finite element or a finite difference approximation method, a system of ordinary differential equations,

$$
M \frac{d \mathbf{u}}{d t}+A \mathbf{u}(t)=\mathbf{f}(t), \quad t>0, \mathbf{u}(0)=\mathbf{u}_{0}
$$

arises. Here, $\mathbf{u}, \mathbf{f} \in \Re^{n}, M$ is a mass matrix and $M, A$ are $n \times n$ matrices. For a finite difference approximation, $M=I$, the identity matrix.
In the above applications, the order $n$ of the system can be very large. Under reasonable assumptions of the given source function $\mathbf{f}$, the system is stable, i.e. its solution is bounded for all $t>0$ and converges to a fixed stationary solution as $t \rightarrow 0$, independent of the initial value $\mathbf{u}_{0}$. This holds if $A$ is a normal matrix, that is, has a complete eigenvector space, and has eigenvalues with positive real parts. This condition holds for parabolic problems, where the eigenvalues of $A$ are real and positive. In more involved problems, the matrix $A$ may have complex eigenvalues with arbitrary large imaginary parts.
Clearly, not all numerical time-integration methods preserve the above stability properties. Unless the time-step is sufficiently small, explicit time-integration methods do not converge and/or give unphysical oscillations in the numerical solution. Even with sufficiently small time-steps, algebraic errors may increase unboundedly due to the large number of time-steps. The simplest example where the stability holds is the Euler implicit method,

$$
\tilde{\mathbf{u}}(t+\tau)+\tau A \tilde{\mathbf{u}}(t+\tau)=\tilde{\mathbf{u}}(t)+\tau \mathbf{f}(t+\tau), \quad t=\tau, 2 \tau, \ldots, \tilde{\mathbf{u}}(0)=\tilde{\mathbf{u}}_{0},
$$

where $\tau>0$ is the time-step. Here, the eigenvalues of the inverse of the resulting matrix in the corresponding system,

$$
(I+\tau A) \tilde{\mathbf{u}}(t+\tau)=\tilde{\mathbf{u}}(t)+\tau \mathbf{f}(t+\tau)
$$

equal $(1+\tau \lambda)^{-1}$ and satisfy the stability condition,

$$
|\mu(\lambda)|=\left|(1+\tau \lambda)^{-1}\right|<1, \quad \lambda \in \sigma(A) .
$$

Here, $\sigma(A)$ denotes the set of eigenvalues of $A$. To more quickly damp out initial transients in the solution, which arises for instance due to that the initial value may not satisfy boundary conditions given in the parabolic problem, one should preferably have eigenvalues of the inverse of the discrete matrix $B$, that satisfies $|\mu(\lambda)| \rightarrow 0$ for eigenvalues $\lambda \rightarrow \infty$. This holds for the implicit Euler method, where

$$
B=I+\tau A \quad \text { and } \quad \mu(\lambda)=(1+\tau \lambda)^{-1} .
$$

This method is only first-order accurate, i.e. its global time discretization error is $O(\tau)$. Therefore, to get a sufficiently small discretization error, one must choose very small timesteps, which means that the method becomes computationally expensive and also causes a stronger increase of round-off errors. However, there exists stable time-integration methods of arbitrary high order. They are of implicit Runge-Kutta quadrature type (see e.g. [1-5]), and belong to the class of $A$-stable methods, i.e. the eigenvalues $\mu\left(B^{-1}\right)$ of the corresponding matrix $B$ where $B \tilde{\mathbf{u}}(t+\tau)=\tilde{\mathbf{u}}(t)+\tau \tilde{\mathbf{f}}(t)$, and $\tilde{\mathbf{f}}(t)$ is a linear function of $\mathbf{f}(t)$ at the quadrature points in the interval $[t, t+\tau]$, satisfy $\left|\mu\left(B^{-1}\right)\right|<1$ for all normal matrices $M^{-1} A$ with $\Re e(\lambda)>0$. The highest order achieved, $O\left(\tau^{2 m}\right)$ occurs for Gauss quadrature where $m$ equals to the number of quadrature points within each time interval.

To satisfy the second, desirable condition,

$$
\lim _{\lambda \rightarrow \infty}|\mu(\lambda)| \rightarrow 0,
$$

one can use a special subclass of such methods, based on Radau quadrature; see, e.g. [1, 5]. The discretization error is here only one order less, $O\left(\tau^{2 m-1}\right)$. For linear problems, all such stable methods lead to rational polynomial approximation matrices $B$, and hence the need to solve quadratic polynomial equations. For stable methods, it turns out that the roots of these polynomials are complex.

In Section 2, a preconditioning method is described that is very efficient when solving such systems, without the need to factorize the quadratic polynomials in first order factors, thereby avoiding the need to use complex arithmetics. Section 3 discusses the special case where $m=2$. It shows also how the general case, where $m>2$, can be handled.

Section 4 deals with the use of implicit Runge-Kutta methods of Gauss quadrature type for solving hyperbolic systems of Hamiltonian type.
Section 5 presents a method to derive time discretization errors.
In Section 6, some illustrating numerical tests are shown. The paper ends with concluding remarks.

## 2 Preconditioners for quadratic matrix polynomials

From the introduction, it follows that it is of importance to use an efficient solution method for quadratic matrix polynomials and not factorize them in first order factors when this results in complex valued factors. For a method to solve complex valued systems in real arithmetics, see, e.g. [6]. Here, we use a particular method that is suitable for the arising quadratic matrix polynomials.

Consider then the matrix polynomial,

$$
\begin{equation*}
B=M+a A+b^{2} A M^{-1} A . \tag{1}
\end{equation*}
$$

We assume that $M$ is spd and that $|a|<2 b$, which latter implies that the first order factors of $B$ are complex. Systems with $B$ will be solved by iteration. As a preconditioner, we use the matrix

$$
C_{\alpha}=(M+\alpha A) M^{-1}(M+\alpha A),
$$

where $\alpha>0$ is a parameter. We assume that $A$ is a normal matrix, that is, has a full eigenvector space and further that the symmetric part, $A+A^{T}$ of $A$ is spd. To estimate the eigenvalues of $C_{\alpha}^{-1} B$, we write

$$
\left(C_{\alpha} \mathbf{x}, \mathbf{x}\right)-(B \mathbf{x}, \mathbf{x})=(2 \alpha-a)(A \mathbf{x}, \mathbf{x})+\left(\alpha^{2}-b^{2}\right)\left(A M^{-1} A \mathbf{x}, \mathbf{x}\right) .
$$

After a two-sided multiplication with $M^{-1 / 2}$, we get

$$
\begin{equation*}
\left(\tilde{C}_{\alpha} \tilde{\mathbf{x}}, \tilde{\mathbf{x}}\right)-(\tilde{B} \tilde{\mathbf{x}}, \tilde{\mathbf{x}})=(2 \alpha-a)(\tilde{A} \tilde{\mathbf{x}}, \tilde{\mathbf{x}})+\left(\alpha^{2}-b^{2}\right)\left(\tilde{A}^{2} \tilde{\mathbf{x}}, \tilde{\mathbf{x}}\right), \tag{2}
\end{equation*}
$$

where $\tilde{C}_{\alpha}=M^{-1 / 2} C_{\alpha} M^{-1 / 2}=(I+\alpha \tilde{A})^{2}$, etc. and $\tilde{\mathbf{x}}=M^{1 / 2} \mathbf{x}$. Note that, by similarity, $C_{\alpha}^{-1} B$ and $\tilde{C}_{\alpha}^{-1} \tilde{B}$ have the same eigenvalues.
We are interested in cases where $\tilde{A}$ may have large eigenvalues. (In our application, $\tilde{A}$ involves a time-step factor $\tau$, but since we use higher order time-discretization methods, $\tau$ will not be very small and cannot damp out the inverse to some power of the spacediscretization parameter $h$ that also occurs in $\tilde{A}$.) Therefore, we choose $\alpha=b$. Note that this implies that $2 \alpha-a>0$.
The resulting relation (2) can now be written

$$
\begin{equation*}
(\tilde{\mathbf{x}}, \tilde{\mathbf{x}})-\left(\tilde{C}_{\alpha}^{-1} \tilde{B} \tilde{\mathbf{x}}, \tilde{\mathbf{x}}\right)=(2 \alpha-a)\left(\tilde{C}_{\alpha}^{-1} \tilde{A} \tilde{\mathbf{x}}, \tilde{\mathbf{x}}\right) \tag{3}
\end{equation*}
$$

where

$$
\left(\tilde{C}_{\alpha}^{-1} \tilde{A} \tilde{\mathbf{x}}, \tilde{\mathbf{x}}\right)=\left((I+\alpha \tilde{A})^{-2} \tilde{A} \tilde{\mathbf{x}}, \tilde{\mathbf{x}}\right)
$$

Since $2 \alpha-a>0$, the real part of the eigenvalues of $\tilde{C}_{\alpha}^{-1} \tilde{B}$ are bounded above by 1 . To find estimates of the eigenvalues $\lambda(\mu)$ of $\tilde{C}_{\alpha}^{-1} \tilde{B}$, let ( $\mu, \mathbf{z}$ ) be eigensolutions of $\tilde{A}$, i.e. let

$$
\tilde{A} \mathbf{z}=\mu \mathbf{z}, \quad|\mathbf{z}|=1 .
$$

It follows from (3) that for $\tilde{\mathbf{x}}=\mathbf{z}$,

$$
\begin{aligned}
\lambda(\mu) & =\left(\tilde{C}_{\alpha}^{-1} \tilde{B} \mathbf{z}, \mathbf{z}\right)=1-\left(1-\frac{a}{2 \alpha}\right) \frac{2 \alpha \mu}{1+2 \alpha \mu+(\alpha \mu)^{2}} \\
& =1-\left(1-\frac{a}{2 \alpha}\right) \frac{1}{1+\frac{1}{2}\left(\alpha \mu+\frac{1}{\alpha \mu}\right)} .
\end{aligned}
$$

We write $\alpha \mu=\mu_{0} e^{i \varphi}$ so $\frac{1}{2}\left(\alpha \mu+\frac{1}{\alpha \mu}\right)=\frac{1}{2}\left(\mu_{0}+\frac{1}{\mu_{0}}\right) \cos (\varphi)+\frac{i}{2}\left(\mu_{0}-\frac{1}{\mu_{0}}\right) \sin (\varphi)$, where $i$ is the imaginary unit. Note that $\mu_{0}>0$ so $\frac{1}{2}\left(\mu_{0}+\frac{1}{\mu_{0}}\right) \geq 1$. Since, by assumption, the real part of $\mu$ is positive, it holds $|\varphi| \leq \varphi_{0}<\pi / 2$. A computation shows that the values of the factor $\frac{1}{1+\frac{1}{2}\left(\alpha \mu+\frac{1}{\alpha \mu}\right)}$ are located in a disc in the complex plane with center at $\delta / 2$ and radius $\delta / 2$, where $\delta=1 /\left(1+\cos \varphi_{0}\right)$.
Hence, $\lambda(\mu)$ is located in a disc with center at $1-\frac{1}{2}\left(1-\frac{a}{2 \alpha}\right) \delta$ and radius $\frac{1}{2}\left(1-\frac{a}{2 \alpha}\right) \delta$.
For $\varphi_{0}=0$, i.e. for real eigenvalues of $\tilde{A}$, then $\delta=1 / 2$ and $1 \geq \lambda(\mu) \geq \frac{3}{4}+\frac{1}{8} \frac{a}{\alpha}$.

## 3 A stiffly stable time integration method

Consider a system of ordinary differential equations,

$$
\begin{equation*}
M \frac{d \mathbf{x}}{d t}+\sigma(t)(A \mathbf{x}(t)-\mathbf{f}(t))=0, \quad t>0, \mathbf{x}(0)=\mathbf{x}_{0} \tag{4}
\end{equation*}
$$

where $\mathbf{x , f} \in \Re^{n}, \sigma(t) \geq \sigma_{0}>0, M, A$ are $n \times n$ matrices, where $M$ is assumed to be spd and the symmetric part of $A$ is positive semidefinite. In the practical applications that we consider, $M$ corresponds to a mass matrix and $A$ to a second-order diffusion or diffusionconvection matrix. Hence, $n$ is large. Under reasonable assumptions on the source function $\mathbf{f}$, such a system is stable for all $t$ and its solution approaches a finite function, independent on the initial value $\mathbf{x}_{0}$, as $t \rightarrow \infty$.

Such stability results hold for more general problems, such as for a nonlinear parabolic problem,

$$
\begin{equation*}
\frac{\partial u}{\partial t}+F(t, u)=0, \quad \text { where } F(t, u)=-\nabla \cdot(a(t, u, \nabla u) \nabla u)-f(t, u), x \in \Omega, t>0 \tag{5}
\end{equation*}
$$

where $f:(0, \infty) \times V \rightarrow V^{\prime}$ and $V$ is a reflexive Banach space.
For proper functions $a(\cdot)$ and $f(\cdot)$, then $F$ is monotone, i.e.

$$
\begin{equation*}
(F(t, u)-F(t, v), u-v) \geq \rho(t)\|u-v\|^{2}, \quad \forall u, v \in V, t>0 . \tag{6}
\end{equation*}
$$

Here, $\rho:(0, \infty) \rightarrow R, \rho(t) \geq 0$ and $(\cdot, \cdot),\|\cdot\|$ denote the scalar product, and the corresponding norm in $L^{2}(\Omega)$, respectively. In this case, one can easily derive the bound

$$
\frac{1}{2} \frac{d}{d t}\left(\|u-v\|^{2}\right)=-(F(t, u)-F(t, v), u-v) \leq-\rho(t)\|u-v\|^{2}
$$

where $u, v$ are solution of (5) corresponding to different initial values. Consequently making use of the Gronwall lemma, we obtain

$$
\|u(t)-v(t)\| \leq \exp \left(-\int_{0}^{t} \rho(s) d s\right)\|u(0)-v(0)\| \leq\|u(0)-v(0)\|, \quad t>0
$$

Hence, (5) is stable in this case.

If $F$ is strongly monotone (or dissipative), i.e. (6) is valid with $\rho(t) \geq \varrho_{0}>0$, then

$$
\|u(t)-v(t)\| \leq \exp \left(-t \rho_{0}\right)\|u(0)-v(0)\| \rightarrow 0, \quad t \rightarrow \infty,
$$

i.e. (5) is asymptotically stable. In particular, the above holds for the test problem considered in Section 6.
For large eigenvalues of $M^{-1} A$, such a system is stiff and can have fast decreasing and possibly oscillating components. This amounts to that the eigenvalues have large real part and possibly also large imaginary parts. To handle this, one needs stable numerical time-integration methods that do not contain corresponding increasing components. For $\sigma(t)=1$, in (4), this amounts to proper approximations of the matrix exponential function $\exp (t E), E=M^{-1} A$, by a rational function,

$$
R_{m}(t E)=Q_{m}(t E)^{-1} P_{m}(t E),
$$

where

$$
\left\|R_{m}(t E)\right\| \leq 1, \quad t>0, \text { for } \operatorname{Re}\left\{\lambda_{E}\right\}>0
$$

and $\lambda_{E}$ denotes eigenvalues by $E$. Furthermore, to cope with problems where $\arg \left(\lambda_{E}\right) \leq \alpha<$ $\frac{\pi}{2}$, but arbitrarily close to $\pi / 2$, one needs $A$-stable methods; see e.g. [3, 7, 8$]$. To get stability for all times and time steps, one requires $\lim _{|\lambda| \rightarrow \infty}\left|R_{m}(\lambda)\right| \leq c<1$ where preferably $c=0$. Such methods are called $L$-stable (Lambert) and stiffly $A$-stable [3], respectively.
An important class of methods which are stiffly $A$-stable is a particular class of the implicit Runga-Kutta methods; see [1,3,5]. Such methods correspond to rational polynomial approximations of the matrix exponential function with denominator having a higher degree than the nominator. Examples of such methods are based on Radau quadrature where the quadrature points are zeros of $\tilde{P}_{m}(\xi)-\tilde{P}_{m-1}(\xi)$, where $\left\{\tilde{P}_{k}\right\}$ are the Legendre polynomials, orthogonal on the interval $(0,1)$, see e.g. [1] and references therein. Note that $\xi=1$ is a root for all $m \geq 1$. The case $m=1$ is identical to the implicit Euler method.

Following [5], we consider here the next simplest case, where $m=2$, for the numerical solution of (4) over a time interval $[t, t+\tau]$.
In this case, the quadrature points (for a unit interval) are $\xi_{1}=1 / 3, \xi_{2}=1$ and the numerical solution $\mathbf{x}_{1}, \mathbf{x}_{2}$, at $t+\tau / 3$ and $t+\tau$ satisfies

$$
\left[\begin{array}{cc}
M+5 \sigma_{1} \tilde{A} & -\sigma_{2} \tilde{A}  \tag{7}\\
9 \sigma_{1} \tilde{A} & M+3 \sigma_{2} \tilde{A}
\end{array}\right]\left[\begin{array}{l}
\mathbf{x}_{1} \\
\mathbf{x}_{2}
\end{array}\right]=\left[\begin{array}{c}
M \mathbf{x}_{0}+\frac{\tau}{12}\left(5 \mathbf{f}_{1}-\mathbf{f}_{2}\right) \\
M \mathbf{x}_{0}+\frac{\tau}{4}\left(3 \mathbf{f}_{1}+\mathbf{f}_{2}\right)
\end{array}\right],
$$

where $\mathbf{x}_{0}$ is the solution at time $t, \sigma_{1}=\sigma(t+\tau / 3), \sigma_{2}=\sigma(t+\tau), \mathbf{f}_{1}=\mathbf{f}(t+\tau / 3), \mathbf{f}_{2}=\mathbf{f}(t+\tau)$, and $\tilde{A}=\frac{\tau}{12} A$. The global discretization error of the $\mathbf{x}_{2}$-component for this method is $O\left(\tau^{3}\right)$, i.e. it is a third-order method and it is stiffly $A$-stable even for arbitrary strong variations of the coefficient $\sigma(t)$. This can be compared with the trapezoidal or implicit midpoint methods which are only second order accurate and not stiffly stable.

The system in (7) can be solved via its Schur complement. Thereby, to avoid an inner system with matrix $M+5 \sigma_{1} \tilde{A}$, we derive a modified form of the Schur complement system,
that involves only an inner system with matrix $M^{-1}$. To this end, but only for the derivation of the method, we scale first the system with the block diagonal matrix $\left[\begin{array}{cc}M^{-1} & 0 \\ 0 & M^{-1}\end{array}\right]$ to get

$$
\left[\begin{array}{cc}
I+5 \sigma_{1} G & -\sigma_{2} G \\
9 \sigma_{1} G & I+3 \sigma_{2} G
\end{array}\right]\left[\begin{array}{l}
\mathbf{x}_{1} \\
\mathbf{x}_{2}
\end{array}\right]=\left[\begin{array}{c}
\mathbf{x}_{0}+\frac{\tau}{12}\left(5 \tilde{\mathbf{f}}_{1}-\tilde{\mathbf{f}}_{2}\right) \\
\mathbf{x}_{0}+\frac{\tau}{4}\left(3 \tilde{\mathbf{f}}_{1}+\tilde{\mathbf{f}}_{2}\right)
\end{array}\right],
$$

where $G=\frac{\tau}{12} M^{-1} A$ and $\tilde{\mathbf{f}}_{i}=M^{-1} \mathbf{f}_{i}, i=1,2$. The Schur complement system for $\mathbf{x}_{2}$ is multiplied with $\left(I+5 \sigma_{1} G\right)$. Using commutativity, we get then

$$
\begin{aligned}
& {\left[\left(I+5 \sigma_{1} G\right)\left(I+3 \sigma_{2} G\right)+9 \sigma_{1} \sigma_{2} G^{2}\right] \mathbf{x}_{2}} \\
& \quad=\left(I+5 \sigma_{1} G\right)\left[\mathbf{x}_{0}+\frac{\tau}{4}\left(3 \tilde{\mathbf{f}}_{1}+\tilde{\mathbf{f}}_{2}\right)\right]-9 \sigma_{1} G\left[\mathbf{x}_{0}+\frac{\tau}{12}\left(5 \tilde{\mathbf{f}}_{1}-\tilde{\mathbf{f}}_{2}\right)\right]
\end{aligned}
$$

or

$$
\begin{aligned}
{[I} & \left.+\left(5 \sigma_{1}+3 \sigma_{2}\right) G+24 \sigma_{1} \sigma_{2} G^{2}\right] \mathbf{x}_{2} \\
& =\left(I-4 \sigma_{1} G\right) \mathbf{x}_{0}+\frac{\tau}{4}\left(3 \tilde{\mathbf{f}}_{1}+\tilde{\mathbf{f}}_{2}\right)+2 \tau \sigma_{1} G \tilde{\mathbf{f}}_{2} .
\end{aligned}
$$

Hence,

$$
B \mathbf{x}_{2}=\left(M-\frac{\tau}{3} \sigma_{1} A\right) \mathbf{x}_{0}+\frac{\tau}{4} M\left(3\left(\tilde{\mathbf{f}}_{1}+\tilde{\mathbf{f}}_{2}\right)+\frac{1}{6} \tau^{2} \sigma_{1} A \tilde{\mathbf{f}}_{2}\right.
$$

where

$$
\begin{equation*}
B=M+\frac{\tau}{12}\left(5 \sigma_{1}+3 \sigma_{2}\right) A+\frac{\tau^{2}}{6} \sigma_{1} \sigma_{2} A M^{-1} A . \tag{8}
\end{equation*}
$$

For higher order Radau quadrature methods, the corresponding matrix polynomial in $M^{-1} B$ is a $m$ th order polynomial. By the fundamental theorem of algebra, one can factorize it in factors of at most second degree. They can be solved in a sequential order. Alternatively, using a method referred to in Remark 3.1, the solution components can be computed concurrently.
Each second-order factor can be preconditioned by the method in Section 2. The ability to factorize $Q_{m}(t E)$ in second-order factors and solve the arising systems as such two-bytwo block matrix systems means that one only has to solve first-order systems. This is of importance if for instance $M$ and $A$ are large sparse bandmatrices, since then one avoids increasing bandwidths in matrix products and one can solve systems of linear combinations of $M$ and $A$ more efficiently than for higher order polynomial combinations. Furthermore, this enables one to keep matrices on element by element form (see, e.g. [9]) and it is in general not necessary to store the matrices $M$ and $A$. The arising inner system can be solved by some inner iteration method.
The problem with a direct factorization in first order factors is that complex matrix factors appear. This occurs for the matrix in (8) for a ratio of $\frac{\sigma_{1}}{\sigma_{2}}$ in the interval

$$
\begin{equation*}
3 \frac{11-\sqrt{96}}{25}<\frac{\sigma_{1}}{\sigma_{2}}<3 \frac{11+\sqrt{96}}{25} . \tag{9}
\end{equation*}
$$

Therefore, it is more efficient to keep the second order factors and instead solve the corresponding systems by preconditioned iterations. Thereby, the preconditioner involves only first order factors. As shown in Section 2, a very efficient preconditioner for the matrix $B$ in (8) is

$$
\begin{equation*}
C=C_{\alpha}=(M+\alpha \tau A) M^{-1}(M+\sigma \tau A), \tag{10}
\end{equation*}
$$

where $\alpha>0$ is a parameter. As already shown in [5], for the above particular application it holds.

Proposition 3.1 Let B, C be as defined in (8) and (10) and assume that $M$ is spd and $A$ is spsd. Then letting

$$
\alpha=\max \left\{\sqrt{\sigma_{1} \sigma_{2} / 6},\left(5 \sigma_{1}+3 \sigma_{2}\right) / 24\right\}
$$

## it holds

$$
\kappa\left(C^{-1} B\right) \leq \max _{i=1,2} \delta_{i}^{-1},
$$

where

$$
\begin{aligned}
& 1 \geq \delta_{1}=\left(5 \sigma_{1}+3 \sigma_{2}\right) / 24 \alpha \geq \sqrt{10} / 4, \\
& 1 \geq \delta_{2}=\sigma_{1} \sigma_{2} / 6 \alpha^{2} .
\end{aligned}
$$

$$
\text { If } 0.144 \leq \frac{\sigma_{1}}{\sigma_{2}} \leq 2.496, \text { then } \delta_{2}=1 \text { and } \delta_{1} \geq \sqrt{\frac{5}{8}}
$$

The spectral condition number is then bounded by

$$
\kappa\left(C^{-1} B\right) \leq \sqrt{\frac{8}{5}} \approx 1.265
$$

If $\sigma_{1}=\sigma_{2}$, then

$$
\kappa\left(C^{-1} B\right) \leq \sqrt{\frac{3}{2}} \approx 1.225
$$

Proof Let $(\mathbf{u}, \mathbf{v})$ be the $\ell_{2}$ product of $\mathbf{u}, \mathbf{v} \in \mathfrak{R}^{n}$. We have

$$
(C \mathbf{x}, \mathbf{x})-(B \mathbf{x}, \mathbf{x})=2 \sigma \tau\left(1-\delta_{1}\right)(A \mathbf{x}, \mathbf{x})+\alpha^{2} \tau^{2}\left(1-\delta_{2}\right)\left(A M^{-1} A \mathbf{x}, \mathbf{x}\right) \quad \forall \mathbf{x} \in \mathfrak{R}^{n} .
$$

It follows that

$$
(B \mathbf{x}, \mathbf{x}) \leq(C \mathbf{x}, \mathbf{x}) .
$$

By the arithmetic-geometric means inequality, we have

$$
\begin{equation*}
\delta \geq \frac{1}{2} \sqrt{15 \sigma_{1} \sigma_{2}} / \alpha \geq \frac{1}{\sqrt{2}} \sqrt{90}=\frac{\sqrt{10}}{4} . \tag{11}
\end{equation*}
$$

a computation shows that

$$
\sigma_{1} \sigma_{2} / 6 \geq\left(\frac{5 \sigma_{1}+3 \sigma_{2}}{24}\right)^{2}
$$

for $0.144 \lesssim \xi \lesssim 2.496$, where $\xi=\sigma_{1} / \sigma_{2}$. Further, a computation shows that $\delta_{1} \geq \sqrt{\frac{5}{8}}$, which is in accordance with the lower bound in (11). Since

$$
(C \mathbf{x}, \mathbf{x}) \geq 2 \alpha \tau(A \mathbf{x}, \mathbf{x})+\alpha^{2} \tau^{2}\left(A M^{-1} A \mathbf{x}, \mathbf{x}\right)
$$

it follows that

$$
1-\frac{(B \mathbf{x}, \mathbf{x})}{(C \mathbf{x}, \mathbf{x})} \geq 1-\delta_{1}
$$

or

$$
\frac{(B \mathbf{x}, \mathbf{x})}{(C \mathbf{x}, \mathbf{x})} \leq \delta_{1}=\sqrt{\frac{5}{8}}
$$

For $\alpha_{1}=\alpha_{2}$, a computation shows that

$$
\delta_{1}=\frac{1}{3} \sqrt{6}=\sqrt{\frac{2}{3}} .
$$

We conclude that the condition number is very close to its ideal unit value 1, leading to very few iterations. For instance, it suffices with at most 5 conjugate gradient iterations for a relative accuracy of $10^{-6}$.

Remark 3.1 High order implicit Runge-Kutta methods and their discretization error estimates can be derived using order tree methods as described in [1] and [10].

For an early presentation of implicit Runge-Kutta methods, see [2] and also [4], where the method was called global integration method to indicate its capability for large values of $m$ to use few, or even just one, time discretization steps. It was also shown that the coefficient matrix, formed by the quadrature coefficients had a dominating lower triangular part, enabling the use of a matrix splitting and Richardson iteration method. It can be of interest to point out that the Radau method for $m=2$ can be described in an alternative way, using Radau quadrature for the whole time step interval and combined with a trapezoidal method for the shorter interval.
Namely, let $\frac{d u}{d t}+f(t, u)=0, t_{k-1}<t<t_{k}$. Then Radau quadrature on the interval $\left(t_{k-1}, t_{k}\right)$ has quadrature points $t_{k-1}+\tau / 3, t_{k}$, and coefficients $b_{1}=3 / 4, b_{2}=1 / 4$, which results in the relation

$$
\tilde{u}_{1}-\tilde{u}_{0}+\frac{3 \tau}{4} f\left(\tilde{t}_{1 / 3}, \tilde{u}_{1 / 3}\right)+\frac{\tau}{4} f\left(\tilde{t}_{1}, \tilde{u}_{1}\right)=0
$$

where $\tilde{u}_{1}, \tilde{u}_{1 / 3}, \tilde{u}_{0}$ denote the corresponding approximations of $u$ at $\tilde{t}_{1} \doteq t_{k-1}+\tau$ and $\tilde{t}_{1 / 3}=$ $t_{k-1}+\tau / 3$ and $t_{k-1}$, respectively.

This equation is coupled with an equation based on quadrature

$$
u\left(t_{k-1}+\tau / 3\right)-u\left(t_{k-1}\right)+\int_{t_{k-1}}^{t_{k}} f(t, u) d t-\int_{t_{k-1}+\tau / 3}^{t_{k}} f(t, u) d t=0
$$

which, using the stated quadrature rules, results in

$$
\tilde{u}_{1 / 3}-\tilde{u}_{0}+\frac{3 \tau}{4} f\left(\tilde{t}_{1 / 3}, \tilde{u}_{1 / 3}\right)+\frac{\tau}{4} f\left(\tilde{t}_{1}, \tilde{u}_{1}\right)-\frac{1}{2} \frac{2 \tau}{3}\left[f\left(\tilde{t}_{1 / 3}, \tilde{u}_{1 / 3}\right)+f\left(\tilde{t}_{1}, \tilde{u}_{1}\right)\right]=0
$$

that is,

$$
\tilde{u}_{1 / 3}-\tilde{u}_{0}+\frac{5 \tau}{12} f\left(\tilde{t}_{1 / 3}, \tilde{u}_{1 / 3}\right)-\frac{\tau}{12} f\left(\tilde{t}_{1}, \tilde{u}_{1}\right)=0 .
$$

Remark 3.2 The arising system in a high order method involving $q \geq 2$ quadratic polynomial factors, can be solved sequentially in the order they appear. Alternatively (see, e.g. [11], Exercise 2.31), one can use a method based on solving a matrix polynomial equation, $\mathcal{P}_{2 q}(A) \mathbf{x}=\mathbf{b}$ as $\mathbf{x}=\sum_{k=1}^{q} \frac{1}{\mathcal{P}_{2 q}^{\prime}\left(r_{k}\right)} \mathbf{x}_{k}, \mathbf{x}_{k}=\left(A-r_{k} I\right)^{-1} \mathbf{b}$, where $\left\{r_{k}\right\}^{2 q}$, is the set of zeros of the polynomial and it is assumed that $A$ has no eigenvalues in this set. (This holds in our applications.) Then, combining pairs of terms corresponding to complex conjugate roots $r_{k}$, quadratic polynomials arise for the computation of the corresponding solution components. It is seen that in this method, the solution components can be computed concurrently.

Remark 3.3 Differential algebraic equations (DAE) arise in many important problems; see, for instance $[10,12]$. The simplest example of a DAE takes the form

$$
\left\{\begin{array}{l}
\frac{d u}{d t}=f(t, u, v) \\
g(t, u, v)=0, \quad t>0
\end{array}\right.
$$

with $u(0)=u_{0}, v(0)=v_{0}$ and it is normally assumed that the initial values satisfy the constraint equation, i.e.

$$
g\left(0, u_{0}, v_{0}\right)=0
$$

If $\operatorname{det}\left(\frac{\partial g}{\partial \nu}\right) \neq 0$ in a sufficiently large set around the solution, one can formally eliminate the second part of the solution to form a differential equation in standard form.

$$
\frac{d u}{d t}=f(t, u, v(u)), \quad t>0, u(0)=u_{0} .
$$

Such a DAE is said to have index one, see e.g. [13]. It can be seen to be a limit case of the system

$$
\left\{\begin{array}{l}
\frac{d u}{d t}=f(t, u, v) \\
\frac{d u}{d t}=\frac{1}{\varepsilon} g(t, u, v)
\end{array}\right.
$$

where $\varepsilon>0$ and $\varepsilon \rightarrow 0$.

Hence, such an DAE can be considered as an infinitely stiff differential equation problem. For strongly or infinitely stiff problems, there can occur an order reduction phenomenae. This follows since some high order error terms in the error expansion (cf. Section 5) are multiplied with (infinitely) large factors, leading to an order reduction for some methods. Heuristically, this can be understood to occur for the Gauss integration form of IRK but does not occur for the stiffly stable variants, such as based on the Radau quadrature. For further discussions of this, see, e.g. [10, 13].

## 4 High order integration methods for Hamiltonian systems

Another important application of high order time integration methods occurs for Hamiltonian systems. Such systems occur in mechanics and particle physics, for instance. As an introduction, consider the conservation of energy principle. To this end, consider a mechanical system of $k$ point masses and its associated Lagrangian functional,

$$
L=K-V=\sum_{i=1}^{k} \frac{1}{2} m_{i}\left|\dot{\mathbf{x}}_{i}\right|^{2}-V\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{k}\right),
$$

where $K$ is the kinetic energy and $V$ the potential energy. Here, $\mathbf{x}_{i}=\left(x_{i}, y_{i}, z_{i}\right)$ denote the Cartesian coordinate of the $i$ th point mass $m_{i}$.

The configuration strives to minimize the total energy. The corresponding EulerLagrange equations become then $\frac{\partial L}{\partial \mathbf{x}_{i}}=0$, that is,

$$
\begin{equation*}
m_{i} \ddot{\mathbf{x}}_{i}=-\frac{\partial V}{\partial \mathbf{x}_{i}}, \quad i=1,2, \ldots, k . \tag{12}
\end{equation*}
$$

We consider conservative systems, i.e. mechanical systems for which the total force on the elements of the system are related to the potential $V: \mathfrak{R}^{3 k} \Rightarrow \Re$ according to

$$
\mathbf{F}_{i}=-\frac{\partial V}{\partial \mathbf{x}_{i}} .
$$

This means that the Euler-Lagrange equation (12) is identical to the classical Newton's law

$$
m_{i} \ddot{\mathbf{x}}_{i}=\mathbf{F}_{i}, \quad i=1,2, \ldots, k .
$$

Let $p_{i}=m_{i} v_{i}$ be the momentum. Then

$$
K=\sum_{1}^{k} \frac{1}{2} \frac{p_{i}^{2}}{m_{i}} .
$$

A mechanical system can be described by general coordinates

$$
\mathbf{q}=\left(q_{1}, \ldots, q_{d}\right)
$$

i.e. not necessarily Cartesian, but angles, length along a curve, etc. The Lagrangian takes the form $\mathcal{L}(\mathbf{q}, \dot{\mathbf{q}}, t)$. If $\mathbf{q}$ is determined to satisfy

$$
\min _{q} \int_{a}^{b} \mathcal{L}(\mathbf{q}, \dot{\mathbf{q}}, t) d t
$$

then the motion of the system is described by the Lagrange equation,

$$
\begin{equation*}
\frac{d}{d t} \frac{\partial L}{\partial \dot{\mathbf{q}}}(\mathbf{q}, \dot{\mathbf{q}}, t)=\frac{\partial L}{\partial \mathbf{q}}(\mathbf{q}, \dot{\mathbf{q}}, t) \tag{13}
\end{equation*}
$$

Letting here

$$
p_{k}=\frac{\partial L}{\partial \dot{q_{k}}}(\mathbf{q}, \dot{\mathbf{q}}), \quad k=1,2 \ldots, n
$$

be the momentum variable, and using the transformation $(\mathbf{q}, \dot{\mathbf{q}})=(\mathbf{q}, \mathbf{p})$ we can write (13) as the Hamiltonian,

$$
H(\mathbf{p}, \mathbf{q}, t)=\sum_{j=1}^{n} p_{j} \dot{q}_{j}-L(\mathbf{q}, \dot{\mathbf{q}}(\mathbf{q}, \mathbf{p}, t), t)
$$

For a mechanical system with potential energy a function of configuration only and kinetic energy $K$ given by a quadratic form

$$
K=\frac{1}{2} \dot{\mathbf{q}}^{T} G(\mathbf{q}) \dot{\mathbf{q}},
$$

where $G$ is an spd matrix, possibly depending on $\mathbf{q}$, we get

$$
\begin{equation*}
\mathbf{p}=G(\mathbf{q}) \dot{\mathbf{q}}, \quad \dot{\mathbf{q}}=G^{-1}(\mathbf{q}) \mathbf{p} \tag{14}
\end{equation*}
$$

and

$$
\begin{aligned}
H(\mathbf{p}, \mathbf{q}, t) & =\mathbf{p}^{T} G^{-1}(\mathbf{q}) \mathbf{p}-\frac{1}{2} \mathbf{p}^{T} G^{-1}(\mathbf{q}) \mathbf{p}+V(\mathbf{q}) \\
& =\frac{1}{2} \mathbf{p}^{T} G^{-1}(\mathbf{q}) \mathbf{p}+V(\mathbf{q})=K(\mathbf{p}, \mathbf{q})+V(\mathbf{q})
\end{aligned}
$$

which equals the total energy of the system.
The corresponding Euler-Lagrange equations become now

$$
\left\{\begin{array}{l}
\dot{\mathbf{p}}=-\frac{\partial H}{\partial \mathbf{q}},  \tag{15}\\
\dot{\mathbf{q}}=\frac{\partial H}{\partial \mathbf{p}}
\end{array}\right.
$$

and are referred to as the Hamiltonian system. This follows from

$$
\begin{aligned}
& \frac{\partial H}{\partial \mathbf{p}}=\dot{\mathbf{q}}^{T}+\mathbf{p}^{T} \frac{\partial \dot{\mathbf{q}}}{\partial \mathbf{p}}-\frac{\partial L}{\partial \dot{\mathbf{q}}} \frac{\partial \dot{\mathbf{q}}}{\partial p}=\dot{\mathbf{q}}^{T}, \\
& \frac{\partial H}{\partial \mathbf{q}}=\mathbf{p}^{T} \frac{\partial \dot{\mathbf{q}}}{\partial q}-\frac{\partial L}{\partial \mathbf{q}}-\frac{\partial L}{\partial \dot{\mathbf{q}}} \frac{\partial \dot{\mathbf{q}}}{\partial \mathbf{q}}=-\frac{\partial L}{\partial \mathbf{q}},
\end{aligned}
$$

which, since $\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{\mathbf{q}}}\right)=\frac{\partial L}{\partial \mathbf{q}}$ implies $\dot{\mathbf{p}}=\frac{\partial L}{\partial \mathbf{q}}$, are hence equivalent to the Lagrange equations.
By (15), it holds

$$
\begin{equation*}
\frac{d}{d t} H(\mathbf{p}, \mathbf{q})=\frac{\partial H}{\partial \mathbf{p}} \dot{\mathbf{p}}+\frac{\partial H}{\partial \mathbf{q}} \dot{\mathbf{q}}=0 \tag{16}
\end{equation*}
$$

that is, the Hamiltonian function $H(\mathbf{p}, \mathbf{q})$ is a first integral for the system (15).

The flow $\varphi_{t}: U \rightarrow \mathfrak{R}^{2 n}$ of a Hamiltonian system is the mapping that describes the evolution of the solution by time, i.e. $\varphi_{t}\left(\mathbf{p}_{0}, \mathbf{q}_{0}\right)=\left(p\left(t, \mathbf{p}_{0}, \mathbf{q}_{0}\right), q\left(t, \mathbf{p}_{0}, \mathbf{q}_{0}\right)\right)$, where $\mathbf{p}\left(t, \mathbf{p}_{0}, \mathbf{q}_{0}\right)$, $\mathbf{q}\left(t, \mathbf{p}_{0}, \mathbf{q}_{0}\right)$ is the solution of the system for the initial values $\mathbf{p}(0)=\mathbf{p}_{0}, \mathbf{q}(0)=\mathbf{q}_{0}$.

We consider now a Hamiltonian with a quadratic first integral in the form

$$
\begin{equation*}
H(\mathbf{y})=\mathbf{y}^{T} C \mathbf{y}, \quad \mathbf{y}=(\mathbf{p}, \mathbf{q}) \tag{17}
\end{equation*}
$$

where $C$ is a symmetric matrix. For the solution of the Hamiltonian system (15), we shall use an implicit Runge-Kutta method based on Gauss quadrature.
The $s$-stage Runge-Kutta method applied to an initial value problem, $\dot{\mathbf{y}}=f(t, \mathbf{y}), \mathbf{y}\left(t_{0}\right)=$ $\mathbf{y}_{0}$ is defined by

$$
\left\{\begin{array}{l}
k_{i}=f\left(t_{0}+c_{i} \tau, y_{0}+\tau \sum_{j=1}^{s} a_{i j} k_{j}\right), \quad i=1,2, \ldots, s,  \tag{18}\\
y_{1}=y_{0}+\tau \sum_{i=1}^{s} b_{i} k_{i}
\end{array}\right.
$$

where $c_{i}=\sum_{i=1}^{s} a_{i j}$, see e.g. [1, 4]. The familiar implicit midpoint rule is the special case where $s=1$. Here, $c_{1}, \ldots, c_{s}$ are the zeros of the shifted Legendre polynomial $\frac{d^{s}}{d x^{s}}\left(x^{s}(1-\right.$ $\left.x)^{s}\right)$. For a linear problem, this results in a system which can be solved by the quadratic polynomial decomposition and the preconditioned iterative solution method, presented in Section 2.
If $u(t)$ is a polynomial of degree s , then (18) takes the form

$$
\begin{align*}
& u\left(t_{0}\right)=y_{0}, \\
& \dot{u}\left(t+c_{i} \tau\right)=f\left(t_{0}+c_{0} \tau, y\left(t_{0}+c_{i} \tau\right)\right), \quad i=1, \ldots, s \tag{19}
\end{align*}
$$

and $u_{1}=u\left(t_{0}+\tau\right)$.
For the Hamiltonian (17), it holds

$$
\frac{d}{d t} H(y(t))=2 y^{T}(t) C y(t)
$$

and it follows from (16) that

$$
y_{1}^{T} C y_{1}-y_{0}^{T} C y_{0}=2 \int_{t_{0}}^{t_{0}+\tau} u(t)^{T} C \dot{u}(t) d t .
$$

Since the integrand is a polynomial of degree $2 s-1$, it is evaluated exactly by the $s$-stage Gaussian quadrature formula. Therefore, since

$$
y\left(t_{0}+c_{i} t\right)^{T} C \dot{y}\left(t_{0}+c_{i} \tau\right)=u\left(t_{0}+c_{i} \tau\right)^{T} C f\left(u\left(t_{0}+c_{i} \tau\right)\right)=0
$$

it follows that the energy quadrature forms $y_{i}^{T} C_{i} y_{i}$ are conserved.
This is an important property in Hamiltonian systems and is referred to as being symplectic. For further references of symplectic integrators, see [10].

## 5 Discretization error estimates

Error estimation methods for parabolic and hyperbolic problems can differ greatly Parabolic problems are characterized by the monotonicity property (6) while for hyperbolic problems a corresponding conservation property,

$$
(F(t, u)-F(t, v), u-v)=0, \quad t>0 \forall u, v \in V
$$

holds, implying

$$
\begin{equation*}
\|u(t)-v(t)\|=\|u(0)-v(0)\|, \quad t \geq 0 . \tag{20}
\end{equation*}
$$

Hence, there is no decrease of errors occurring at earlier time steps. On the other hand, the strong monotonicity property for parabolic problems implies that errors at earlier time steps decrease exponentially as time evolves.
For a derivation of discretization errors for such parabolic type problems for a convex combination of the implicit Euler method and the midpoint method, referred to as the $\theta$-method, the following holds (see [14]). Similar estimates can also be derived for the Radau quadrature method, see, e.g. [10].
The major result in [14] is the following.
Let $u_{t}^{s}=\frac{\partial^{s}(u(t))}{\partial t^{s}}$. Consider the problem $u_{t}^{\prime}=F(t, u(t))$ where $u$ belongs to some function space $V$ and the corresponding truncation error,

$$
\begin{aligned}
R_{\theta}(t, u) & =F(\bar{t}, \bar{u}(t))-\tau^{-1} \int_{t}^{t+\tau} u_{t}^{\prime}(s) d s \\
& =u^{\prime}(\bar{t})-\tau^{-1}[u(t+\tau)-u(t)]+F(\bar{t}, \bar{u}(t))-F(\bar{t}, u(\bar{t})),
\end{aligned}
$$

where $\bar{t}=\theta t+(1-\theta)(t+\tau), \bar{u}(t)=\theta u(t)+(1-\theta) u(t+\tau), 0 \leq \theta \leq 1$.
If $u \in C^{3}(V)$, then a Taylor expansion shows that

$$
\begin{align*}
R_{\theta}(t, u)= & -\frac{1}{24} \tau^{2} u_{t}^{(3)}\left(t_{3}\right)+\left(\frac{1}{2}-\theta\right) \tau u_{t}^{(2)}\left(t_{2}\right) \\
& +\frac{1}{2} \theta(1-\theta) \tau^{2} \frac{\partial F}{\partial y}(\bar{t}, \tilde{u}(\bar{t})) u_{t}^{(2)}\left(t_{1}\right), \quad t<t_{i}<t+\tau, i=1,2,3 \tag{21}
\end{align*}
$$

where $\tilde{u}(\bar{t})$ takes values in a tube with radius $\|\bar{u}(t)-u(\bar{t})\|$ about the solution $u(t)$.
It follows that if

$$
\begin{equation*}
\left\|\frac{\partial F}{\partial u}(\bar{t}, \tilde{u}(\bar{t})) u_{t}^{(2)}\left(t_{1}(t)\right)\right\| \leq C_{1} \tag{22}
\end{equation*}
$$

and $\theta=\frac{1}{2}-O(\tau)$, then

$$
\left\|R_{\theta}(t, u)\right\|=O\left(\tau^{2}\right)
$$

Under the above conditions, the discretization error $e(t)=u(t)-v(t)$, where

$$
v(t+\tau)-v(t)+\tau F(\bar{t}, \bar{v}(t))=0, \quad t=0, \tau, 2 \tau, \ldots,
$$

$v(0)=u(0)$, is the approximate solution, satisfies
(i) if $F$ is strongly monotone and $\frac{1}{2}-|O(\tau)| \leq \theta \leq \theta_{0}$, then $\|e(t)\| \leq \varrho_{0}^{-1} C^{\prime} \tau^{2}, t>0$;
(ii) if $F$ is monotone (or conservative) and $\frac{1}{2}-|O(\tau)| \leq \theta \leq \frac{1}{2}$, then $\|e(t)\| \leq t C^{\prime} \tau^{2}, t>0$. Here, $C^{\prime}$ depends on $\left\|u_{t}^{(2)}\right\|$ and $\left\|u_{t}^{(3)}\right\|$, but is independent of the stiffness of the problem under the appropriate conditions stated above.
If the solution $u$ is smooth so that $\frac{\partial F}{\partial u} u_{t}^{(2)}$ has also only smooth components, then $\left\|\frac{\partial F}{\partial u} u_{t}^{(2)}\right\|$ may be much smaller than $\left\|\frac{\partial F}{\partial u}\right\|\left\|u_{t}^{(2)}\right\|$, showing that the stiffness, i.e. factors $\left\|\frac{\partial F}{\partial u}\right\| \gg 1$, do not enter in the error estimate.
In many problems, we can expect that $\left\|\frac{\partial F}{\partial u} u_{t}^{(2)}\right\|$ is of the same order as $\left\|u_{t}^{(3)}\right\|$, i.e. the first and last forms in (21) have the same order. In particular, this holds for a linear problem $u_{t}+A u=0$, where $u_{t}^{(3)}=A^{3} u=\frac{\partial F}{\partial u} u_{t}^{(2)}$.

It is seen from (20) that for hyperbolic (conservative) problems like the Hamiltonian problem in Section 4, the discretization error grows at least linearly with $t$, but likely faster if the solution is not sufficiently smooth. It may then be necessary to control the error by coupling the numerical time-integration method with an adaptive time step control. We present here such a method based on the use of backward integration at each time-step using the adjoint operator. The use of adjoint operators in error estimates gives back to the classical Aubin-Nitsche $L_{2}$-lifting method used in boundary value problems to derive discretization error estimates in $L_{2}$ norm. It has also been used for error estimates in initial value problems, see e.g. [7].
Assume that the monotonicity assumption (20) holds. We show first a nonlinear (monotone) stability property, called $B$-stability, that holds for the numerical solution of implicit Runge-Kutta methods based on Gauss quadrature points. It goes back to a scientific note in [15]; see also [16].

Let $\tilde{u}, \tilde{v}$ be two approximate solutions to $u^{\prime}=f(u, t), t>0$ extended to polynomials of degree $m$ from their pointwise values at $t_{k, i}$ in the interval $\left[t_{k-1}, t_{k}\right]$. Let

$$
\Psi(t)=\frac{1}{2}\|\tilde{u}(t)-\tilde{v}(t)\|^{2} .
$$

Then, since by (18), $\tilde{u}^{\prime}(t)$ and $\tilde{v}^{\prime}(t)$ satisfy the differential equation at the quadrature points, and by (19) it holds

$$
\Psi^{\prime}\left(t_{k, i}\right)=\left(\tilde{u}^{\prime}\left(t_{k, i}\right)-\tilde{v}^{\prime}\left(t_{k, i}\right), \tilde{u}\left(t_{k, i}\right)-\tilde{v}\left(t_{k, i}\right)\right)=\left(f\left(\tilde{u}\left(t_{k, i}\right)\right)-f\left(\tilde{v}\left(t_{k, i}\right)\right), \tilde{u}\left(t_{k, i}\right)-\tilde{v}\left(t_{k, i}\right)\right) \leq 0,
$$

$i=1,2, \ldots, m$, where $\left\{t_{k, i}\right\}_{i=1}^{m}$ is the set of quadrature points. Since $\Psi^{\prime}(t)$ is a polynomial of degree $2 m-1$, Gauss quadrature is exact so

$$
\Psi\left(t_{k}\right)-\Psi\left(t_{k-1}\right)=\int_{t_{k-1}}^{t_{k}} \Psi^{\prime}(s) d s=\sum_{i=1}^{m} b_{i} \Psi^{\prime}\left(t_{k, i}\right) \leq 0 .
$$

Here, $b_{i}>0$ are the quadrature coefficients.
Hence,

$$
\left\|\tilde{u}\left(t_{k}\right)-\tilde{v}\left(t_{k}\right)\right\| \leq\left\|\tilde{u}\left(t_{k-1}\right)-\tilde{v}\left(t_{k-1}\right)\right\| \leq \cdots \leq\|\tilde{u}(0)-\tilde{v}(0)\|, \quad k=1,2, \ldots .
$$

Since $\Psi^{(2 m)}(t) \geq 0$, this monotonicity property can be seen to hold also for the Radau quadrature method.

We present now a method for adaptive a posteriori error control for the initial value problem

$$
\begin{align*}
& u^{\prime}(t)=\sigma(t) f(u(t)), \quad t>0  \tag{23}\\
& u(0)=u_{0}
\end{align*}
$$

where $u(t) \in \mathbb{R}^{n}$ and $f(u(t))=A u(t)-\tilde{f}(t)$.
For the implicit Runge-Kutta method with approximate solution $\tilde{u}(t)$, it holds

$$
\tilde{u}\left(t_{k}\right)=\tilde{u}\left(t_{k-1}\right)+\int_{t_{k-1}}^{t_{k}} \sigma(t) f(\tilde{u}(t)) d t, \quad k=1,2
$$

where $\tilde{u}(t)$ is a piecewise polynomial of degree $m$.
The corresponding residual equals

$$
R(\tilde{u}(t))=\tilde{u}^{\prime}(t)-\sigma(t) f(\tilde{u}(t)) .
$$

By the property of implicit Runge-Kutta methods, it is orthogonal, i.e.

$$
\begin{equation*}
\int_{t_{k-1}}^{t_{k}}\left(\tilde{u}^{\prime}(t)-\sigma(t) f(\tilde{u}(t))\right) \cdot \underline{v} d t=0, \quad k=0,1, \ldots \tag{24}
\end{equation*}
$$

to all polynomials of degree $m$. Here, the 'dot' indicates a vector product in $\mathbb{R}^{n}$. The discretization error equals $e(t)=u(t)-\tilde{u}(t), t>0$. The error estimation will be based on the backward integration of the adjoint operator problem,

$$
\left\{\begin{array}{l}
\varphi^{\prime}(t)=-\sigma(t) A^{T} \varphi(t), \quad t_{k-1}<t<t_{k}  \tag{25}\\
\varphi\left(t_{k}\right)=e\left(t_{k}\right)
\end{array}\right.
$$

Note that $\sigma(t) A e(t)=\sigma(t)(f(u(t))-f(\tilde{u}(t)))$. It holds

$$
\left|e\left(t_{k}\right)\right|^{2}=\left|e\left(t_{k}\right)\right|^{2}+\int_{t_{k-1}}^{t_{k}} e \cdot\left(-\varphi^{\prime}-\sigma(t) A^{T} \varphi\right) d t
$$

so by integration by parts, we get

$$
\left|e\left(t_{k}\right)\right|^{2}=\int_{t_{k-1}}^{t_{k}}\left(e^{\prime}-\sigma(t) A e\right) \cdot \varphi d t+e\left(t_{k-1}\right) \cdot \varphi\left(t_{k-1}\right)
$$

Here

$$
e^{\prime}-\sigma(t) A e=u^{\prime}-\sigma(t)(A u-\tilde{f}(t))-\left(\tilde{u}^{\prime}-\sigma(t)(A \tilde{u}-\tilde{f}(t))\right)=-\tilde{u}^{\prime}+\sigma(t) f(\tilde{u})=-R(\tilde{u}) .
$$

Hence,

$$
\left|e\left(t_{k}\right)\right|^{2}=-\int_{t_{k-1}}^{t_{k}} R(\tilde{u}) \cdot \varphi d t+e\left(t_{k-1}\right) \cdot \varphi\left(t_{k-1}\right)
$$

Here, we can use the Galerkin orthogonality property (24) to get

$$
\left|e\left(t_{k}\right)\right|^{2}-\left|e\left(t_{k-1}\right) \cdot \varphi\left(t_{k-1}\right)\right| \leq \min _{\tilde{\varphi}}\left|\int_{t_{k-1}}^{t_{k}} R(\tilde{u}) \cdot(\varphi-\tilde{\varphi}) d t\right|
$$

where $\tilde{\varphi}$ is a polynomial of degree $m$.
Since $\varphi\left(t_{k}\right)=e\left(t_{k}\right)$, it follows that

$$
\left|e\left(t_{k}\right)\right| \leq\left|\frac{\varphi\left(t_{k-1}\right)}{\varphi\left(t_{k}\right)}\right|\left|e\left(t_{k-1}\right)\right|+\min _{\tilde{\varphi}}\left|\int_{t_{k-1}}^{t_{k}} R(\tilde{u}) \frac{\varphi-\tilde{\varphi}}{\varphi\left(t_{k}\right)} d t\right|,
$$

and from $\varphi^{\prime}(t)=-\sigma(t) A^{T} \varphi(t)$ and $\mu\left(A^{T}\right)=\mu(A)=\max _{i} \operatorname{Re}\left|\lambda_{i}(A)\right|=0$, it follows that

$$
\varphi(t)=e^{\int_{t}^{t_{k}} \mu(t) \sigma(t) d t} \varphi\left(t_{k}\right)=\varphi\left(t_{k}\right) .
$$

Hence,

$$
\left|e\left(t_{k}\right)\right| \leq\left|e\left(t_{k-1}\right)\right|+\min _{\tilde{\varphi}}\left|\int_{t_{k-1}}^{t_{k}} R(\tilde{u}) \frac{\varphi-\tilde{\varphi}}{\varphi\left(t_{k}\right)} d t\right|
$$

Under sufficient regularity assumptions the last term can be bounded by $C \tau^{2 m}$. Hence, the discretization error grows linearly with time,

$$
\left|e\left(t_{k}\right)\right| \leq C t_{k} \tau^{2 m}, \quad k=0,1, \ldots
$$

i.e. the implicit Runge-Kutta method, based on Gaussian quadrature, applied for hyperbolic (conservative) problems has order $2 m$.

## 6 A numerical test example

We consider the linear parabolic problem,

$$
\begin{equation*}
\frac{\partial u}{\partial t}+\sigma(t)(-\Delta u+\mathbf{b} \cdot \nabla u-f)=0, \quad t>0 \tag{26}
\end{equation*}
$$

in the unit square domain $\Omega=[0,1]^{2}$ with boundary condition

$$
\begin{cases}u=0 & \text { on parts } y=0, y=1,  \tag{27}\\ \frac{\partial u}{\partial v}+\ell u=g, \ell \geq 1 & \text { on parts } x=0, x=1 .\end{cases}
$$

As initial function $u_{0}$, we choose a tent-like function with $u_{0}=1$ at the center of $\Omega$ and $u_{0}=0$ on $\partial \Omega$; see Figure 1 .

Here, $\sigma(t)=1+\frac{2}{5} \sin k \pi t$, where $k=1,2, \ldots, k \leq \frac{1}{\tau}$, is a parameter used to test the stability of the method with respect to oscillating coefficients. Here, $\tau$ is the time step to be used in the numerical solution of (26). Note that this function $\sigma(t)$ satisfies the conditions of the ratio $\frac{\sigma_{1}}{\sigma_{2}}$ from (9). We let $f(x, y) \equiv 2 e^{-\ell x}$.

Further $\mathbf{b}$ is a vector satisfying $\nabla \cdot \mathbf{b} \leq 0$. We choose $\mathbf{b}=-[\ell, 0]$, where $\ell$ is a parameter, possibly $\ell \gg 1$.


Figure 1 Initial function.

After a finite element or finite difference approximation, a system of the form (4) arises. For a finite difference approximation $M=I$, the identity matrix. The Laplacian operator is approximated with a nine-point difference scheme. We use an upwind discretization of the convection term. In the outer corner points of the domain, we use the boundary conditions $-u_{x}+\ell u=0$ for $x=0$ and $u_{x}+\ell u=0$ for $x=1$.
The time discretization is given by the implicit Runge-Kutta method with the Radau quadrature for $m=2$; see Section 3. For comparison, we also consider $m=1$, i.e. the implicit Euler method, in some experiments. For solving the time-discretized problems, we use the GMRES method with preconditioners from Section 2 and with the tolerance $1 e-10$. Let us note that GMRES needs 5-6 iteration for this tolerance. The problem is implemented in Matlab.
The primary aim is to show how the time-discretization errors decrease and how fast the numerical approximation of (26)-(27) approaches its stationary value, i.e. the corresponding numerical solution to the stationary problem

$$
\begin{cases}-\Delta \hat{u}+\mathbf{b} \cdot \nabla \hat{u}=2 e^{-\ell x} & \text { in } \Omega  \tag{28}\\ u=0 & \text { on parts } y=0, y=1 \\ \frac{\partial u}{\partial v}+\ell u=g & \text { on parts } x=0, x=1\end{cases}
$$

### 6.1 Experiments with a known and smooth stationary solution

If we let

$$
g(y)= \begin{cases}2 \ell y(1-y) & \text { for } x=0 \\ 0 & \text { for } x=1\end{cases}
$$

then the solution to (28) satisfies

$$
\hat{u}(x, y)=e^{-\ell x} y(1-y) .
$$

Table 1 The error estimates in dependence on $\ell$ and $h$

| $\boldsymbol{\ell} \backslash \boldsymbol{h}$ | $\mathbf{1 / 1 0}$ | $\mathbf{1 / 2 0}$ | $\mathbf{1 / 5 0}$ | $\mathbf{1 / 1 0 0}$ | $\mathbf{1 / 1 5 0}$ |
| :---: | :--- | :--- | :--- | :--- | :--- |
| 1 | $1.2 \mathrm{e}-2$ | $5.9 \mathrm{e}-3$ | $2.3 \mathrm{e}-3$ | $1.2 \mathrm{e}-3$ | $7.7 \mathrm{e}-4$ |
| 20 | $6.1 \mathrm{e}-1$ | $4.5 \mathrm{e}-1$ | $2.5 \mathrm{e}-1$ | $1.4 \mathrm{e}-1$ | $9.4 \mathrm{e}-2$ |



Figure 2 Numerical stationary solution for $\ell=1$.

First, we will investigate the influence of the space discretization error on the stationary problem (28). To this end, we use the relative error estimate in the Euclidean norm:

$$
e_{h}=\frac{\left\|\hat{\mathbf{u}}_{h}-\hat{\mathbf{u}}\right\|_{2}}{\|\hat{\mathbf{u}}\|_{2}}
$$

Here, $\hat{\mathbf{u}}, \hat{\mathbf{u}}_{h}$ denote the vectors representing the exact and numerical solutions to (28) at the nodal points, respectively. The error estimates in dependence on $\ell$ and $h$ are found in Table 1. It is seen that the error decay is $O(h)$. This is caused by the use of first order upwind approximation of the convection term.

In Figures 2 and 3, there are depicted numerical stationary solutions for $\ell=1$ and $\ell=20$, respectively. The discretization parameter is $h=1 / 50$.
Now we will investigate how fast the numerical solution to (26)-(27) approaches the numerical solution to (28) in dependence on $\tau$. We fix $k=10$ and we search the smallest time $T$ for which

$$
\frac{\left\|\mathbf{u}_{h}(T)-\hat{\mathbf{u}}_{h}\right\|_{2}}{\left\|\hat{\mathbf{u}}_{h}\right\|_{2}}<10^{-6}
$$

where the vectors $\hat{\mathbf{u}}_{h}$ and $\mathbf{u}_{h}(T)$ represent the numerical solution to (28) and the numerical solution to (26)-(27) at time $T$, respectively. The results for various $\ell$ and $h$ are in Table 2. We can observe that the dependence of the results on $h$ is small. For smaller $\ell$, the final time does not depend on $\tau$, while for larger $\ell$, the dependence on $\tau$ is more significant.

Finally, we investigate how the time-discretization error decrease in dependence on $\tau$ at a fixed, relatively small, time $T=1 / 8$. We consider five different time-discretization parameters: $\tau_{1}=T, \tau_{2}=T / 2, \tau_{3}=T / 4, \tau_{4}=T / 8$, and $\tau_{5}=T / 16$. We will compare the max-


Figure 3 Numerical stationary solution for $\ell=20$.

Table 2 Values of time $T$ in dependence on $h$ and $\tau$

| $\boldsymbol{h} \backslash \boldsymbol{\tau}$ | $\mathbf{1 / 5}$ | $\mathbf{1 / 1 0}$ | $\mathbf{1 / 2 0}$ | $\mathbf{1 / 4 0}$ |  | $\boldsymbol{h} \backslash \boldsymbol{\tau}$ | $\mathbf{1 / 5}$ | $\mathbf{1 / 1 0}$ | $\mathbf{1 / 2 0}$ | $\mathbf{1 / 4 0}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $1 / 20$ | 1.40 | 1.30 | 1.25 | 1.25 |  | $1 / 20$ | 1.40 | 0.70 | 0.35 | 0.18 |
| $1 / 50$ | 1.40 | 1.30 | 1.25 | 1.25 |  | $1 / 50$ | 1.60 | 0.80 | 0.40 | 0.18 |

We use $\ell=1$ (left) and $\ell=20$ (right).

Table 3 Time discretization error at time $T=1 / 8$ in dependence on $h$ and $\tau$

| $\boldsymbol{h} \backslash \boldsymbol{i}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ |
| :--- | :--- | :--- | :--- | :--- |
| $1 / 20$ | $1.7 \mathrm{e}-1$ | $1.6 \mathrm{e}-2$ | $3.0 \mathrm{e}-4$ | $9.5 \mathrm{e}-6$ |
| $1 / 50$ | $1.8 \mathrm{e}-1$ | $2.0 \mathrm{e}-2$ | $5.6 \mathrm{e}-4$ | $4.5 \mathrm{e}-6$ |
| $1 / 100$ | $1.8 \mathrm{e}-1$ | $2.1 \mathrm{e}-2$ | $6.8 \mathrm{e}-4$ | $3.0 \mathrm{e}-6$ |

Table 4 Time discretization error at time $T=1 / 8$ in dependence on $\ell$ and $\tau$

| $\boldsymbol{\ell} \backslash \boldsymbol{i}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ |
| :---: | :--- | :--- | :--- | :--- |
| 1 | $7.1 \mathrm{e}-2$ | $3.9 \mathrm{e}-3$ | $2.1 \mathrm{e}-4$ | $2.8 \mathrm{e}-5$ |
| 20 | $1.8 \mathrm{e}-1$ | $2.0 \mathrm{e}-2$ | $5.6 \mathrm{e}-4$ | $4.5 \mathrm{e}-6$ |

Table 5 Time discretization error at time $T=1 / 8$ in dependence on $k$ and $\tau$

| $\boldsymbol{k} \backslash \boldsymbol{i}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ |
| :---: | :--- | :--- | :--- | :--- |
| 0 | $1.1 \mathrm{e}-1$ | $2.4 \mathrm{e}-2$ | $4.3 \mathrm{e}-4$ | $2.4 \mathrm{e}-5$ |
| 10 | $1.8 \mathrm{e}-1$ | $2.0 \mathrm{e}-2$ | $5.6 \mathrm{e}-4$ | $4.5 \mathrm{e}-6$ |

imal differences between the vectors $\mathbf{u}_{i}(T)$ and $\mathbf{u}_{i+1}(T), i=1, \ldots, 4$, where $\mathbf{u}_{\mathbf{i}}(T)$ represents the numerical solution to (26)-(27) at time $T$ for the time-discretization parameter $\tau_{i}$, $i=1, \ldots, 5$. So, we investigate the following error:

$$
e_{i}=\left\|\mathbf{u}_{i+1}(T)-\mathbf{u}_{i}(T)\right\|_{\infty}, \quad i=1, \ldots, 4
$$

which values are found in Tables 3-5. If we let $k=10, \ell=20$ and use various $h$, we obtain results written in Table 3. It is seen that the influence of $h$ on the time discretization error

Table 6 Time discretization error at time $T=1 / 8$ in dependence on $\ell$ and $\tau$ for the implicit Euler method

| $\boldsymbol{k} \backslash \boldsymbol{i}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ |
| ---: | :--- | :--- | :--- | :--- |
| 0 | $7.8 \mathrm{e}-2$ | $4.2 \mathrm{e}-2$ | $1.7 \mathrm{e}-2$ | $4.6 \mathrm{e}-3$ |
| 10 | $2.5 \mathrm{e}-2$ | $2.5 \mathrm{e}-2$ | $4.8 \mathrm{e}-2$ | $2.2 \mathrm{e}-2$ |

Table 7 Values of stabilized time $T$ in dependence on $\ell$ and $\tau$

| $\boldsymbol{\ell} \backslash \boldsymbol{\tau}$ | $\mathbf{1} / \mathbf{5}$ | $\mathbf{1 / 1 0}$ | $\mathbf{1 / 2 0}$ | $\mathbf{1 / 4 0}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1.40 | 1.30 | 1.25 | 1.23 |
| 20 | 1.60 | 0.80 | 0.45 | 0.20 |

We let $h=1 / 50$.

Table 8 Time discretization error at time $T=1 / 8$ in dependence on $\ell$ and $\tau$

| $\boldsymbol{I} \backslash \boldsymbol{i}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ |
| ---: | :--- | :--- | :--- | :--- |
| 1 | $7.4 \mathrm{e}-2$ | $4.0 \mathrm{e}-2$ | $2.0 \mathrm{e}-4$ | $2.6 \mathrm{e}-5$ |
| 20 | $1.8 \mathrm{e}-1$ | $1.9 \mathrm{e}-2$ | $5.6 \mathrm{e}-4$ | $4.5 \mathrm{e}-6$ |

is small for the larger time steps but more noticeable for the smaller time steps when the time and space discretization errors are of the same order.
If we let $k=10, h=1 / 50, \ell=1$ and $\ell=20$, we obtain results in Table 4. We can see that the investigated time-discretization error decreases faster for $\ell=20$ than for $\ell=1$.
If we let $k=0, k=10, h=1 / 50$, and $\ell=20$, we obtain results in Table 5.
The error estimates from Tables 3-5 indicate that the expected error estimate $O\left(\tau^{3}\right)$ holds.
For comparison, we perform the same experiment as in Table 5 for the implicit Euler time discretization. The results are in Table 6.

The error estimates are here significantly influenced by the oscillation parameter $k$. For the larger value $k=10$, we do not observe convergence. In case $k=0$, the convergence is first order $O(\tau)$, that is, much slower than for the Runge-Kutta method with the two-point Radau quadrature.

### 6.2 Experiments with an unknown and less smooth stationary solution

Here, we replace the above defined function $g$ with the following one:

$$
g(y)=\left\{\begin{array}{ll}
y(1-y), & y<1 / 4 \text { or } y>3 / 4, \\
e^{2|y-1 / 2|}, & 1 / 4 \leq y \leq 3 / 4 \\
0 &
\end{array} \quad \begin{array}{l}
\text { for } x=0 \\
\text { for } x=1
\end{array}\right.
$$

and prepare Tables 7 and 8 correspondingly to Tables 2 and 4 , respectively. The results in Tables 7 and 8 are very similar to the results from Tables 2 and 4. It means that less smoothness in space of the solution to (26)-(27) do not significantly influence the timediscretization error.

In Figures 4 and 5, there are depicted numerical stationary solutions for $\ell=1$ and $\ell=20$, respectively. The discretization parameter is $h=1 / 50$.


Figure 4 Numerical stationary solution for $\ell=1$.


Figure 5 Numerical stationary solution for $\ell=20$.

## 7 Concluding remarks

There are several advantages in using high order time integration methods. Clearly, the major advantage is that the high order of discretization errors enables the use of larger, and hence fewer timesteps to achieve a desired level of accuracy. Some of the methods, like Radau integration, are highly stable, i.e. decrease unwanted solution components exponentially fast and do not suffer from an order reduction, which is otherwise common for many other methods. The disadvantage with such high order methods is that one must solve a number of quadratic matrix polynomial equations. For this reason, much work has been devoted to development of simpler methods, like diagonally implicit Runge-Kutta methods; see e.g. [10]. Such methods are, however, of lower order and may suffer from order reduction.
In the present paper, it has been shown that the arising quadratic matrix system polynomial factors can be handled in parallel and each of them can be solved efficiently with a preconditioning method, resulting in very few iterations. Each iteration involves just
two first order matrix real valued factors, similar to what arises in the diagonal implicit Runge-Kutta methods. An alternative, stabilized explicit Runge-Kutta methods, i.e. methods where the stability domain has been extended by use of certain forms of Chebyshev polynomials; see, e.g. [17] can only be competitive for modestly stiff problems.
It has also been shown that the methods behave robustly with respect to oscillations in the coefficients in the differential operator. Hence, in practice, high order methods have a robust performance and do not suffer from any real disadvantage.
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