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#### Abstract

In this paper we are interested in multiplicity results for a nonlinear Dirichlet boundary value problem subject to perturbations of impulsive terms. The study of the problem is based on the variational methods and critical point theory. Infinitely many solutions follow from a recent variational result.
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## 1 Introduction

The theory of impulsive differential equations provides a general framework for the mathematical modeling of many real world phenomena; see, for instance, [1-3] and [4]. Indeed, many dynamical systems have an impulsive dynamical behavior due to abrupt changes at certain instants during the evolution process. Impulsive differential equations are basic tools for studying these phenomena $[5,6]$.
There are some common techniques to approach these problems: the fixed point theorems [7, 8], the method of upper and lower solutions [9], or the topological degree theory [10-12]. On the other hand, in the last few years, some authors have studied the existence of solutions by variational methods; see [13-19].
Here, we use critical point theory to investigate the existence of infinitely many solutions for the following nonlinear impulsive differential problem:

$$
\left\{\begin{array}{l}
-u^{\prime \prime}(t)+a(t) u^{\prime}(t)+b(t) u(t)=\lambda g(t, u(t)), \quad t \in[0, T], t \neq t_{j}, \\
u(0)=u(T)=0, \\
\Delta u^{\prime}\left(t_{j}\right)=\mu I_{j}\left(u\left(t_{j}\right)\right), \quad j=1,2, \ldots, n,
\end{array}\right.
$$

where $\lambda \in] 0,+\infty[, \mu \in] 0,+\infty\left[, g:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}, a, b \in L^{\infty}([0, T])\right.$ with $\operatorname{essinf}_{t \in[0, T]} a(t) \geq$ 0 and $\operatorname{essinf}_{t \in[0, T]} b(t) \geq 0,0=t_{0}<t_{1}<t_{2}<\cdots<t_{n}<t_{n+1}=T, \Delta u^{\prime}\left(t_{j}\right)=u^{\prime}\left(t_{j}^{+}\right)-u^{\prime}\left(t_{j}^{-}\right)=$ $\lim _{t \rightarrow t_{j}^{+}} u^{\prime}(t)-\lim _{t \rightarrow t_{j}^{-}} u^{\prime}(t)$, and $I_{j}: \mathbb{R} \rightarrow \mathbb{R}$ are continuous for every $j=1,2, \ldots, n$.

We establish some multiplicity results for problem $\left(D_{\lambda, \mu}\right)$ under an appropriate oscillation behavior of the primitive of the nonlinearity $g$ and a suitable growth of the primitive of $I_{j}$ at infinity, for all $\lambda$ belonging to a precise interval and provided $\mu$ is small enough (Theorem 3.3, Theorem 3.4). It is worth noticing that, when the impulsive effects $I_{j}, j=1, \ldots, n$, are sublinear at infinity, our results hold for all $\mu \geq 0$ (see Remark 3.1). Here, as an example of our results, we present the following special case of Theorem 3.3.

[^0]Theorem 1.1 Let $g: \mathbb{R} \rightarrow[0, \infty)$ be a continuous function and put $G(\xi)=\int_{0}^{\xi} g(t) d t$ for every $\xi \in \mathbb{R}$. Assume that

$$
\liminf _{\xi \rightarrow+\infty} \frac{G(\xi)}{\xi^{2}}=0 \quad \text { and } \quad \limsup _{\xi \rightarrow+\infty} \frac{G(\xi)}{\xi^{2}}=+\infty
$$

Then there is $\bar{\delta}>0$, where $\bar{\delta}=\frac{4}{n T e^{T}}$, such that for each $\mu \in[0, \bar{\delta}[$, the problem

$$
\left\{\begin{array}{l}
-u^{\prime \prime}(t)+u^{\prime}(t)+u(t)=g(t, u(t)), \quad t \in[0, T], t \neq t_{j}, \\
u(0)=u(T)=0, \\
-\Delta u^{\prime}\left(t_{j}\right)=\mu u\left(t_{j}\right), \quad j=1,2, \ldots, n
\end{array}\right.
$$

admits infinitely many pairwise distinct classical solutions.

We explicitly observe that in Theorem 1.1 impulsive effects $I_{j}, j=1, \ldots, n$, (that is, $I_{j}(x)=x$ for all $x \in \mathbb{R}$ ) are linear, contrary to the usual assumption of sublinearity of impulses; see [14, 16, 20-22] and [23]. The rest of this paper is organized as follows. In Section 2, we introduce some notations and preliminary results. Moreover, the abstract critical point theorem (Theorem 2.1) is recalled. In Section 3, we obtain some existence results. In Section 4, we give some examples to illustrate our results.

## 2 Preliminaries

By a classical solution of $\left(D_{\lambda, \mu}\right)$ we mean a function

$$
u \in\left\{w \in C([0, T]): w_{\left[\left[t_{j}, t_{j+1}\right]\right.} \in H^{2}\left(\left[t_{j}, t_{j+1}\right]\right)\right\}
$$

that satisfies the equation in $\left(D_{\lambda, \mu}\right)$ a.e. on $[0, T] \backslash\left\{t_{1}, \ldots, t_{n}\right\}$, the limits $u^{\prime}\left(t_{j}^{+}\right), u^{\prime}\left(t_{j}^{-}\right), j=$ $1, \ldots, n$, exist, that satisfies the impulsive conditions $\Delta u^{\prime}\left(t_{j}\right)=\mu I_{j}\left(u\left(t_{j}\right)\right)$ and the boundary conditions $u(0)=u(T)=0$. Clearly, if $a, b$ and $g$ are continuous, then a classical solution $u \in C^{2}\left(\left[t_{j}, t_{j+1}\right]\right), j=0,1, \ldots, n$, satisfies the equation in $\left(D_{\lambda, \mu}\right)$ for all $t \in[0, T] \backslash\left\{t_{1}, \ldots, t_{n}\right\}$.

We consider the following slightly different form of problem $\left(D_{\lambda, \mu}\right)$ :

$$
\begin{cases}-\left(p(t) u^{\prime}(t)\right)^{\prime}+q(t) u(t)=\lambda f(t, u(t)), & t \in[0, T], t \neq t_{j}, \\ u(0)=u(T)=0, & \\ \Delta u^{\prime}\left(t_{j}\right)=u^{\prime}\left(t_{j}^{+}\right)-u^{\prime}\left(t_{j}^{-}\right)=\mu I_{j}\left(u\left(t_{j}\right)\right), & j=1,2, \ldots, n,\end{cases}
$$

where $p \in C^{1}([0, T]] 0,,+\infty[)$, and $q \in L^{\infty}([0, T])$ with $\operatorname{essinf}_{t \in[0, T]} q(t) \geq 0$.
It is easy to see that, by choosing

$$
p(t)=e^{-\int_{0}^{t} a(\tau) d \tau}, \quad q(t)=b(t) e^{-\int_{0}^{t} a(\tau) d \tau}, \quad f(t, u)=g(t, u) e^{-\int_{0}^{t} a(\tau) d \tau}
$$

the solutions of $\left(S_{\lambda, \mu}\right)$ are solutions of $\left(D_{\lambda, \mu}\right)$.
Let us introduce some notations. In the Sobolev space $H_{0}^{1}(0, T)$, consider the inner product

$$
(u, v)=\int_{0}^{T} p(t) u^{\prime}(t) v^{\prime}(t) d t+\int_{0}^{T} q(t) u(t) v(t) d t
$$

which induces the norm

$$
\|u\|=\left(\int_{0}^{T} p(t)\left(u^{\prime}(t)\right)^{2} d t+\int_{0}^{T} q(t)(u(t))^{2} d t\right)^{1 / 2}
$$

The following lemmas are useful for proving our main result. Their proofs can be found in [24].

Lemma 1 ([24, Proposition 2.1]) Let $u \in H_{0}^{1}(0, T)$. Then

$$
\begin{equation*}
\|u\|_{\infty} \leq \frac{1}{2} \sqrt{\frac{T}{p^{*}}}\|u\|, \tag{1}
\end{equation*}
$$

where $p^{*}:=\min _{t \in[0, T]} p(t)$.

Here, and in the sequel, $f:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ is an $\mathrm{L}^{1}$-Carathéodory function, namely:
(a) $t \rightarrow f(t, x)$ is measurable for every $x \in \mathbb{R}$;
(b) $x \rightarrow f(t, x)$ is continuous for almost every $t \in[0, T]$;
(c) for every $\rho>0$, there exists a function $l_{\rho} \in L^{1}([0, T])$ such that

$$
\sup _{|x| \leq \rho}|f(t, x)| \leq l_{\rho}(t)
$$

for almost every $t \in[0, T]$.

Definition 1 A function $u \in H_{0}^{1}(0, T)$ is said to be a weak solution of $\left(S_{\lambda, \mu}\right)$ if $u$ satisfies

$$
\begin{align*}
& \int_{0}^{T} p(t) u^{\prime}(t) v^{\prime}(t) d t+\int_{0}^{T} q(t) u(t) v(t) d t \\
& \quad-\lambda \int_{0}^{T} f(t, u(t)) v(t) d t+\mu \sum_{j=1}^{n} p\left(t_{j}\right) I_{j}\left(u\left(t_{j}\right)\right) v\left(t_{j}\right)=0 \tag{2}
\end{align*}
$$

for any $v \in H_{0}^{1}(0, T)$.
Lemma 2 ([24, Lemma 2.1]) $u \in H_{0}^{1}(0, T)$ is a weak solution of $\left(S_{\lambda, \mu}\right)$ if and only if $u$ is a classical solution of $\left(S_{\lambda, \mu}\right)$.

Now, we define the functionals $\Phi, \Psi: H_{0}^{1}(0, T) \rightarrow \mathbb{R}$ in the following way:

$$
\begin{equation*}
\Phi(u)=\frac{1}{2}\|u\|^{2} \quad \text { and } \quad \Psi(u)=\int_{0}^{T} F(t, u(t)) d t-\frac{\mu}{\lambda} \sum_{j=1}^{n} p\left(t_{j}\right) \int_{0}^{u\left(t_{j}\right)} I_{j}(x) d x \text {, } \tag{3}
\end{equation*}
$$

for each $u \in H_{0}^{1}(0, T)$, where $F(t, \xi)=\int_{0}^{\xi} f(t, x) d x$ for each $(t, \xi) \in[0, T] \times \mathbb{R}$. Using the property of $f$ and the continuity of $I_{j}, j=1,2, \ldots, n$, we have that $\Phi, \Psi \in C^{1}\left(H_{0}^{1}(0, T), \mathbb{R}\right)$ and for any $v \in H_{0}^{1}(0, T)$, one has

$$
\Phi^{\prime}(u)(v)=\int_{0}^{T} p(t) u^{\prime}(t) v^{\prime}(t) d t+\int_{0}^{T} q(t) u(t) v(t) d t
$$

and

$$
\Psi^{\prime}(u)(v)=\int_{0}^{T} f(t, u(t)) v(t) d t-\frac{\mu}{\lambda} \sum_{j=1}^{n} p\left(t_{j}\right) I_{j}\left(u\left(t_{j}\right)\right) v\left(t_{j}\right) .
$$

So, arguing in a standard way, it is possible to prove that the critical points of the functional $E_{\lambda}(u):=\Phi(u)-\lambda \Psi(u)$ are the weak solutions of problem $\left(S_{\lambda, \mu}\right)$ and so they are classical solutions.

In the next section we shall prove our results applying the following infinitely many critical points theorem obtained in [25]. First, we recall the following definition.

Definition 2 Let $X$ be a real Banach space, $\Phi, \Psi: X \rightarrow \mathbb{R}$ two Gâteaux differentiable functionals, $r \in]-\infty,+\infty]$. We say that functional $E:=\Phi-\Psi$ satisfies the Palais-Smale condition cut off upper at $r$ (in short (PS) ${ }^{[r]}$-condition) if any sequence $\left\{u_{n}\right\}$, such that
( $\alpha$ ) $\left\{E\left(u_{n}\right)\right\}$ is bounded,
( $\beta$ ) $\lim _{n \rightarrow+\infty}\left\|E^{\prime}\left(u_{n}\right)\right\|_{X^{*}}=0$,
$(\gamma) \Phi\left(u_{n}\right)<r$ for all $n \in \mathbb{N}$,
has a convergent subsequence.

When $r=+\infty$, the previous definition is the same as the classical definition of the PalaisSmale condition, while if $r<+\infty$, such a condition is more general than the classical one. We refer to [25] for more details.

Theorem 2.1 (see [25], Theorem 7.4) Let $X$ be a real Banach space, and let $\Phi, \Psi: X \rightarrow \mathbb{R}$ be two continuously Gâteaux differentiablefunctionals such that $\Phi$ is bounded from below. For every $r>\inf _{X} \Phi$, let us put

$$
\varphi(r):=\inf _{x \in \Phi^{-1}(]-\infty, r[)} \frac{\sup _{\left.v \in \Phi^{-1}(]-\infty, r\right]} \Psi(v)-\Psi(u)}{r-\Phi(u)}
$$

and

$$
\gamma:=\liminf _{r \rightarrow+\infty} \varphi(r), \quad \delta:=\liminf _{r \rightarrow\left(\inf _{X} \Phi\right)^{+}} \varphi(r) .
$$

(a) If $\gamma<+\infty$ and for each $\lambda \in] 0, \frac{1}{\gamma}\left[\right.$, the functional $E_{\lambda}=\Phi-\lambda \Psi$ satisfies the $(P S)^{[r]}$-condition for all $r \in \mathbb{R}$, then for each $\left.\lambda \in\right] 0, \frac{1}{\gamma}[$, the following alternative holds: either
$\left(\mathrm{a}_{1}\right) E_{\lambda}$ has a global minimum
or
$\left(\mathrm{a}_{2}\right)$ there exists a sequence $\left\{u_{n}\right\}$ of critical points (local minima) of $E_{\lambda}$ such that $\lim _{n \rightarrow \infty} \Phi\left(u_{n}\right)=+\infty$.
(b) If $\delta<+\infty$ and for each $\lambda \in] 0, \frac{1}{\delta}\left[\right.$, the functional $E_{\lambda}=\Phi-\lambda \Psi$ satisfies the $(P S)^{[r]}$-condition for all $r \in \mathbb{R}$, then for each $\left.\lambda \in\right] 0, \frac{1}{\delta}[$, the following alternative holds: either
$\left(\mathrm{b}_{1}\right)$ there exists a global minimum of $\Phi$ which is a local minimum of $E_{\lambda}$
or
$\left(\mathrm{b}_{2}\right)$ there exists a sequence of pairwise distinct critical points (local minima) of $E_{\lambda}$ such that $\lim _{n \rightarrow+\infty} \Phi\left(u_{n}\right)=\inf _{X} \Phi$.

We recall that Theorem 2.1 improves [26, Theorem 2.5] since no assumptions with respect to weak topology of $X$ are made. In particular, the set ${\overline{\Phi^{-1}(]-\infty, r[)}}^{\omega}$ is not involved in the definition of $\varphi$ and the sequential weak lower semicontinuity of $E_{\lambda}$ is not required.

## 3 Main results

In this section, we present our main results. Put

$$
k:=\frac{6 p^{*}}{12\|p\|_{\infty}+T^{2}\|q\|_{\infty}} .
$$

Moreover, let

$$
A:=\liminf _{\xi \rightarrow+\infty} \frac{\int_{0}^{T} \max _{|x| \leq \xi} F(t, x) d t}{\xi^{2}}, \quad B:=\limsup _{\xi \rightarrow+\infty} \frac{\int_{T / 4}^{3 T / 4} F(t, \xi) d t}{\xi^{2}}
$$

Our first result is as follows.

## Theorem 3.1 Assume that

( $\mathrm{a}_{1}$ ) $F(t, \xi) \geq 0$ for all $(t, \xi) \in\left(\left[0, \frac{T}{4}\right] \cup\left[\frac{3 T}{4}, T\right]\right) \times \mathbb{R}$;
( $\mathrm{a}_{2}$ ) $A<k B$.
Then, for every $\lambda \in \Lambda:=] \frac{2 p^{*}}{k T B}, \frac{2 p^{*}}{T A}\left[\right.$ and for every continuous function $I_{j}: \mathbb{R} \rightarrow \mathbb{R}, j=1, \ldots, n$, whose potential $\mathcal{I}_{j}(\xi):=\int_{0}^{\xi} I_{j}(x) d x, \xi \in \mathbb{R}$, satisfies
(i $\left.1_{1}\right) \sup _{\xi \geq 0} \mathcal{I}_{j}(\xi)=0 ;$
(i2) $I_{\infty}:=\lim \sup _{\xi \rightarrow+\infty} \frac{\sum_{j=1}^{n} \max _{|t| \leq \xi}\left(-\mathcal{I}_{j}(t)\right)}{\xi^{2}}<+\infty$,
there exists $\delta_{I, \lambda}>0$, where

$$
\delta_{I, \lambda}:=\frac{1}{\|p\|_{\infty} I_{\infty}}\left(\frac{2 p^{*}}{T}-\lambda A\right)
$$

such that for every $\mu \in\left[0, \delta_{I, \lambda}\left[\right.\right.$, problem $\left(S_{\lambda, \mu}\right)$ has an unbounded sequence of weak solutions.

Proof First, we observe that owing to $\left(\mathrm{a}_{2}\right)$ the interval $\Lambda$ is non-empty. Moreover, for each $\lambda \in \Lambda$ and taking into account that $\lambda<\frac{2 p^{*}}{T A}$, one has $\delta_{I, \lambda}>0$. Now, fix $\lambda$ and $\mu$ as in the conclusion. Our aim is to apply Theorem 2.1. For this end, take $X=H_{0}^{1}(0, T)$ and $\Phi, \Psi$ as in (3).
We divide our proof into three steps in order to show Theorem 3.1. First, we prove that $E_{\lambda}=\Phi-\lambda \Psi$ satisfies the (PS) ${ }^{[r]}$-condition for all $r \in \mathbb{R}$. So, fix $r \in \mathbb{R}$ and let $\left\{u_{n}\right\} \subseteq X$ be a sequence such that $\left\{E_{\lambda}\left(u_{n}\right)\right\}$ is bounded, $\lim _{n \rightarrow+\infty}\left\|E_{\lambda}^{\prime}\left(u_{n}\right)\right\|_{X^{*}}=0$ and $\Phi\left(u_{n}\right)<r$ for all $n \in \mathbb{N}$. From $\Phi\left(u_{n}\right)<r$, taking into account that $\Phi$ is coercive, $\left\{u_{n}\right\}$ is bounded in $X$.

Since the embedding of $X$ in $C(0, T)$ is compact (see, for instance, [27, Theorem 8.8]) and $X$ is reflexive, up to a subsequence, $\left\{u_{n}(x)\right\}$ is uniformly convergent to $u_{0}(x)$, and $\left\{u_{n}\right\}$ is weakly convergent to $u_{0}$ in $X$. The uniform convergence of $\left\{u_{n}\right\}$, taking also into account Lebesgue's theorem, ensures that

$$
\lim _{n \rightarrow+\infty}\left[\int_{0}^{T} f\left(t, u_{n}(t)\right)\left(u_{n}(t)-u_{0}(t)\right) d t-\frac{\mu}{\lambda} \sum_{j=1}^{n} p\left(t_{j}\right) I_{j}\left(u_{n}\left(t_{j}\right)\right)\left(u_{n}\left(t_{j}\right)-u_{0}\left(t_{j}\right)\right)\right]=0
$$

that is,

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} \Psi^{\prime}\left(u_{n}\right)\left(u_{n}-u_{0}\right)=0 . \tag{4}
\end{equation*}
$$

Now, from $\lim _{n \rightarrow+\infty}\left\|E_{\lambda}^{\prime}\left(u_{n}\right)\right\|_{X^{*}}=0$, there is a sequence $\left\{\epsilon_{n}\right\}$, with $\epsilon_{n} \rightarrow 0^{+}$, such that

$$
\left|E_{\lambda}^{\prime}\left(u_{n}\right)(v)\right| \leq \epsilon_{n}
$$

for all $v \in X$ with $\|v\| \leq 1$ and for all $n \in \mathbb{N}$. Setting $=\frac{u_{n}-u_{0}}{\left\|u_{n}-u_{0}\right\|}$, one has

$$
\begin{equation*}
\left|E_{\lambda}^{\prime}\left(u_{n}\right)\left(u_{n}-u_{0}\right)\right| \leq \epsilon_{n}\left\|u_{n}-u_{0}\right\| \tag{5}
\end{equation*}
$$

for all $n \in \mathbb{N}$. Moreover, having in mind that $a b \leq \frac{1}{2} a^{2}+\frac{1}{2} b^{2}$, one has

$$
\begin{aligned}
\Phi^{\prime}\left(u_{n}\right)\left(u_{n}-u_{0}\right)= & \int_{0}^{T} p(t) u_{n}^{\prime}(t)\left(u_{n}^{\prime}(t)-u_{0}^{\prime}(t)\right) d t+\int_{0}^{T} q(t) u_{n}(t)\left(u_{n}(t)-u_{0}(t)\right) d t \\
= & \left\|u_{n}\right\|^{2}-\left[\int_{0}^{T} p(t) u_{n}^{\prime}(t) u_{0}^{\prime}(t) d t+\int_{0}^{T} q(t) u_{n}(t) u_{0}(t) d t\right] \\
\geq & \left\|u_{n}\right\|^{2}-\frac{1}{2}\left[\int_{0}^{T} p(t)\left(u_{n}^{\prime}(t)\right)^{2} d t+\int_{0}^{T} p(t)\left(u_{0}^{\prime}(t)\right)^{2} d t\right. \\
& \left.+\int_{0}^{T} q(t)\left(u_{n}(t)\right)^{2} d t+\int_{0}^{T} q(t)\left(u_{0}(t)\right)^{2} d t\right] \\
= & \frac{1}{2}\left\|u_{n}\right\|^{2}-\frac{1}{2}\left\|u_{0}\right\|^{2},
\end{aligned}
$$

that is,

$$
\begin{equation*}
\Phi^{\prime}\left(u_{n}\right)\left(u_{n}-u_{0}\right) \geq \frac{1}{2}\left\|u_{n}\right\|^{2}-\frac{1}{2}\left\|u_{0}\right\|^{2} . \tag{6}
\end{equation*}
$$

From (5) and (6) one has

$$
\begin{aligned}
& \Phi^{\prime}\left(u_{n}\right)\left(u_{n}-u_{0}\right)-\lambda \Psi^{\prime}\left(u_{n}\right)\left(u_{n}-u_{0}\right) \leq \epsilon_{n}\left\|u_{n}-u_{0}\right\|, \\
& \frac{1}{2}\left\|u_{n}\right\|^{2}-\frac{1}{2}\left\|u_{0}\right\|^{2}-\lambda \Psi^{\prime}\left(u_{n}\right)\left(u_{n}-u_{0}\right) \leq \epsilon_{n}\left\|u_{n}-u_{0}\right\|,
\end{aligned}
$$

and owing to (4), one has

$$
\limsup _{n \rightarrow+\infty} \frac{1}{2}\left\|u_{n}\right\|^{2} \leq \frac{1}{2}\left\|u_{0}\right\|^{2} .
$$

Hence, [27, Proposition III.30] ensures that $\left\{u_{n}\right\}$ strongly converges to $u_{0} \in X$ and our claim is proved.
Second, we wish to prove that

$$
\gamma<+\infty .
$$

Let $\left\{\xi_{n}\right\}$ be a sequence of positive numbers such that $\xi_{n} \rightarrow+\infty$ and

$$
\lim _{n \rightarrow \infty} \frac{\int_{0}^{1} \max _{|x| \leq \xi_{n}} F(t, x) d t}{\xi_{n}^{2}}=A .
$$

Put $r_{n}=\frac{2 p^{*}}{T} \xi_{n}^{2}$ for all $n \in \mathbb{N}$. By Lemma 1, for all $u \in X$, one has

$$
\max _{t \in[0, T]}|v(t)| \leq \xi_{n}
$$

for all $v \in X$ such that $\|v\|^{2}<2 r_{n}$. Hence, one has

$$
\begin{aligned}
\varphi\left(r_{n}\right) & =\inf _{\left.u \in \Phi^{-1}(]-\infty, r_{n}\right]} \frac{\sup _{\left.v \in \Phi^{-1}(]-\infty, r_{n}\right]} \Psi(v)-\Psi(u)}{r_{n}-\Phi(u)} \\
& \leq \frac{\sup _{v \in \Phi^{-1}(]-\infty, r_{n}[)} \Psi(v)}{r_{n}} \\
& \leq \frac{T}{2 p^{*}} \frac{\int_{0}^{T} \max _{|x| \leq \xi_{n}} F(t, x) d t}{\xi_{n}^{2}}+\frac{\mu}{\lambda} \frac{T\|p\|_{\infty}}{2 p^{*}} \sum_{j=1}^{n} \frac{\max _{|x| \leq \xi_{n}}\left(-\mathcal{I}_{j}(x)\right)}{\xi_{n}^{2}} .
\end{aligned}
$$

So, from assumptions ( $\mathrm{a}_{2}$ ) and ( $\mathrm{i}_{2}$ ),

$$
\gamma \leq \liminf _{\xi \rightarrow+\infty}\left[\frac{T}{2 p^{*}} \frac{\int_{0}^{T} \max _{|x| \leq \xi} F(t, x) d t}{\xi^{2}}+\frac{\mu}{\lambda} \frac{T\|p\|_{\infty}}{2 p^{*}} \sum_{j=1}^{n} \frac{\max _{|x| \leq \xi}\left(-\mathcal{I}_{j}(x)\right)}{\xi^{2}}\right]<+\infty .
$$

Assumption $0<\mu<\delta_{I, \lambda}$ immediately yields

$$
\gamma \leq \frac{T}{2 p^{*}} A+\frac{\mu}{\lambda} \frac{T\|p\|_{\infty}}{2 p^{*}} I_{\infty}<\frac{T}{2 p^{*}} A+\frac{1-\lambda \frac{T}{2 p^{*}} A}{\lambda}=\frac{1}{\lambda}
$$

that is, $\lambda<\frac{1}{\gamma}$. The previous inequality assures that conclusion (a) of Theorem 2.1 can be used, for which either $\Phi-\lambda \Psi$ has a global minimum or there exists a sequence $\left\{u_{n}\right\}$ of solutions of problem $\left(S_{\lambda, \mu}\right)$ such that $\lim _{n \rightarrow \infty}\left\|u_{n}\right\|=+\infty$.

The final step is to verify that the functional $\Phi-\lambda \Psi$ has no global minimum. From $\limsup _{\xi \rightarrow+\infty} \frac{\int_{T / 4}^{3 T / 4} F(t, \xi) d t}{\xi^{2}}=B$, and taking into account that $\lambda>\frac{2 p^{*}}{k T B}$, there is $h \in \mathbb{R}$ such that

$$
\begin{equation*}
\limsup _{\xi \rightarrow+\infty} \frac{\int_{T / 4}^{3 T / 4} F(t, \xi) d t}{\xi^{2}}>h>\frac{2 p^{*}}{\lambda k T} \tag{7}
\end{equation*}
$$

So, there exists a sequence of positive numbers $\eta_{n}$ such that $\eta_{n} \rightarrow+\infty$ and

$$
\lim _{n \rightarrow+\infty} \frac{\int_{T / 4}^{3 T / 4} F\left(t, \eta_{n}\right) d t}{\eta_{n}^{2}}>h
$$

It follows that there is $v \in \mathbb{N}$ such that for all $n>v$, one has

$$
\frac{\int_{T / 4}^{3 T / 4} F\left(t, \eta_{n}\right) d t}{\eta_{n}^{2}}>h
$$

Now, consider a function $v_{n} \in X$ defined by setting

$$
v_{n}(x)= \begin{cases}\frac{4 \eta_{n} x}{T}, & x \in\left[0, \frac{T}{4}\right], \\ \eta_{n}, & \left.x \in] \frac{T}{4}, \frac{3 T}{4}\right], \\ \frac{4 \eta_{n}}{T}(T-x), & \left.x \in] \frac{3 T}{4}, T\right] .\end{cases}
$$

Clearly, one has

$$
\Phi\left(v_{n}\right) \leq\left(\frac{4}{T}\|p\|_{\infty}+\frac{T}{3}\|q\|_{\infty}\right) \eta_{n}^{2}=\frac{2 p^{*}}{k T} \eta_{n}^{2}
$$

Moreover, bearing in mind $\left(\mathrm{a}_{1}\right)$ and $\left(\mathrm{i}_{1}\right)$,

$$
\begin{align*}
\Phi\left(v_{n}\right)-\lambda \Psi\left(v_{n}\right) & \leq \frac{2 p^{*}}{k T} \eta_{n}^{2}-\lambda \int_{T / 4}^{3 T / 4} F\left(t, \eta_{n}\right) d t \\
& <\eta_{n}^{2}\left(\frac{2 p^{*}}{k T}-\lambda h\right) \tag{8}
\end{align*}
$$

Putting together (7) and (8), we get that the functional $\Phi-\lambda \Psi$ is unbounded from below and so it has no global minimum.
Therefore, Theorem 2.1 assures that there is a sequence $\left\{u_{n}\right\} \subseteq X$ of critical points of $\Phi-\lambda \Psi$ such that $\lim _{n \rightarrow+\infty}\left\|u_{n}\right\|=+\infty$ and, taking into account the considerations made in Section 2, the theorem is completely proved.

Remark 3.1 Assume that $f:[0,1] \times \mathbb{R} \rightarrow[0, \infty)$. Clearly, condition $\left(\mathrm{a}_{1}\right)$ holds, and condition ( $\mathrm{a}_{2}$ ) assumes the following simpler form:
$\left(\mathrm{a}_{2}^{\prime}\right)$

$$
\liminf _{\xi \rightarrow+\infty} \frac{\int_{0}^{T} F(t, \xi) d t}{\xi^{2}}<k \limsup _{\xi \rightarrow+\infty} \frac{\int_{T / 4}^{3 T / 4} F(t, \xi) d t}{\xi^{2}}
$$

In particular, if $\liminf _{\xi \rightarrow+\infty} \frac{\int_{0}^{T} F(t, \xi) d t}{\xi^{2}}=0$ and $\lim \sup _{\xi \rightarrow+\infty} \frac{\int_{T / 4}^{3 T / 4} F(t, \xi) d t}{\xi^{2}}=+\infty$, then $\left(\mathrm{a}_{2}^{\prime}\right)$ holds and problem $\left(S_{\lambda, \mu}\right)$ has an unbounded sequence of weak solutions in $X$ for every pair $(\lambda, \mu) \in] 0,+\infty\left[\times\left[0, \frac{2}{T I_{\infty}}[\right.\right.$.

Moreover, under the assumption $I_{\infty}=0$, Theorem 3.1 guarantees the existence of infinitely many solutions to problem $\left(S_{\lambda, \mu}\right)$ for every $\mu \geq 0$.

As an example, we point out below a special case of Theorem 3.1.

Corollary 3.1 Let $f: \mathbb{R} \rightarrow[0, \infty)$ be a continuous function, put $F(\xi)=\int_{0}^{\xi} f(t) d t$ for every $\xi \in \mathbb{R}$, and let $q \in C^{0}([0, T])$. Assume that

$$
\liminf _{\xi \rightarrow+\infty} \frac{F(\xi)}{\xi^{2}}<\frac{k}{2} \limsup _{\xi \rightarrow+\infty} \frac{F(\xi)}{\xi^{2}}
$$

Then, for each $\lambda \in] \frac{4 p^{*}}{k T^{2}} \frac{1}{\lim \sup _{\xi \rightarrow+\infty} \frac{F(\xi)}{\xi^{2}}}, \frac{2 p^{*}}{k T^{2}} \frac{1}{\lim \inf _{\xi \rightarrow+\infty} \frac{F(\xi)}{\xi^{2}}}$, and for each continuous function $I_{j}: \mathbb{R} \rightarrow[0, \infty)$ such that $\lim _{\xi \rightarrow+\infty} \frac{I_{j}(x)}{\xi}=0, j=1, \ldots, n$, the problem

$$
\left\{\begin{array}{l}
-\left(p(t) u^{\prime}(t)\right)^{\prime}+q(t) u(t)=\lambda f(u(t)), \quad t \in[0, T], t \neq t_{j}, \\
u(0)=u(T)=0, \\
-\Delta u^{\prime}\left(t_{j}\right)=I_{j}\left(u\left(t_{j}\right)\right), \quad j=1,2, \ldots, n,
\end{array}\right.
$$

admits infinitely many pairwise distinct classical solutions.

Replacing the condition at infinity of the potential $F$ by a similar one at zero, and arguing as in the proof of Theorem 3.1 but using conclusion (b) of Theorem 2.1 instead of (a), one establishes the following result. Put

$$
A^{*}:=\liminf _{\xi \rightarrow 0^{+}} \frac{\int_{0}^{T} \max _{|x| \leq \xi} F(t, x) d t}{\xi^{2}}, \quad B^{*}:=\limsup _{\xi \rightarrow 0^{+}} \frac{\int_{T / 4}^{3 T / 4} F(t, \xi) d t}{\xi^{2}} .
$$

Theorem 3.2 Assume that
( $\mathrm{a}_{1}$ ) $F(t, \xi) \geq 0$ for all $(t, \xi) \in\left(\left[0, \frac{T}{4}\right] \cup\left[\frac{3 T}{4}, T\right]\right) \times \mathbb{R}$;
$\left(\mathrm{b}_{2}\right) A^{*}<k B^{*}$.
Then, for every $\left.\lambda \in \Lambda^{*}:=\right] \frac{2 p^{*}}{k T B^{*}}, \frac{2 p^{*}}{T A^{*}}\left[\right.$ and for every continuous function $I_{j}: \mathbb{R} \rightarrow \mathbb{R}, j=$ $1,2, \ldots, n$, whose potential $\mathcal{I}_{j}(\xi):=\int_{0}^{\xi} I_{j}(x) d x, \xi \in \mathbb{R}$, satisfies
(i1 $) \sup _{\xi \geq 0} \mathcal{I}_{j}(\xi)=0$;
( $\mathrm{j}_{2}$ ) $I_{0}:=\lim \sup _{\xi \rightarrow 0^{+}} \frac{\sum_{j=1}^{n} \max _{|t| \leq \xi}\left(-\mathcal{I}_{j}(t)\right)}{\xi^{2}}<+\infty$,
there exists $\delta_{I, \lambda}^{*}>0$, where

$$
\delta_{I, \lambda}^{*}:=\frac{1}{I_{0}\|p\|_{\infty}}\left(\frac{2 p^{*}}{T}-\lambda A^{*}\right)
$$

such that for every $\mu \in\left[0, \delta_{I, \lambda}^{*}\left[\right.\right.$, problem $\left(S_{\lambda, \mu}\right)$ has a sequence of non-zero weak solutions, which strongly converges to 0 .

Proof We take $X, \Phi$ and $\Psi$ as in the proof of Theorem 3.1. Fix $\lambda^{*} \in \Lambda^{*}$, let $I_{j}$ be a function that satisfies assumptions $\left(\mathrm{i}_{1}\right)$ and $\left(\mathrm{j}_{2}\right)$ and take $0 \leq \mu^{*}<\delta_{I, \lambda}^{*}$. Arguing as in the proof of Theorem 3.1, one has $\delta=\liminf _{r \rightarrow 0^{+}} \varphi(r)<+\infty$. Now, arguing again as in the proof of Theorem 3.1, there is a sequence of positive numbers $\left\{\eta_{n}\right\}$ such that $\eta_{n} \rightarrow 0^{+}$and $\frac{\int_{T / 4}^{3 T / 4} F\left(t, \eta_{n}\right) d t}{\eta_{n}^{2}}>h$ for all $n>v$ and for some $v \in \mathbb{N}$. By choosing $v_{n}$ as in the proof of Theorem 3.1, the sequence $\left\{v_{n}\right\}$ strongly converges to 0 in $X$ and $\Phi\left(v_{n}\right)-\lambda^{*} \Psi\left(v_{n}\right)<0$ for each $n>v$. Therefore, taking into account that $\left(\Phi-\lambda^{*} \Psi\right)(0)=0,0$ is not a local minimum of $\Phi-\lambda^{*} \Psi$. The part (b) of Theorem 2.1 ensures that there exists a sequence $\left\{u_{n}\right\}$ in $X$ of critical points of $\Phi-\lambda^{*} \Psi$ such that $\lim _{n \rightarrow+\infty}\left\|u_{n}\right\|=0$ and the proof is complete.

Let $A(t)$ be a primitive of $a(t), g:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ an $L^{1}$-Carathéodory function and put

$$
G(t, \xi)=\int_{0}^{\xi} g(t, x) d x, \quad \tilde{k}:=\frac{6}{e^{\|a\|_{1}}\left(12+T^{2}\|b\|_{\infty}\right)}
$$

Moreover, let

$$
\alpha:=\liminf _{\xi \rightarrow+\infty} \frac{\int_{0}^{T} e^{-A(t)} \max _{|x| \leq \xi} G(t, x) d t}{\xi^{2}}, \quad \beta:=\limsup _{\xi \rightarrow+\infty} \frac{\int_{T / 4}^{3 T / 4} e^{-A(t)} G(t, \xi) d t}{\xi^{2}} .
$$

In virtue of Theorems 3.1 and 3.2, we obtain the following results for problem $\left(D_{\lambda, \mu}\right)$.

## Theorem 3.3 Assume that

$\left(\mathrm{c}_{1}\right) G(t, \xi) \geq 0$ for all $(t, \xi) \in\left(\left[0, \frac{T}{4}\right] \cup\left[\frac{3 T}{4}, T\right]\right) \times \mathbb{R}$;
(c2) $\alpha<\tilde{k} \beta$.
Then, for every $\lambda \in \Lambda:=]_{\frac{2}{\text { kTe }} \frac{2 a \|_{1} \beta}{}}, \frac{2}{\text { Te }\|a\|_{1 \alpha}}$ [and for every continuous function $I_{j}: \mathbb{R} \rightarrow \mathbb{R}$, $j=1,2, \ldots, n$, whose potential $\mathcal{I}_{j}(\xi):=\int_{0}^{\xi} I_{j}(x) d x, \xi \in \mathbb{R}$, satisfies
(i $\left.1_{1}\right) \sup _{\xi \geq 0} \mathcal{I}_{j}(\xi)=0$,
(i2) $I_{\infty}:=\lim \sup _{\xi \rightarrow+\infty} \frac{\sum_{j=1}^{n} \max _{|t| \leq \xi}\left(-\mathcal{I}_{j}(t)\right)}{\xi^{2}}<+\infty$,
there exists $\delta_{I, \lambda}>0$, where

$$
\delta_{I, \lambda}:=\frac{1}{I_{\infty}}\left(\frac{2}{T e^{\|a\|_{1}}}-\lambda \alpha\right),
$$

such that for each $\mu \in\left[0, \delta_{I, \lambda}\left[\right.\right.$, problem $\left(D_{\lambda, \mu}\right)$ has an unbounded sequence of weak solutions.

Proof As seen in Section 2, we put $p(t)=e^{-A(t)}, q(t)=b(t) e^{-A(t)}$ and $f(t, u)=g(t, u) e^{-A(t)}$, $t \in[0, T]$. Clearly, one has $F(t, u)=e^{-A(t)} G(t, u), A=\alpha, B=\beta, p^{*}=\frac{1}{e^{\|a\|_{1}}}, k \geq \tilde{k}$. Hence, from Theorem 3.1 the conclusion is achieved.

Remark 3.2 Theorem 1.1 in Introduction is an immediate consequence of Theorem 3.3. In fact, it is enough to observe that ( $\mathrm{c}_{1}$ ) is verified and one has $\alpha=0$ and $\beta=+\infty$, for which $1 \in \Lambda=] 0,+\infty$ [. Moreover, from $I_{\infty}=\lim _{\xi \rightarrow+\infty} \frac{\sum_{j=1}^{n} \xi^{2} / 2}{\xi^{2}}=\frac{n}{2}<+\infty$, one has $\bar{\delta}=\delta_{I, \lambda}=\frac{4}{n T e^{T}}$ and the conclusion is achieved.

Replacing the condition at infinity of the potential $G$ by a similar one at zero, one establishes the following result. Put

$$
\alpha^{*}:=\liminf _{\xi \rightarrow 0^{+}} \frac{\int_{0}^{T} e^{-A(t)} \max _{|x| \leq \xi} G(t, x) d t}{\xi^{2}}, \quad \beta^{*}:=\limsup _{\xi \rightarrow 0^{+}} \frac{\int_{T / 4}^{3 T / 4} e^{-A(t)} G(t, \xi) d t}{\xi^{2}} .
$$

## Theorem 3.4 Assume

( $\left.\mathrm{c}_{1}\right) G(t, \xi) \geq 0$ for all $(t, \xi) \in\left(\left[0, \frac{T}{4}\right] \cup\left[\frac{3 T}{4}, T\right]\right) \times \mathbb{R}$;
$\left(\mathrm{c}_{2}^{\prime}\right) \alpha^{*}<\tilde{k} \beta^{*}$.
Then, for every $\left.\lambda \in \Lambda^{\prime}:=\right]_{\frac{\tilde{k} T e^{\|a\|_{1} \beta^{*}}}{}}, \frac{2}{T e^{\|a\|_{1 \alpha^{*}}}}\left[\right.$ and for every continuous function $I_{j}: \mathbb{R} \rightarrow \mathbb{R}$, $j=1, \ldots, n$, whose potential $\mathcal{I}_{j}(\xi):=\int_{0}^{\xi} I_{j}(x) d x, \xi \in \mathbb{R}$, satisfies
$\left(\mathrm{i}_{1}\right) \sup _{\xi \geq 0} \mathcal{I}_{j}(\xi)=0$,
( $\mathrm{j}_{2}$ ) $I_{0}:=\lim \sup _{\xi \rightarrow 0^{+}} \frac{\sum_{j=1}^{n} \max _{\mid t \leq \xi}\left(-\mathcal{I}_{j}(t)\right)}{\xi^{2}}<+\infty$,
there exists $\delta_{I, \lambda}^{*}>0$, where

$$
\delta_{I, \lambda}^{*}:=\frac{1}{I_{0}}\left(\frac{2}{T e^{\|a\|_{1}}}-\lambda \alpha^{*}\right),
$$

such that for each $\mu \in\left[0, \delta_{I, \lambda}^{*}\right.$, problem $\left(D_{\lambda, \mu}\right)$ has a sequence of non-zero weak solutions, which strongly converges to 0 .

Proof The conclusion follows from Theorem 3.2 by arguing as in the proof of Theorem 3.3.

Remark 3.3 We point out that in Theorem 3.3 (as in Theorem 3.4) the assumption essinf $\operatorname{lon}_{[0, T]} a \geq 0$ can be deleted provided that we assume the constant $\tilde{k}:=\frac{6 \min _{[0, T]} e^{-A(t)}}{12+T^{2}\left\|b e^{-A}\right\|_{\infty}}$ and the interval $\Lambda=] \frac{2 \min _{[0, T]} e^{-A(t)}}{\tilde{k} T \beta}, \frac{2 \min _{[0, T]} e^{-A(t)}}{T \alpha}[$.

Finally, we observe that the existence of infinitely many solutions to problem ( $D_{\lambda, \mu}$ ) can be obtained from Theorem 3.3 and Theorem 3.4 even under small perturbations of the nonlinearity. As an example, we point out the following consequence of Theorem 3.3.

Corollary 3.2 Let $g:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ be an $L^{1}$-Carathéodory function satisfying $\left(\mathrm{c}_{1}\right)$ and $\left(\mathrm{c}_{2}\right)$ of Theorem 3.3.

Then, for every $\lambda \in \Lambda=]_{\frac{\hat{k} T e}{} \| \frac{\mid a \|_{1 \beta} \beta}{}}, \frac{2}{T e^{\|a\|_{1 \alpha}}}$ [,for every nonnegative $L^{1}$-Carathéodory function $h:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$, whose potential $h(t, \xi)=\int_{0}^{\xi} h(t, x) d x$ satisfies

$$
H_{\infty}=\limsup _{\xi \rightarrow+\infty} \frac{\int_{0}^{T} H(t, \xi) d t}{\xi^{2}}<+\infty
$$

and for every continuous function $I_{j}: \mathbb{R} \rightarrow \mathbb{R}, j=1,2, \ldots, n$, whose potential $\mathcal{I}_{j}(\xi):=$ $\int_{0}^{\xi} I_{j}(x) d x, \xi \in \mathbb{R}$, satisfies $\left(\mathrm{i}_{1}\right)$ and $\left(\mathrm{i}_{2}\right)$ of Theorem 3.3 , there exist $\gamma_{H, \lambda}^{*}>0$ and $\delta_{I, \lambda}^{*}>0$, where

$$
\begin{aligned}
& \gamma_{H, \lambda}^{*}:=\frac{1}{H_{\infty}}\left(\frac{2 p^{*}}{T}-\lambda \alpha\right), \\
& \delta_{I, \lambda}^{*}:=\frac{1}{I_{\infty}}\left(\frac{2 p^{*}}{T}-\lambda \alpha\right)
\end{aligned}
$$

such that for all $\gamma \in\left[0, \gamma_{H, \lambda}^{*}\left[\right.\right.$ and for all $\mu \in\left[0, \delta_{I, \lambda}^{*}[\right.$, the problem

$$
\left\{\begin{array}{l}
-u^{\prime \prime}(t)+a(t) u^{\prime}(t)+b(t) u(t)=\lambda g(t, u(t))+\gamma h(t, u(t)), \quad t \in[0, T] \backslash\left\{t_{j}\right\}, \\
u(0)=u(T)=0, \\
\Delta u^{\prime}\left(t_{j}\right)=u^{\prime}\left(t_{j}^{+}\right)-u^{\prime}\left(t_{j}^{-}\right)=\mu I_{j}\left(u\left(t_{j}\right)\right), \quad j=1,2, \ldots, n,
\end{array}\right.
$$

has an unbounded sequence of weak solutions.

Proof It is enough to apply Theorem 3.3 to the following function:

$$
\bar{g}(t, x)=g(t, x)+\frac{\bar{\gamma}}{\bar{\lambda}} h(t, x), \quad(t, x) \in[0, T] \times \mathbb{R},
$$

where $\bar{\gamma}$ is fixed in $\left[0, \gamma_{H, \lambda}^{*}[\right.$ and $\bar{\lambda}$ is fixed in $\Lambda$. In fact, one has

$$
\begin{align*}
\bar{\alpha} & =\liminf _{\xi \rightarrow+\infty} \frac{\int_{0}^{T} e^{-A(t)} \max _{|x| \leq \xi} \bar{G}(t, x) d t}{\xi^{2}} \leq \alpha+\frac{\bar{\gamma}}{\bar{\lambda}} H_{\infty}<\alpha+\frac{\gamma_{H, \lambda}^{*}}{\bar{\lambda}} H_{\infty} \\
& =\alpha+\frac{2}{T e^{\|a\|_{1}}} \frac{1}{\bar{\lambda}}-\alpha=\frac{2}{T e^{\|a\|_{1}}} \frac{1}{\bar{\lambda}} \tag{9}
\end{align*}
$$

and

$$
\begin{equation*}
\bar{\beta}=\limsup _{\xi \rightarrow+\infty} \frac{\int_{T / 4}^{3 T / 4} e^{-A(t)} \bar{G}(t, \xi) d t}{\xi^{2}} \geq \limsup _{\xi \rightarrow+\infty} \frac{\int_{T / 4}^{3 T / 4} e^{-A(t)} G(t, \xi) d t}{\xi^{2}}=\beta \tag{10}
\end{equation*}
$$

for which $\bar{\alpha}<\frac{2}{T e^{|l| \|_{1}}} \frac{1}{\lambda}<\frac{2}{T e^{\|a\|_{1}}} \frac{\tilde{k} T e^{\|a\|_{1}}}{2}=\tilde{k} \beta \leq \tilde{k} \bar{\beta}$, that is, $\bar{\alpha}<\tilde{k} \bar{\beta}$. Moreover, from (9) one has $\bar{\lambda}<\frac{2}{T e^{\|a\|_{1}}} \frac{1}{\bar{\alpha}}$ and from (10) $\bar{\lambda}>\frac{2}{\hat{k} T e^{\|a\| \|_{1}}} \frac{1}{\bar{\beta}}$. Hence, $\left.\bar{\lambda} \in\right]_{\overline{\hat{k}} T e^{\|a\| \|_{1}}} \frac{1}{\bar{\beta}}, \frac{2}{T e^{\|a\|_{1}}} \frac{1}{\bar{\alpha}}$ [ and Theorem 3.3 ensures the conclusion.

## 4 Applications

In many papers [13, 20, 22, 28] and [23], the authors obtain the existence of infinitely many solutions for problem $\left(D_{\lambda, \mu}\right)$ while the impulsive term is supposed to be odd. The next examples provide problems that admit infinitely many solutions for which those other results cannot be applied.

Example 4.1 Consider the following boundary value problem:

$$
\left\{\begin{array}{l}
-\left(\frac{\sqrt{4 t+1}}{t+1} u^{\prime}(t)\right)^{\prime}+(1+\sqrt{t}) u(t)=\lambda f(t, u(t)), \quad t \in[0,1], t \neq t_{j},  \tag{11}\\
u(0)=u(1)=0 \\
\Delta u^{\prime}\left(t_{j}\right)=\mu\left(\frac{2 u}{u^{2}+1}-1\right), \quad j=1,2, \ldots, n
\end{array}\right.
$$

where $f:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ is the function defined as follows:

$$
f(t, u)= \begin{cases}\cos \left(\frac{\pi}{2} t\right) u \sin ^{2} \ln (u) & \text { if } u>0 \\ 0 & \text { if } u \leq 0\end{cases}
$$

It is easy to see that conditions $\left(a_{1}\right),\left(a_{2}\right),\left(i_{1}\right)$ and $\left(i_{2}\right)$ of Theorem 3.1 hold. In particular, $k=\frac{3}{4 \sqrt{3}+1}$ and

$$
\begin{aligned}
& \liminf _{\xi \rightarrow+\infty} \frac{\int_{0}^{1} \max _{|x| \leq \xi} F(t, x) d t}{\xi^{2}}=\frac{2-\sqrt{2}}{4 \pi}, \\
& \limsup _{\xi \rightarrow+\infty} \frac{\int_{1 / 4}^{3 / 4} F(t, \xi) d t}{\xi^{2}}=\frac{(2+\sqrt{2}) \sqrt{4-2 \sqrt{2}}}{8 \pi} .
\end{aligned}
$$

Then, for each $\lambda \in[36,42]$ and for every $\mu \geq 0$, problem (11) has an unbounded sequence of solutions in $X$.

Now, we give an application of Theorem 3.4.

## Example 4.2 Consider the Dirichlet problem

$$
\left\{\begin{array}{l}
-u^{\prime \prime}(t)+u^{\prime}(t)+u(t)=\lambda g(t, u(t)), \quad t \in\left[0, \frac{1}{2}\right], t \neq t_{1}  \tag{12}\\
u(0)=u(1 / 2)=0 \\
\Delta u^{\prime}\left(t_{1}\right)=\mu\left(-e^{u}\left(u^{2}+2 u\right)\right)
\end{array}\right.
$$

where $g:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ is the function defined as follows:

$$
g(t, u)= \begin{cases}e^{t} u\left(\frac{5}{2}-2 \sin (\ln |u|)-\cos (\ln |u|)\right) & \text { if } u \neq 0 \\ 0 & \text { if } u=0\end{cases}
$$

By a simple calculation, we get $k=\frac{24}{49 \sqrt{e}}$ and

$$
\begin{aligned}
& \liminf _{\xi \rightarrow 0^{+}} \frac{\int_{0}^{T} e^{-A(t)} \max _{|x| \leq \xi} G(t, x) d t}{\xi^{2}}=\frac{1}{8}, \\
& \limsup _{\xi \rightarrow 0^{+}} \frac{\int_{T / 4}^{3 T / 4} e^{-A(t)} G(t, \xi) d t}{\xi^{2}}=\frac{9}{16} .
\end{aligned}
$$

Then, from Theorem 3.4, for each $\lambda \in[15,19]$ and for every $\mu \in\left[0, \frac{11}{20}[\right.$, problem (12) admits a sequence of pairwise distinct classical solutions strongly converging at 0 . We observe that, in this case, as direct computations show, also zero is a solution of the problem.
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