# On existence and multiplicity of solutions for Kirchhoff-type equations with a nonsmooth potential 

## Ziqing Yuan and Lihong Huang*

"Correspondence
lhhuang@hnu.edu.cn College of Mathematics and Econometrics, Hunan University, Changsha, Hunan 410082, P.R. China


#### Abstract

This paper is concerned with the following Kirchhoff-type problems with a nonsmooth potential: $-\left(a+b \int_{\Omega}|\nabla u|^{2} \mathbf{d} x\right) \Delta u \in \partial j(x, u)$ for a.a. $x \in \Omega, u=0$ on $\partial \Omega$. Using the nonsmooth mountain pass theorem, the nonsmooth local linking theorem, and the nonsmooth fountain theorem, we establish the existence and multiplicity of solutions for the problem. All this is based on the nonsmooth critical point. Some recent results in the literature are generalized and improved.
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## 1 Introduction

In recent years, various Kirchhoff-type problems have been widely discussed by lots of authors. The Kirchhoff mode is an extension of the classical D'Alembert's wave equation for free vibrations of elastic strings, which takes into account the changes in length of the string produced by transverse vibrations. Some interesting studies of the Kirchhoff equations can be found in [1-7] and references therein. Especially, there exist lots of papers focused on studying the following Kirchhoff-type equations:

$$
\left\{\begin{array}{l}
-\left(a+b \int_{\Omega}|\nabla u|^{2} \mathrm{~d} x\right) \Delta u=f(x, u) \quad \text { in } \Omega  \tag{1.1}\\
\left.u\right|_{\partial \Omega}=0
\end{array}\right.
$$

where $f$ is a continuous function. For example, Perera and Zhang [6] derived nontrivial solutions for problem (1.1) with the help of the Yang index and critical groups. In [8], Chen et al., by employing fibering map methods and the Nehari manifold, discussed problem (1.1) with concave and convex nonlinearities and obtained the existence of multiple positive solutions. Recently, Liang et al. in [9] firstly studied the bifurcation phenomena of problem (1.1) with the right-hand side of the first equation replaced by $v f(x, u)$ by using the topological degree and variational methods.

As is well known, many free boundary problems and obstacle problems may be reduced to partial differential equations with discontinuous nonlinearities. Among these problems, we have the seepage surface problem [10], the obstacle problem [11], and the Elenbaas equation [12] and so on. Based on these results, the theory of nonsmooth varia-

[^0]tional analysis has been developed rapidly. For a comprehensive understanding, we refer to the monographs of [13-16].

Inspired by the above results, a natural question arises: what will happen when the potential function $f$ is discontinuous in problem (1.1)? This is the main point of interest in our paper to study. For this purpose, we consider the following Kirchhoff-type problems with a nonsmooth potential (hemivariational inequality):

$$
\begin{cases}-\left(a+b \int_{\Omega}|\nabla u|^{2} \mathrm{~d} x\right) \Delta u \in \partial j(x, u) & \text { for a.a. } x \in \Omega  \tag{1.2}\\ u=0 & \text { on } \partial \Omega\end{cases}
$$

where $\Omega \subseteq \mathbb{R}^{N}$ is a bounded domain with a $C^{2}$-boundary $\partial \Omega(N=1,2,3), a, b>0$. By $\partial j(x, u)$ we denote the generalized subdifferential of $u \mapsto j(x, u)$.

Remark 1.1 If we let $a=1$ and $b=0$, then problem (1.2) turns into

$$
\begin{cases}-\Delta u \in \partial j(x, u) & \text { for a.a. } x \in \Omega  \tag{1.3}\\ u=0 & \text { on } \partial \Omega\end{cases}
$$

Problem (1.3) is a well-known semilinear elliptic equation with a nonsmooth potential and there exist many results focused on discussing problem (1.3); see [17-22] and references therein.

To the best of our knowledge, there exist few results on studying the Kirchhoff-type problems with nonsmooth potentials. We will face at least two difficulties in treating problem (1.2). Firstly, the presence of discontinuities probably leads to no solution of problem (1.2) in general. Therefore, in order to overcome this difficulty, our approach is based on the nonsmooth critical point theorem for locally Lipschitz functions due to Chang [11]. Specifically, we consider such a function $f$, which is locally essentially bounded measurable and we fill the discontinuity gaps of $f$, replacing $f$ by an interval $\partial j(x, u)=\left[f^{-}(x, u), f^{+}(x, u)\right]$, where

$$
f^{-}(x, u)=\lim _{\delta \rightarrow 0^{+}} \operatorname{essinf} f(x, t), \quad f^{+}(x, u)=\lim _{\delta \rightarrow 0^{+}} \operatorname{ess} \sup f(x, u \mid<\delta) .
$$

Secondly, it is well known that the classic (AR)-condition (see $\left(\mathrm{J}_{4}\right)$ ) guarantees that every $(P S)_{c}$ sequence is bounded. However, in our Theorems 1.4 and 1.5 , we abandon the classic $(A R)$-condition and have to find new conditions (see $\left.\left(\mathrm{J}_{7}\right)-\left(\mathrm{J}_{9}\right)\right)$ to ensure that every $(P S)_{c}$ sequence is bounded.
In our article, we need the following assumptions:
( $\mathrm{J}_{1}$ ) $j: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ is a function, and $j(\cdot, u)$ is measurable for all $u \in \mathbb{R}$ and $j(x, \cdot)$ is locally Lipschitz for almost all $x \in \Omega$;
( $\mathrm{J}_{2}$ ) for almost all $x \in \Omega$, all $u \in \mathbb{R}$ and all $\omega \in \partial j(x, u)$, we have

$$
|\omega| \leq c\left(|u|^{p-1}+1\right) \quad \text { for some } 4<p<2^{*}= \begin{cases}6, & \text { if } N=3 \\ \infty, & \text { if } N=1,2\end{cases}
$$

for some $c>0$;
$\left(\mathrm{J}_{3}\right)$ for almost all $x \in \Omega$, we have

$$
\limsup _{|u| \rightarrow+\infty} \frac{j(x, u(x))}{|u(x)|^{4}} \leq \alpha_{1}
$$

where $\alpha_{1} \leq \frac{b}{4 c_{4}^{4}}$, and $c_{4}$ satisfies $\int_{\Omega}|u|^{4} \mathrm{~d} x \leq c_{4}^{4}\left(\int_{\Omega}|\nabla u|^{2} \mathrm{~d} x\right)^{2}$;
( $\mathrm{J}_{4}$ ) there exist $q>4$ and $M_{1}>0$ such that for almost all $x \in \Omega$, all $|u| \geq M_{1}$ and all $\omega \in$ $\partial j(x, u)$, we have $0<q j(x, u) \leq \omega u ;$
( $\mathrm{J}_{5}$ ) there exists $\delta>0$, such that $\frac{a}{2} \lambda_{k} u^{2}+\frac{b}{4 c_{4}^{4}} \lambda_{k}^{2} u^{4} \leq j(x, u) \leq \frac{a}{2} \lambda_{k+1} u^{2}+\frac{b}{8 c_{4}^{4}} u^{4}$, for a.a. $x \in \Omega$ and all $|u| \leq \delta, k \in \mathbb{N}\left(\lambda_{k}\right.$ denotes the variational characterization (see (2.1) and (2.2)));
( $\mathrm{J}_{6}$ ) $j(x, u)=j(x,-u) \forall x \in \Omega, u \in \mathbb{R}$;
( $\mathrm{J}_{7}$ ) there exists $M_{2}>0$ such that for a.a. $x \in \Omega$, all $|u| \geq M_{2}$ and all $\omega \in \partial j(x, u)$, we have $4 j(x, u) \leq u \omega ;$
( $\mathrm{J}_{8}$ ) $\quad \lim _{|u| \rightarrow+\infty} \frac{j(x, u)}{u^{4}} \rightarrow+\infty$ uniformly for almost all $x \in \Omega$;
$\left(\mathrm{J}_{9}\right) \lim _{|u| \rightarrow+\infty}(\omega u-4 j(x, u)) \rightarrow+\infty$ as $|u| \rightarrow+\infty$, and there exist $\sigma>1+\frac{2}{2^{*}-2}$ and a positive constant $l$ such that $|\omega|^{\sigma} \leq l(\omega u-4 j(x, u))|u|^{\sigma}$ for $|u|$ large and for a.a. $x \in \Omega$ and $\omega \in \partial j(x, u) ;$
( $\mathrm{J}_{10}$ ) $\lim _{x \rightarrow 0} \frac{j(x, u)}{|u|^{2}} \leq \frac{\lambda_{1}}{2} a$ uniformly for a.a. $x \in \Omega$.
Our main results are the following:

Theorem 1.1 If hypotheses $\left(\mathrm{J}_{1}\right),\left(\mathrm{J}_{2}\right),\left(\mathrm{J}_{4}\right),\left(\mathrm{J}_{10}\right)$, and $j(x, 0)=0$ for a.a. $x \in \Omega$ are satisfied, then problem (1.2) has at least one nontrivial solution.

Theorem 1.2 If hypotheses $\left(\mathrm{J}_{1}\right),\left(\mathrm{J}_{2}\right),\left(\mathrm{J}_{3}\right),\left(\mathrm{J}_{5}\right)$, and $j(x, 0)=0$ for a.a. $x \in \Omega$ are satisfied, then problem (1.2) has at least two nontrivial solutions.

Motivated by [23], we obtain the existence of infinitely solutions for problem (1.2).

Theorem 1.3 If hypotheses $\left(\mathrm{J}_{1}\right),\left(\mathrm{J}_{2}\right),\left(\mathrm{J}_{4}\right)$, and $\left(\mathrm{J}_{6}\right)$ are satisfied, then problem (1.2) has infinitely many large energy solutions.

Theorem 1.4 If hypotheses $\left(\mathrm{J}_{7}\right)$ and $\left(\mathrm{J}_{8}\right)$ are used in place of $\left(\mathrm{J}_{4}\right)$, then the conclusion of Theorem 1.3 holds.

Theorem 1.5 If hypothesis $\left(\mathrm{J}_{9}\right)$ is used in place of $\left(\mathrm{J}_{7}\right)$, then the conclusion of Theorem 1.4 holds.

Remark 1.2 (i) It is not difficult to see that there exist many functions, which, respectively, satisfy Theorem 1.1 and Theorem 1.2. For example, for simplicity, we drop the $x$ dependence

$$
j_{1}(u)= \begin{cases}\frac{3}{16} c|u|^{\frac{16}{3}} & \text { if }|u| \geq 1 \\ \frac{3}{16} c|u|^{2} & \text { if }|u|<1\end{cases}
$$

where $0<c \leq \frac{8}{3} \lambda_{1} a$.

$$
j_{2}(u)= \begin{cases}\theta_{1}|u|^{\frac{5}{2}} & \text { if }|u|<1 \\ \theta_{1}|u|^{3} & \text { if }|u| \geq 1\end{cases}
$$

for some $\theta_{1}>0$. Then it is easy to check that $j_{1}(u)$ satisfies Theorem 1.1 and $j_{2}(u)$ satisfies Theorem 1.2.
(ii) Since we do not assume $j(x, u)>0$ in hypothesis $\left(\mathrm{J}_{7}\right)$, the assumption $\left(\mathrm{J}_{4}\right)$ cannot imply $\left(\mathrm{J}_{7}\right)$. So Theorem 1.3 and Theorem 1.4 are two different theorems. Furthermore, there exist functions $j(x, u)$, which satisfy all hypotheses of Theorem 1.3 and Theorem 1.4, while they do not satisfy hypothesis $\left(\mathrm{J}_{9}\right)$. For example

$$
j_{3}(u)= \begin{cases}\frac{2}{11}|u|^{\frac{11}{2}} & \text { if }|u| \geq 1 \\ \frac{2}{11}|u|^{2} & \text { if }|u|<1\end{cases}
$$

Then $j_{3}(u)$ satisfies all conditions of Theorem 1.3 and Theorem 1.4, while it does not satisfy Theorem 1.5.
(iii) There exist lots of functions which satisfy all assumptions of Theorem 1.5, while they do not satisfy $\left(\mathrm{J}_{4}\right)$ and $\left(\mathrm{J}_{7}\right)$, for example, for small $\varepsilon>0$, let

$$
j_{4}(u)= \begin{cases}|u|^{4+\varepsilon}+2 \varepsilon|u|^{4} \sin ^{2}\left(\frac{|u|^{\varepsilon}}{\varepsilon}\right) & \text { if }|u| \geq 1 \\ {\left[1+2 \varepsilon \sin ^{2}\left(\frac{1}{\varepsilon}\right)\right]|u|} & \text { if }|u|<1\end{cases}
$$

Then $j_{4}$ does not satisfy $\left(\mathrm{J}_{4}\right)$ and $\left(\mathrm{J}_{7}\right)$. This means that Theorem 1.5 is different from Theorem 1.3 and Theorem 1.4.

This paper is divided into three sections. In Section 2, we recall some basic definitions and propositions which will be used in the sequel. In Section 3, we give the proof of the main results.

## 2 Preliminaries

In this section we state some definitions and lemmas, which will be used throughout this paper. First of all, we give some definitions: $(X,\|\cdot\|)$ will denote a (real) Banach space and $\left(X^{*},\|\cdot\|_{*}\right)$ its topological dual. While $u_{n} \rightarrow u$ (respectively, $\left.u_{n} \rightharpoonup u\right)$ in $X$ means the sequence $\left\{u_{n}\right\}$ converges strongly (respectively, weakly) in $X$. As usual, $2^{*}$ denotes the critical Sobolev exponent, i.e., $2^{*}=\frac{2 N}{N-2}$ if $2<N$, and $2^{*}=+\infty$ if $2 \geq N$. We denote by $|\cdot|_{p}$ the usual $L^{p}$-norm. The $n$-dimensional Lebesgue measure of a set $E \in \mathbb{R}^{n}$ is denoted by $|E|$. Since $\Omega$ is a bounded domain, $X \hookrightarrow L^{r}(\Omega)$ continuously for $r \in\left[1,2^{*}\right]$, compactly for $r \in\left[1,2^{*}\right)$, and there exists $c_{r}>0$, such that

$$
|u|_{r} \leq c_{r}\|u\|, \quad \forall u \in X
$$

Definition 2.1 A function $I: X \rightarrow \mathbb{R}$ is locally Lipschitz if for every $u \in X$ there exist a neighborhood $U$ of $u$ and $L>0$ such that for every $v, \eta \in U$

$$
|I(v)-I(\omega)| \leq L\|v-\eta\| .
$$

Definition 2.2 Let $I: X \rightarrow \mathbb{R}$ be a locally Lipschitz functional, $u, v \in X$ : the generalized derivative of $I$ in $u$ along the direction $v$,

$$
I^{0}(u ; v)=\limsup _{\omega \rightarrow u, \tau \rightarrow 0^{+}} \frac{I(\omega+\tau v)-I(\omega)}{\tau} .
$$

It is easy to see that the function $v \mapsto I^{0}(u ; v)$ is sublinear, continuous and so is the support function of a nonempty, convex, and $\omega^{*}$-compact set $\partial I(u) \subset X^{*}$, defined by

$$
\partial I(u)=\left\{u^{*} \in X^{*}:\left\langle u^{*}, v\right\rangle_{X} \leq I^{0}(u ; v) \text { for all } v \in X\right\} .
$$

If $I \in C^{1}(X)$, then

$$
\partial I(u)=\left\{I^{\prime}(u)\right\} .
$$

Clearly, these definitions extend those of the Gâteaux directional derivative and gradient.

A point $x \in X$ is a critical point of $I$, if $0 \in \partial I(u)$. It is easy to see that, if $u \in X$ is a local minimum of $I$, then $0 \in \partial I(u)$. For more on locally Lipschitz functionals and their subdifferential calculus, we refer the reader to Clarke [24].

Definition 2.3 If $I: X \rightarrow \mathbb{R}$ is a locally Lipchitz function, then we say that $I$ satisfies the nonsmooth C -condition, if the following holds:

Every sequence $\left\{u_{n}\right\} \subset X$, such that

$$
I\left(u_{n}\right) \rightarrow c \quad \text { and } \quad\left(1+\left\|u_{n}\right\|_{X}\right) m^{I}\left(u_{n}\right) \rightarrow 0
$$

where $m^{I}\left(u_{n}\right)=\inf _{u_{n}^{*} \in \partial I\left(x, u_{n}\right)}\left\|u_{n}^{*}\right\|_{X^{*}}$, has a strongly convergent subsequence.
In the following, we introduce the eigenvalues of the negative Laplacian with a Dirichlet boundary condition. By $\left\{u_{n}\right\}_{n \geq 1}$ we denote the corresponding eigenfunctions. We know that $\left\{u_{n}\right\}_{n \geq 1} \subset C_{0}^{1}(\bar{\Omega})$ is an orthonormal basis of $L^{2}(\Omega)$ and an orthogonal basis of $H_{0}^{1}(\Omega)$. Also $\lambda_{n} \rightarrow+\infty$ as $n \rightarrow+\infty$. $\lambda_{1}$ is isolated and simple, and $u_{1} \in C_{0}^{1}(\bar{\Omega})$ is the only eigenfunction with constant sign. Furthermore, we derive the following variational characterization of $\left\{\lambda_{n}\right\}_{n \geq 1}$ :

$$
\begin{equation*}
\lambda_{1}=\min \left\{\frac{|\nabla u|_{2}^{2}}{|u|_{2}^{2}}: u \in H_{0}^{1}(\Omega), u \neq 0\right\}=\frac{\left|\nabla u_{1}\right|_{2}^{2}}{\left|u_{1}\right|_{2}^{2}} . \tag{2.1}
\end{equation*}
$$

For $n \geq 2$, we have

$$
\begin{align*}
\lambda_{n} & =\min \left\{\frac{|\nabla u|_{2}^{2}}{|u|_{2}^{2}}: u \in H_{0}^{1}(\Omega), u \perp\left\{u_{1}, \ldots, u_{n-1}\right\}, u \neq 0\right\} \\
& =\max \left\{\frac{|\nabla u|_{2}^{2}}{|u|_{2}^{2}}: u \in H_{0}^{1}(\Omega), u \in \operatorname{span}\left\{u_{k}\right\}_{k=1}^{n}, u \neq 0\right\} \\
& =\frac{\left|\nabla u_{n}\right|_{2}^{2}}{\left|u_{n}\right|_{2}^{2}} . \tag{2.2}
\end{align*}
$$

The following properties can be found in [25].
$\left(\mathrm{p}_{1}\right) 0<\lambda_{1}<\lambda_{2}<\cdots<\lambda_{n}$.
$\left(\mathrm{p}_{2}\right)|\nabla u|_{2}^{2} \geq \lambda_{1}|u|_{2}^{2}$ for all $u \in H_{0}^{1}(\Omega)$.
( $\mathrm{p}_{3}$ ) There exists an eigenfunction $u_{1}$ corresponding to $\lambda_{1}$ such that $u_{1} \in \operatorname{int}\left(C_{0}^{1}(\bar{\Omega})\right)$ as well as $\left|u_{1}\right|_{L^{2}(\Omega)}=1$.

Next, we list the nonsmooth mountain pass theorem.

Theorem 2.1 (Nonsmooth mountain pass theorem [16]) If there exist $u_{1} \in X$ and $r>0$, such that $\left\|u_{1}\right\|_{X}>r$,

$$
\max \left\{I(0), I\left(u_{1}\right)\right\} \leq \inf _{\|u\|=r} I(u)
$$

and I satisfies the nonsmooth C-condition with

$$
c=\inf _{\gamma \in \Gamma} \sup _{t \in[0,1]} I(\gamma(t)),
$$

where $\Gamma=\left\{\gamma \in C([0,1] ; X): \gamma(0)=0, \gamma(1)=u_{1}\right\}$, then $c \geq \inf _{\|u\|=r} I(u)$ and $c$ is a critical value of $I$. Moreover, if $c=\inf \{I(u):\|u\|=r\}$, then there exists a critical point $u_{0}$ of I with $I\left(u_{0}\right)=c$ and $\left\|u_{0}\right\|=r\left(i . e ., K_{c}^{I} \cap \partial B_{r} \neq \emptyset\right)$.

Recently, Kandilakis et al. [26] proved a multiplicity result under the so-called local linking conditions. The result is a nonsmooth version of result due to Brézis and Nirenberg [27].

Theorem 2.2 If $X$ is a reflexive Banach space, $X=Y \oplus V$ with $\operatorname{dim} Y<+\infty, I: X \rightarrow \mathbb{R}$ is a locally Lipschitz function which is bounded below and satisfies the nonsmooth C-condition; we have $I(0)=0, \inf _{X} I<0$ and there exists $r>0$, such that

$$
\left\{\begin{array}{ll}
I(u) \leq 0 & \text { if } u \in Y,\|u\| \leq r \\
I(u) \geq 0 & \text { if } u \in V,\|u\| \leq r
\end{array} \quad\right. \text { (local linking condition), }
$$

then I has at least two nontrivial critical points.

In the following, we introduce a nonsmooth version fountain theorem which was proved by Dai [23]. The smooth fountain theorem was established by Bartsh in [28, 29].

Definition 2.4 Assume that the compact group $G$ acts diagonally on $V^{k}$

$$
g\left(v_{1}, \ldots, v_{k}\right)=\left(g v_{1}, \ldots, g v_{k}\right)
$$

where $V$ is a finite dimensional space. The action of $G$ is admissible if every continuous equivariant map $\partial U \rightarrow V^{k-1}$, where $U$ is an open bounded invariant neighborhood of 0 in $V^{k}, k \geq 2$, has a zero.

Example 2.1 The antipodal action $G=\mathbb{Z}$ on $V=\mathbb{R}$ is admissible.
We consider the following situation:
$\left(\mathrm{A}_{1}\right)$ The compact group $G$ acts isometrically on the Banach space $X=\overline{\bigoplus_{m \in \mathbb{N}} X_{m}}$, the space $X_{m}$ are invariant and there exists a finite dimensional space $V$ such that, for every $m \in \mathbb{N}, X_{m} \simeq V$ and the action of $G$ on $V$ is admissible.

In the theorem, we will use the following notations:

$$
\begin{align*}
& Y_{k}=\bigoplus_{m=0}^{k} X_{m}, \quad Z_{k}=\bigoplus_{m=k}^{\infty} X_{m}  \tag{2.3}\\
& B_{k}=\left\{u \in Y_{k}:\|u\| \leq \rho_{k}\right\}, \quad N_{k}=\left\{u \in Z_{k}:\|u\|=r_{k}\right\},
\end{align*}
$$

where $\rho_{k}>r_{k}>0$.

The following lemma is very important when we use the fountain theorem to prove infinite solutions for problem (1.2).

Lemma 2.1 (see [29]) If $1 \leq p<2^{*}$, then we have

$$
\beta_{k}=\sup _{u \in Z_{k},\|u\|=1}|u|_{p} \rightarrow 0, \quad k \rightarrow \infty
$$

Theorem 2.3 Under assumption $\left(\mathrm{A}_{1}\right)$, let $I: X \rightarrow \mathbb{R}$ be an invariant locally Lipshitz functional. Iffor every $k \in \mathbb{N}$, there exists $\rho_{k}>r_{k}>0$ such that
$\left(\mathrm{A}_{2}\right) \quad a_{k}=\max _{u \in Y_{k},\|u\|=\rho_{k}} I(u) \leq 0$;
$\left(\mathrm{A}_{3}\right) b_{k}=\inf _{u \in Z_{k},\|u\|=r_{k}} I(u) \rightarrow \infty, k \rightarrow \infty$;
$\left(\mathrm{A}_{4}\right)$ I satisfies the nonsmooth $(P S)_{c}$ condition for every $c>0$,
then I has an unbounded sequence of critical values.

In this paper we let $X=H_{0}^{1}(\Omega)$ be the Sobolev space equipped with the norm $\|u\|=$ $|\nabla u|_{2}$.
We say that $u$ is a weak solution to problem (1.2), if $u \in X$ and

$$
\left(a+b\|u\|^{2}\right) \int_{\Omega} \nabla u \cdot \nabla v \mathrm{~d} x-\int_{\Omega} \omega v \mathrm{~d} x=0
$$

for all $v \in X$ and $\omega \in \partial j(x, u)$ a.e. on $\Omega$.
Seeking a weak solution of problem (1.2) is equivalent to finding a critical point of the energy function $I: X \rightarrow \mathbb{R}$ for problem (1.2), defined by

$$
\begin{equation*}
I(u)=\frac{a}{2}\|u\|^{2}+\frac{b}{4}\|u\|^{4}-\int_{\Omega} j(x, u(x)) \mathrm{d} x, \quad \forall u \in X \tag{2.4}
\end{equation*}
$$

$I$ is Lipschitz continuous on bounded sets, hence it is locally Lipschitz (see [24], p.83).

## 3 Proof of the main results

In order to give the proofs of our main results, we firstly prove the following lemma.

Lemma 3.1 If $\left(\mathrm{J}_{1}\right)$ and $\left(\mathrm{J}_{2}\right)$ hold, assume that $\left\{u_{n}\right\}_{n \geq 1} \subseteq X$ is a bounded sequence with $m^{I}\left(u_{n}\right) \rightarrow 0$, then $\left\{u_{n}\right\}_{n \geq 1} \subseteq X$ has a convergent sequence.

Proof Since $\left\{u_{n}\right\} \subset X$ is bounded and the embedding $X \hookrightarrow L^{r}(\Omega)$ is compact for all $r \in$ $\left[1,2^{*}\right)$, passing to a subsequence, we may assume that

$$
\begin{align*}
& u_{n} \rightharpoonup u \quad \text { in } X, \quad u_{n} \rightarrow u \quad \text { in } L^{r}(\Omega), \quad u_{n} \rightarrow u(x) \quad \text { for a.a. } x \in \Omega,  \tag{3.1}\\
& \left|u_{n}(x)\right| \leq k(x) \quad \text { for a.a. } x \in \Omega \text { and all } n \geq 1, \text { with } k \in L^{r}(\Omega)_{+} .
\end{align*}
$$

Note that

$$
\begin{aligned}
\left\langle u_{n}^{*}-\right. & \left.u^{*}, u_{n}-u\right\rangle \\
= & \left(a+b \int_{\Omega}\left|\nabla u_{n}\right|^{2} \mathrm{~d} x\right) \int_{\Omega} \nabla u_{n} \cdot \nabla\left(u_{n}-u\right) \mathrm{d} x \\
& -\left(a+b \int_{\Omega}|\nabla u|^{2} \mathrm{~d} x\right) \int_{\Omega} \nabla u \cdot \nabla\left(u_{n}-u\right) \mathrm{d} x-\int_{\Omega}\left(\omega_{n}-\omega\right)\left(u_{n}-u\right) \mathrm{d} x \\
= & \left(a+b \int_{\Omega}\left|\nabla u_{n}\right|^{2} \mathrm{~d} x\right) \int_{\Omega}\left|\nabla\left(u_{n}-u\right)\right|^{2} \mathrm{~d} x-b\left(\int_{\Omega}|\nabla u|^{2} \mathrm{~d} x-\int_{\Omega}\left|\nabla u_{n}\right|^{2} \mathrm{~d} x\right) \\
& \cdot \int_{\Omega} \nabla u \cdot \nabla\left(u_{n}-u\right) \mathrm{d} x-\int_{\Omega}\left(\omega_{n}-\omega\right)\left(u_{n}-u\right) \mathrm{d} x \\
\geq & \min \{a, 1\}\left\|u_{n}-u\right\|^{2}-b\left(\int_{\Omega}|\nabla u|^{2} \mathrm{~d} x-\int_{\Omega}\left|\nabla u_{n}\right|^{2} \mathrm{~d} x\right) \int_{\Omega} \nabla u \cdot \nabla\left(u_{n}-u\right) \mathrm{d} x \\
& -\int_{\Omega}\left(\omega_{n}-\omega\right)\left(u_{n}-u\right) \mathrm{d} x,
\end{aligned}
$$

where $u^{*} \in \partial I(u), u_{n}^{*} \in \partial I\left(u_{n}\right), \omega \in \partial j(x, u)$ and $\omega_{n} \in \partial j\left(x, u_{n}\right)$ for almost all $x \in \Omega$, then we obtain

$$
\begin{align*}
\min \{a, 1\}\left\|u_{n}-u\right\|^{2} \leq & \left\langle u_{n}^{*}-u^{*}, u_{n}-u\right\rangle+b\left(\int_{\Omega}|\nabla u|^{2} \mathrm{~d} x-\int_{\Omega}\left|\nabla u_{n}\right|^{2} \mathrm{~d} x\right) \\
& \cdot \int_{\Omega} \nabla u \cdot \nabla\left(u_{n}-u\right) \mathrm{d} x+\int_{\Omega}\left(\omega_{n}-\omega\right)\left(u_{n}-u\right) \mathrm{d} x . \tag{3.2}
\end{align*}
$$

From (3.1) and the boundedness of $\left\{u_{n}\right\}$ in $X$, we have

$$
\begin{equation*}
b\left(\int_{\Omega}|\nabla u|^{2} \mathrm{~d} x-\int_{\Omega} \nabla\left|u_{n}\right|^{2} \mathrm{~d} x\right) \cdot \int_{\Omega} \nabla u \cdot \nabla\left(u_{n}-u\right) \mathrm{d} x \rightarrow 0, \tag{3.3}
\end{equation*}
$$

as $n \rightarrow+\infty$. Furthermore, from $\left(\mathrm{J}_{2}\right)$ and the Hölder inequality

$$
\begin{aligned}
\int_{\Omega}\left(\omega_{n}-\omega\right)\left(u_{n}-u\right) \mathrm{d} x & \leq \int_{\Omega}\left|\omega_{n}-\omega\right|\left|u_{n}-u\right| \mathrm{d} x \\
& \leq \int_{\Omega} c_{1}\left(\left|u_{n}\right|^{p-1}+|u|^{p-1}+1\right)\left|u_{n}-u\right| \mathrm{d} x \\
& \leq c_{1}|\Omega|^{\frac{1}{2}}\left|u_{n}-u\right|_{2}+c_{1}\left|u_{n}-u\right|_{p}\left(\left|u_{n}\right|_{p}^{p-1}+|u|_{p}^{p-1}\right) \\
& \leq c_{1}|\Omega|^{\frac{1}{2}}\left|u_{n}-u\right|_{2}+c_{2}\left|u_{n}-u\right|_{p},
\end{aligned}
$$

where $c_{1}, c_{2}$ are some positive constants. Since $\left|u_{n}-u\right|_{2} \rightarrow 0$ and $\left|u_{n}-u\right|_{p} \rightarrow 0$ as $n \rightarrow+\infty$, we infer that

$$
\begin{equation*}
\int_{\Omega}\left(\omega_{n}-\omega\right)\left(u_{n}-u\right) \mathrm{d} x \rightarrow 0 \tag{3.4}
\end{equation*}
$$

as $n \rightarrow+\infty$. Note that

$$
\begin{equation*}
\left\langle u_{n}^{*}-u^{*}, u_{n}-u\right\rangle \rightarrow 0 \quad \text { as } n \rightarrow+\infty . \tag{3.5}
\end{equation*}
$$

Hence, from (3.2)-(3.5), we deduce that $\left\|u_{n}-u\right\| \rightarrow 0$. This means that $\left\{u_{n}\right\}_{n \geq 1} \subseteq X$ has a convergent sequence.

Remark If we use $\left(1+\left\|u_{n}\right\|\right) m^{I}\left(u_{n}\right) \rightarrow 0$ in place of $m^{I}\left(u_{n}\right) \rightarrow 0$, the proposition remains true.

In the following, we will use the nonsmooth mountain pass theorem to prove Theorem 1.1.

## Proof of Theorem 1.1

Claim 1. I satisfies the nonsmooth C-condition.
Let $\left\{u_{n}\right\}_{n \geq 1} \subseteq X$ such that

$$
\begin{equation*}
\left|I\left(u_{n}\right)\right| \leq M_{4} \quad \text { for all } n \geq 1 \quad \text { and } \quad\left(1+\left\|u_{n}\right\|\right) m^{I}\left(u_{n}\right) \rightarrow 0 \quad \text { as } n \rightarrow \infty, \tag{3.6}
\end{equation*}
$$

where $M_{4}>0$. From Lemma 3.1, we only need to prove that $\left\{u_{n}\right\}_{n \geq 1} \subseteq X$ is a bounded sequence. It follows from (3.6) that

$$
\begin{equation*}
-\left\langle u_{n}^{*}, u_{n}\right\rangle=-\left(a+b \int_{\Omega}\left|\nabla u_{n}\right|^{2} \mathrm{~d} x\right) \int_{\Omega}\left|\nabla u_{n}\right|^{2} \mathrm{~d} x+\int \omega_{n} u_{n} \mathrm{~d} x \leq \varepsilon_{n} \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{q a}{2} \int_{\Omega}\left|\nabla u_{n}\right|^{2} \mathrm{~d} x+\frac{q b}{4}\left\|u_{n}\right\|^{4}-\int_{\Omega} q j\left(x, u_{n}(x)\right) \mathrm{d} x \leq q M_{4} \tag{3.8}
\end{equation*}
$$

where $\varepsilon_{n} \rightarrow 0, u_{n}^{*} \in \partial I\left(u_{n}\right), \omega_{n} \in \partial j\left(x, u_{n}\right)$ a.a. on $\Omega$. Adding (3.7) and (3.8), we obtain

$$
\begin{equation*}
a\left(\frac{q}{2}-1\right)\left\|u_{n}\right\|^{2}+b\left(\frac{q}{4}-1\right)\left\|u_{n}\right\|^{4}+\int_{\Omega}\left(\omega_{n} u_{n}-q j\left(x, u_{n}(x)\right)\right) \mathrm{d} x \leq \varepsilon_{n}+q M_{4} \tag{3.9}
\end{equation*}
$$

By virtue of $\left(\mathrm{J}_{4}\right)$, we have

$$
\begin{equation*}
a\left(\frac{q}{2}-1\right)\left\|u_{n}\right\|^{2}+b\left(\frac{q}{4}-1\right)\left\|u_{n}\right\|^{4}+\int_{\left|u_{n}\right|<M_{1}}\left(\omega_{n} u_{n}-q j\left(x, u_{n}(x)\right)\right) \mathrm{d} x \leq \varepsilon_{n}+q M_{4} \tag{3.10}
\end{equation*}
$$

Since $a, b>0, q>4$, from (3.10) and $\left(\mathrm{J}_{2}\right)$, we deduce that

$$
\begin{equation*}
a\left(\frac{q}{2}-1\right)\left\|u_{n}\right\|^{2}+b\left(\frac{q}{4}-1\right)\left\|u_{n}\right\|^{4} \leq M_{5} \tag{3.11}
\end{equation*}
$$

for some $M_{5}>0$ and all $n \geq 1$, then from (3.11), we deduce that

$$
\left\{u_{n}\right\}_{n \geq 1} \subseteq X \quad \text { is bounded }
$$

Hence, from Lemma 3.1, we find that $I$ satisfies the nonsmooth C-condition.
By virtue of $\left(\mathrm{J}_{2}\right)$ and $\left(\mathrm{J}_{10}\right)$, there exists $c_{1}>0$ such that

$$
j(x, u) \leq \frac{a}{2} \lambda_{1}|u|^{2}+c_{1}|u|^{p}
$$

for almost all $x \in \Omega$, and all $u \in \mathbb{R}$, then we obtain

$$
\begin{aligned}
I(u) & =\frac{a}{2}\|u\|^{2}+\frac{b}{4}\|u\|^{4}-\int_{\Omega} j(x, u) \mathrm{d} x \\
& \geq \frac{a}{2}\|u\|^{2}-\frac{a \lambda_{1}}{2}|u|_{2}^{2}+\frac{b}{4}\|u\|^{4}-c_{1} \int_{\Omega}|u|^{p} \mathrm{~d} x \\
& \geq \frac{b}{4}\|u\|^{4}-c_{1} c_{p}^{p}\|u\|^{p}
\end{aligned}
$$

where $c_{p}^{p}$ satisfies $|u|_{p}^{p} \leq c_{p}^{p}\|u\|^{p}$. Since $p>4$, set $r_{0}=\left(\frac{b}{4 c_{1} p_{p}^{p}}\right)^{p-4}$, then for all $0<r<r_{0}$ we have

$$
\begin{equation*}
\inf \{I(u):\|u\|=r\}>0 \tag{3.12}
\end{equation*}
$$

Claim 2. There exists $u_{0} \in X$ with $\left\|u_{0}\right\|>r>0$ such that $I\left(u_{0}\right)<0$.
Let $N_{0}$ be the Lebesgue-null set outside which hypotheses $\left(\mathrm{J}_{1}\right),\left(\mathrm{J}_{2}\right)$, and $\left(\mathrm{J}_{4}\right)$ hold. Let $x \in \Omega \backslash N_{0}$ and $u \in \mathbb{R}$ with $|u| \geq M_{1}$. We set

$$
h(x, \tau)=j(x, \tau u), \quad \tau \geq 1 .
$$

It is obvious that $h(x, \cdot)$ is locally Lipschitz and from the nonsmooth chain rule (see Clark [24], p.45), we obtain

$$
\partial h(x, \tau) \subseteq \partial_{u}(x, \tau u) u
$$

thus

$$
\tau \partial h(x, \tau) \subseteq \partial_{u}(x, \tau u) \tau u
$$

By virtue of hypothesis $\left(\mathrm{J}_{4}\right)$, we obtain

$$
\tau h^{\prime}(x, \tau) \geq q h(x, \tau)
$$

for all $x \in \Omega \backslash N_{0}$ and a.a. $\tau \geq 1$. Consequently

$$
\frac{q}{\tau} \leq \frac{h^{\prime}(x, \tau)}{h(x, \tau)}
$$

for all $x \in \Omega \backslash N_{0}$ and a.a. $\tau \geq 1$. Integrating from 1 to $\tau_{0}>1$, we derive

$$
\ln \tau_{0}^{q} \leq \ln \frac{h\left(x, \tau_{0}\right)}{h(x, 1)} \quad \Rightarrow \quad \tau_{0}^{q} h(x, 1) \leq h\left(x, \tau_{0}\right) .
$$

Hence we have shown that for $x \in \Omega \backslash N_{0},|u| \geq M_{1}>1$, and $\tau \geq 1$, we have

$$
\begin{equation*}
\tau^{q} j(x, u) \leq j(x, \tau u) . \tag{3.13}
\end{equation*}
$$

Then for all $u \geq M_{1}$, due to (3.13), we have

$$
\begin{equation*}
j(x, u)=j\left(x, \frac{u}{M_{1}} M_{1}\right) \geq\left(\frac{u}{M_{1}}\right)^{q} j\left(x, M_{1}\right) . \tag{3.14}
\end{equation*}
$$

For all $u \leq-M_{1}$, we obtain

$$
\begin{equation*}
j(x, u)=j\left(x, \frac{u}{-M_{1}}\left(-M_{1}\right)\right) \geq\left(\frac{|u|}{M_{1}}\right)^{q} j\left(x,-M_{1}\right) . \tag{3.15}
\end{equation*}
$$

From hypothesis $\left(\mathrm{J}_{2}\right)$ we can find $c_{2}>0$ such that

$$
\begin{equation*}
|j(x, u)| \leq c_{2} . \tag{3.16}
\end{equation*}
$$

for all $x \in \Omega \backslash N_{0}$ and all $|u| \leq M_{1}$. Together with (3.14)-(3.16), we infer that

$$
\begin{equation*}
j(x, u) \geq c_{3}|u|^{q}-c_{2} \tag{3.17}
\end{equation*}
$$

for a.a. $x \in \Omega$, all $u \in \mathbb{R}$ and some $c_{2}, c_{3}>0$. From (3.17), for $v \in X \backslash\{0\}$ and $t>1$, we obtain

$$
\begin{aligned}
I(t v) & =\frac{a t^{2}}{2}\|v\|^{2}+\frac{b t^{4}}{4}\|v\|^{4}-\int_{\Omega} j(x, t v) \mathrm{d} x \\
& \leq \frac{a t^{2}}{2}\|v\|^{2}+\frac{b t^{4}}{4}\|v\|^{4}-c_{3} t^{q} \int_{\Omega}|v|^{q} \mathrm{~d} x+c_{2}|\Omega| .
\end{aligned}
$$

Note that $q>4$, which implies $I(t v) \rightarrow-\infty$ as $t \rightarrow+\infty$. So we can choose a $t_{0}$ large enough such that $I\left(t_{0} v\right)<0$, and set $u_{0}=t_{0} v$, then $u_{0}$ is the desired element.

Define

$$
\Gamma=\left\{\gamma \in C([0,1], X): \gamma(0)=0, \gamma(1)=u_{0}\right\}, \quad c=\inf _{\gamma \in \Gamma} \sup _{t \in[0,1]} I(\gamma(t)),
$$

then $c \geq \inf _{\|u\|=r} I(u)$. From $I(0)=0$, Claims 1, 2, (3.12), and the nonsmooth mountain pass theorem, we infer that there exists a point $u \in X$ such that

$$
\begin{align*}
& I(u)=c \geq \inf \{I(u):\|u\|=r\}>0,  \tag{3.18}\\
& 0 \in \partial I(u) . \tag{3.19}
\end{align*}
$$

From (3.18) it immediately follows that $u \neq 0$. By (3.19), on account of [30] (p.362) we thus have

$$
\left(a+b\|u\|^{2}\right) \int_{\Omega} \nabla u \cdot \nabla v \mathrm{~d} x=\int_{\Omega} \omega v \mathrm{~d} x \quad \forall v \in X, \omega \in \partial j(x, u) \text { a.a. on } \Omega
$$

which evidently means

$$
\begin{cases}-\left(a+b \int_{\Omega}|\nabla u|^{2} \mathrm{~d} x\right) \Delta u=\omega & \text { for a.a. } x \in \Omega \\ u=0 & \text { on } \partial \Omega\end{cases}
$$

where $\omega \in \partial j(x, u)$ a.a. on $\Omega$. Hence the function $u \in X$ turns out to be a nontrivial solution for problem (1.2).

Proof of Theorem 1.2 We consider the orthogonal decomposition $X=Y \oplus V$, where $Y=$ $E_{k}=\bigoplus_{i=1}^{k} E\left(\lambda_{i}\right), E\left(\lambda_{i}\right)$ be the eigenvalue space $(i=1,2, \ldots)$ and $V=E_{k}^{\perp}$.

Claim 1. $I$ is coercive.
From $\left(\mathrm{J}_{2}\right)$ and $\left(\mathrm{J}_{3}\right)$, we have

$$
\begin{equation*}
j(x, u(x)) \leq \alpha_{1}|u(x)|^{4}+c_{5} \tag{3.20}
\end{equation*}
$$

for almost all $x \in \Omega$ and some $c_{5}>0$. Then

$$
\begin{aligned}
I(u) & =\frac{a}{2}\|u\|^{2}+\frac{b}{4}\|u\|^{4}-\int_{\Omega} j(x, u(x)) \mathrm{d} x \\
& \geq \frac{a}{2}\|u\|^{2}+\frac{b}{4}\|u\|^{4}-\alpha_{1} \int_{\Omega}|u(x)|^{4} \mathrm{~d} x-c_{5}|\Omega| \\
& \geq \frac{a}{2}\|u\|^{2}+\frac{b}{4}\|u\|^{4}-\alpha_{1} c_{4}^{4}\|u\|^{4}-c_{5}|\Omega| \\
& \geq \frac{a}{2}\|u\|^{2}-c_{5}|\Omega| \quad\left(\text { see }\left(\mathrm{J}_{3}\right)\right) .
\end{aligned}
$$

This means that $I(u)$ is coercive and so it is bounded below and satisfies the nonsmooth $(P S)_{c}$.

Claim 2. I satisfies a local linking at 0 with respect to $(Y, V)$.
For $u \in V,\left(\mathrm{~J}_{2}\right)$ and $\left(\mathrm{J}_{5}\right)$ mean that

$$
\begin{equation*}
j(x, u)<\frac{a}{2} \lambda_{k+1}|u|^{2}+\frac{b}{8 c_{4}^{4}}|u|^{4}+c_{6}|u|^{p}, \tag{3.21}
\end{equation*}
$$

for some $c_{6}>0$ and a.a. $x \in \Omega, u \in \mathbb{R}$. Then

$$
\begin{aligned}
I(u) & =\frac{a}{2}\|u\|^{2}+\frac{b}{4}\|u\|^{4}-\int_{\Omega} j(x, u(x)) \mathrm{d} x \\
& \geq \frac{a}{2}\|u\|^{2}+\frac{b}{4}\|u\|^{4}-\frac{a}{2} \lambda_{k+1} \int_{\Omega}|u|^{2} \mathrm{~d} x-\frac{b}{8 c_{4}^{4}} \int_{\Omega}|u|^{4} \mathrm{~d} x-c_{6} \int_{\Omega}|u|^{p} \mathrm{~d} x \\
& \geq \frac{b}{8}\|u\|^{4}-c_{6} c_{p}^{p}\|u\|^{p},
\end{aligned}
$$

where $c_{p}^{p}$ satisfies $\int_{\Omega}|u|^{p} \mathrm{~d} x \leq c_{p}^{p}\left(\int_{\Omega}|\nabla u|^{2} \mathrm{~d} x\right)^{2}$. Since $p>4$, letting $r_{1}=\left(\frac{b}{8 c_{6} c_{p}^{p}}\right)^{p-4}$, for all $0<r<r_{1}$, we have $I(u) \geq 0$. For $u \in Y$, from ( $\mathrm{J}_{5}$ ), there exists $r_{2}>0$ with $\|u\| \leq r_{2}=\frac{\delta}{\mu}$. When $|u| \leq \mu\|u\| \leq \delta$.

$$
j(x, u) \geq \frac{a}{2} \lambda_{k} u^{2}+\frac{b}{4 c_{4}^{4}} \lambda_{k}^{2}|u|^{4}
$$

Since $\operatorname{dim} Y_{k}=k<+\infty$, then

$$
I(u) \leq \frac{a}{2}\|u\|^{2}+\frac{b}{4}\|u\|^{4}-\frac{a}{2} \lambda_{k}|u|_{2}^{2}-\frac{b}{4 c_{4}^{4}} \lambda_{k}^{2}|u|_{4}^{4} \leq 0 .
$$

Choosing $r=\min \left\{r_{1}, r_{2}\right\}$, we find that $I$ satisfies a local linking at 0 with respect to $(Y, V)$. If $\inf _{u \in X} I(u)<0=I(0)$, from Theorem 2.1, we obtain two nontrivial critical points $\hat{u}_{1}, \hat{u}_{2} \in X$ of $I$, and hence two nontrivial solutions of problem (1.2).

If $\inf _{u \in X} I(u)=0$, then all $y \in Y \backslash\{0\}$ with $\|y\| \leq r_{2}$ satisfy

$$
I(y)=\inf _{y \in X} I(u)
$$

and so all are the nontrivial critical points of $I$, and hence we find a continuum of nontrivial solutions of problem (1.2). In both cases, by standing regularity theory, these solutions belong in $C_{0}^{1}(\bar{\Omega})$.

In the following, we choose an orthonormal basis $\left(e_{j}\right)$ of $X$ and we define $X_{j}=\mathbb{R} e_{j}$. We will use the nonsmooth fountain theorem with the antipodal action of $\mathbb{Z}_{2}$ to prove Theorem 1.3.

Proof of Theorem 1.3 From the proof of Theorem 1.1, we have already checked that $I(u)$ satisfies the nonsmooth $(P S)_{c}$. Note that $I$ is an even functional. We only need to prove that for $k$ large enough there exist $\rho_{k}>r_{k}>0$ such that
$\left(\mathrm{A}_{2}\right) a_{k}=\max _{u \in Y_{k},\|u\|=\rho_{k}} I(u) \leq 0$,
$\left(\mathrm{A}_{3}\right) b_{k}=\inf _{u \in Z_{k},\|u\|=r_{k}} I(u) \rightarrow \infty$, as $k \rightarrow+\infty$.
For $u \in Y_{k}$ (see (2.3)), from Claim 2 in Theorem 1, there exist $M_{5}>0, \alpha_{2}>0$, and $\alpha_{3}>0$ such that

$$
\begin{equation*}
j(x, u) \geq \alpha_{2}|u|^{q}-\alpha_{3} \tag{3.22}
\end{equation*}
$$

for a.a. $x \in \Omega$ and all $u \in \mathbb{R}$. From (3.22), we have

$$
\begin{align*}
I(u) & =\frac{a}{2}\|u\|^{2}+\frac{b}{4}\|u\|^{4}-\int_{\Omega} j(x, u) \mathrm{d} x \\
& \leq \frac{a}{2}\|u\|^{2}+\frac{b}{4}\|u\|^{4}-\alpha_{2}|u|_{q}^{q}-\alpha_{3}|\Omega| \tag{3.23}
\end{align*}
$$

Noting that $\operatorname{dim} Y_{k}<+\infty$, so all norms of $Y_{k}$ are equivalent. Then, from (3.23), we can find $\rho_{k}>0$ large enough such that

$$
\begin{equation*}
a_{k}=\max _{u \in Y_{k},\|u\|=\rho_{k}} I(u) \leq 0 \tag{3.24}
\end{equation*}
$$

For $u \in Z_{k}$, letting $\beta_{k}=\sup _{u \in Z_{k},\|u\|=1}|u|_{p}, k=1,2, \ldots$, from Lemma 2.1 and the mean value theorem, we have $\beta_{k} \rightarrow 0$ as $k \rightarrow \infty$. Set $r_{k}=\left(b^{-1} \alpha_{4} p \beta_{k}^{p}\right)^{\frac{1}{4-p}}$ for $u \in Z_{k}$ with $\|u\|=r_{k}$. By virtue of $\left(\mathrm{J}_{2}\right)$, we derive

$$
\begin{aligned}
I(u) & =\frac{a}{2}\|u\|^{2}+\frac{b}{4}\|u\|^{4}-\int_{\Omega} j(x, u) \mathrm{d} x \\
& \geq \frac{a}{2}\|u\|^{2}+\frac{b}{4}\|u\|^{4}-\alpha_{4} \int_{\Omega}|u|^{p} \mathrm{~d} x-c_{8}|\Omega| \\
& \geq \frac{a}{2}\|u\|^{2}+\frac{b}{4}\|u\|^{4}-\alpha_{4} \beta_{k}^{p}\|u\|^{p}-c_{8}|\Omega| \\
& =\frac{a}{2}\left(b^{-1} \alpha_{4} p \beta_{k}^{p}\right)^{\frac{2}{4-p}}+\left(\frac{1}{4}-\frac{1}{p}\right)\left(b^{-1}\right)^{\frac{p}{4-p}}\left(\alpha_{4} p \beta_{k}^{p}\right)^{\frac{4}{4-p}}-c_{8}|\Omega|
\end{aligned}
$$

for some $\alpha_{4}, c_{8}>0$. Since $p>4$ and $\beta_{k} \rightarrow 0$ as $k \rightarrow+\infty$, we obtain

$$
\begin{equation*}
b_{k}=\inf _{u \in Z_{k},\|u\|=r_{k}} I(u) \rightarrow+\infty \quad \text { as } k \rightarrow+\infty \tag{3.25}
\end{equation*}
$$

So from (3.24), (3.25), and noting that $I(u)$ satisfies the nonsmooth $(P S)_{c}$, by the nonsmooth fountain theorem, we deduce Theorem 1.3.

Proof of Theorem 1.4 From the proof of Theorem 1.3, we need to prove that any (PS) ${ }_{c}$ sequence is bounded and the condition $\left(\mathrm{A}_{2}\right)$ is satisfied. For $u \in Y_{k}$, by virtue of $\left(\mathrm{J}_{8}\right)$ and $\left(\mathrm{J}_{2}\right)$, we know that for any $c_{9}>0$, there exist constants $M_{6}>0,|u| \geq M_{6}$, and $c_{10}>0$ such that

$$
j(x, u) \geq c_{9}|u|^{4}-c_{10}
$$

for a.a. $x \in \Omega$, all $u \in \mathbb{R}$. Then

$$
\begin{aligned}
I(u) & =\frac{a}{2}\|u\|^{2}+\frac{b}{4}\|u\|^{4}-\int_{\Omega} j(x, u) \mathrm{d} x \\
& \leq \frac{a}{2}\|u\|^{2}+\frac{b}{4}\|u\|^{4}-c_{9}|u|_{4}^{4}+c_{10}|\Omega| .
\end{aligned}
$$

Since all norms are equivalent on the finitely dimensional space $Y_{k}$, we can find some $\theta>0$ such that

$$
\begin{equation*}
I(u) \leq \frac{a}{2}\|u\|^{2}-\left(c_{9} \theta-\frac{b}{4}\right)\|u\|^{4}+c_{10}|\Omega| . \tag{3.26}
\end{equation*}
$$

Let $c_{9}>\frac{b}{4 \theta}$. Then, from (3.26), we can find $\rho_{k}>0$ large enough such that

$$
\begin{equation*}
a_{k}=\max _{u \in Y_{k},\|u\|=\rho_{k}} I(u) \leq 0 . \tag{3.27}
\end{equation*}
$$

So the condition ( $\mathrm{A}_{2}$ ) holds.
Next, we show that $I$ satisfies the nonsmooth $(P S)_{c}$ on $X$. Let $\left\{u_{n}\right\}_{n \geq 1} \subseteq X$ such that

$$
\begin{equation*}
\left|I\left(u_{n}\right)\right| \leq M_{7} \quad \text { for all } n \geq 1 \quad \text { and } \quad m^{I}\left(u_{n}\right) \rightarrow 0 \quad \text { as } n \rightarrow+\infty \tag{3.28}
\end{equation*}
$$

Recalling that $u_{n}^{*} \in \partial I\left(u_{n}\right)$ a.a. on $\Omega$, from (3.28), we obtain

$$
\begin{equation*}
-\left\langle u_{n}^{*}, u_{n}\right\rangle=-\left(a+b \int_{\Omega}\left|\nabla u_{n}\right|^{2} \mathrm{~d} x\right) \int_{\Omega}\left|\nabla u_{n}\right|^{2} \mathrm{~d} x+\int_{\Omega} \omega_{n} u_{n} \mathrm{~d} x \leq \varepsilon_{n} \tag{3.29}
\end{equation*}
$$

and

$$
\begin{equation*}
2 a \int_{\Omega}\left|\nabla u_{n}\right|^{2} \mathrm{~d} x+b\left\|u_{n}\right\|^{4}-\int_{\Omega} 4 j\left(x, u_{n}\right) \mathrm{d} x \leq 4 M_{7}, \tag{3.30}
\end{equation*}
$$

where $\omega_{n} \in \partial j\left(x, u_{n}\right)$ a.a. on $\Omega$. Adding (3.29) and (3.30), we have

$$
a\left\|u_{n}\right\|^{2}+\int_{\Omega}\left(\omega_{n} u_{n}-4 j\left(x, u_{n}\right)\right) \mathrm{d} x \leq \varepsilon_{n}+4 M_{7}
$$

Then in a similar way as used in the proof of Theorem 1.1, we can infer that $\left\{u_{n}\right\}_{n \geq 1} \subseteq X$ is bounded in $X$. From Lemma 3.1, we find that $I$ satisfies the nonsmooth $(P S)_{c}$. Hence we complete the proof of Theorem 1.4.

Proof of Theorem 1.5 From the proofs of Theorem 1.3 and Theorem 1.4, it is necessary to show that every $(P S)_{c}$ sequence $\left\{u_{n}\right\}_{n \geq 1} \subset X$ of $I$ is bounded in $X$. Let $\left\{u_{n}\right\}_{n \geq 1} \subseteq X$ be a sequence, such that

$$
\left|I\left(u_{n}\right)\right| \leq M_{8} \quad \text { and } \quad m^{I}\left(u_{n}\right) \rightarrow 0 .
$$

Remember that $u_{n}^{*} \in \partial I\left(u_{n}\right)$ a.e. on $\Omega$ and $m^{I}\left(u_{n}\right)=\left\|u_{n}^{*}\right\|_{X^{*}}$ for $n \geq 1$. From Lemma 3.1, we only need to show that $\left\{x_{n}\right\}_{n \geq 1} \subset X$ is bounded in $X$. Supposing that $\left\{u_{n}\right\}_{n \geq 1} \subseteq X$ is not bounded in $X$, we may assume that $\left\|u_{n}\right\| \rightarrow+\infty$ as $n \rightarrow+\infty$, and we have

$$
\begin{align*}
4 M_{8}+1+\left\|u_{n}\right\| & \geq 4 I\left(u_{n}\right)-\left\langle u_{n}^{*}, u_{n}\right\rangle \\
& =a\left\|u_{n}\right\|^{2}+\int_{\Omega}\left(\omega_{n} u_{n}-4 j\left(x, u_{n}\right)\right) \mathrm{d} x \\
& \geq \min \{1, a\}\left\|u_{n}\right\|^{2}+\int_{\Omega}\left(\omega_{n} u_{n}-4 j\left(x, u_{n}\right)\right) \mathrm{d} x \tag{3.31}
\end{align*}
$$

where $\omega_{n} \in \partial j\left(x, u_{n}(x)\right)$ a.a. on $\Omega$. From (3.31), for $n$ large enough, we obtain

$$
\begin{align*}
4 M_{8}+1 & \geq \min \{1, a\}\left\|u_{n}\right\|^{2}-\left\|u_{n}\right\|+\int_{\Omega}\left(\omega_{n} u_{n}-4 j\left(x, u_{n}\right)\right) \mathrm{d} x \\
& \geq \int_{\Omega}\left(\omega_{n} u_{n}-4 j\left(x, u_{n}\right)\right) \mathrm{d} x . \tag{3.32}
\end{align*}
$$

Let

$$
y_{n}=\frac{u_{n}}{\left\|u_{n}\right\|} \quad \forall n \geq 1
$$

Then $\left\|y_{n}\right\|=1$. Note that

$$
\frac{\left\langle u_{n}^{*}, u_{n}\right\rangle}{\left\|u_{n}\right\|^{4}}=\frac{a\left\|u_{n}\right\|^{2}}{\left\|u_{n}\right\|^{4}}+\frac{b\left\|u_{n}\right\|^{4}}{\left\|u_{n}\right\|^{4}}-\frac{\int_{\Omega} \omega_{n} u_{n} \mathrm{~d} x}{\left\|u_{n}\right\|^{4}},
$$

where $\omega_{n} \in \partial j\left(x, u_{n}(x)\right)$ a.e. on $\Omega$. Since $\left\langle u_{n}^{*}, u_{n}\right\rangle \leq\left\|u_{n}^{*}\right\|_{X^{*}}\left\|u_{n}\right\|$ and $\left\|u_{n}^{*}\right\|_{X^{*}} \rightarrow 0$, we have

$$
\limsup _{n \rightarrow+\infty} \frac{\int_{\Omega} \omega_{n} u_{n} \mathrm{~d} x}{\left\|u_{n}\right\|^{4}}=b,
$$

and

$$
\liminf _{n \rightarrow+\infty} \frac{\int_{\Omega} \omega_{n} u_{n} \mathrm{~d} x}{\left\|u_{n}\right\|^{4}}=b
$$

for $\omega_{n} \in \partial j\left(x, u_{n}(x)\right)$ a.a. on $\Omega$, then we obtain

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} \frac{\int_{\Omega} \omega_{n} u_{n} \mathrm{~d} x}{\left\|u_{n}\right\|^{4}}=b \tag{3.33}
\end{equation*}
$$

In the following, we will prove

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} \frac{\int_{\Omega} \omega_{n} u_{n} \mathrm{~d} x}{\left\|u_{n}\right\|^{4}}=0 \tag{3.34}
\end{equation*}
$$

where $\omega_{n} \in \partial j\left(x, u_{n}(x)\right)$ a.a. on $\Omega$. For convenience, we set $H(x, u)=\omega_{n} u_{n}-4 j\left(x, u_{n}\right)$ for $\omega_{n} \in$ $\partial j\left(x, u_{n}(x)\right)$ a.a. $x \in \Omega . h(\rho)=\inf \{H(x, u): x \in \Omega,|u| \geq \rho\}, \Lambda_{n}(\alpha, \beta)=\left\{x \in \Omega: \alpha \leq\left|u_{n}(x)\right|<\right.$ $\beta\}$ and $E_{\alpha}^{\beta}=\inf \left\{\frac{H(x, u)}{|u|^{2}}: x \in \Omega, \alpha \leq|u|<\beta\right\}$. Then from $\left(\mathrm{J}_{8}\right)$ and $\left(\mathrm{J}_{9}\right)$, we have $h(\rho) \rightarrow+\infty$ as $\rho \rightarrow+\infty$ and for large $\alpha>0, h(\alpha)>0, E_{\alpha}^{\beta}>0$, and

$$
H\left(x, u_{n}\right) \geq E_{\alpha}^{\beta}\left|u_{n}\right|^{2}, \quad \forall x \in \Lambda_{n}(\alpha, \beta) .
$$

By virtue of $\left(\mathrm{J}_{6}\right)$ and (3.32), for large $n$ and $\alpha$ with $\alpha<\beta$, we have

$$
\begin{aligned}
4 M_{8}+1 & \geq \int_{\Lambda_{n}(0, \alpha)} H\left(x, u_{n}\right) \mathrm{d} x+\int_{\Lambda_{n}(\alpha, \beta)} H\left(x, u_{n}\right) \mathrm{d} x+\int_{\Lambda_{n}(\beta,+\infty)} H\left(x, u_{n}\right) \mathrm{d} x \\
& \geq \int_{\Lambda_{n}(0, \alpha)} H\left(x, u_{n}\right) \mathrm{d} x+E_{\alpha}^{\beta} \int_{\Lambda_{n}(\alpha, \beta)}\left|u_{n}\right|^{2} \mathrm{~d} x+h(\beta)\left|\Lambda_{n}(\beta,+\infty)\right|
\end{aligned}
$$

Then

$$
\begin{align*}
\frac{4 M_{8}+1}{\left\|u_{n}\right\|^{2}} \geq & \frac{1}{\left\|u_{n}\right\|^{2}} \int_{\Lambda_{n}(0, \alpha)} H\left(x, u_{n}\right) \mathrm{d} x \\
& +\frac{E_{\alpha}^{\beta}}{\left\|u_{n}\right\|^{2}} \int_{\Lambda_{n}(\alpha, \beta)}\left|u_{n}\right|^{2} \mathrm{~d} x+h(\beta) \frac{\left|\Lambda_{n}(\beta,+\infty)\right|}{\left\|u_{n}\right\|^{2}} . \tag{3.35}
\end{align*}
$$

From $\left(\mathrm{J}_{2}\right)$, we know that $\frac{1}{\left\|u_{n}\right\|^{2}} \int_{\Lambda_{n}(0, \alpha)} H\left(x, u_{n}\right) \mathrm{d} x$ is bounded. Hence from (3.35) and noting that $\lim _{\beta \rightarrow+\infty} h(\beta) \rightarrow+\infty$, we derive that

$$
\frac{1}{\left\|u_{n}\right\|^{2}} \int_{\Lambda_{n}(\alpha, \beta)} H\left(x, u_{n}\right) \mathrm{d} x \quad \text { and } \quad \frac{1}{\left\|u_{n}\right\|^{2}} \int_{\Lambda_{n}(\beta,+\infty)} H\left(x, u_{n}\right) \mathrm{d} x
$$

are bounded and $\lim _{\beta \rightarrow+\infty} \frac{\left|\Lambda_{n}(\beta,+\infty)\right|}{\left\|u_{u}\right\|^{2}}=0$ uniformly in $n$. Without loss of generality, we assume that $2^{*}<+\infty$, therefore from the Hölder inequality, for any $r \in\left[2,2^{*}\right]$

$$
\begin{aligned}
\frac{1}{\left\|u_{n}\right\|^{2}} \int_{\Lambda_{n}(\beta,+\infty)}\left|y_{n}\right|^{r} \mathrm{~d} x & \leq \frac{1}{\left\|u_{n}\right\|^{\frac{2 r}{2^{*}}}}\left(\int_{\Lambda_{n}(\beta,+\infty)}\left(\left|y_{n}\right|^{r}\right)^{\frac{2^{*}}{r}} \mathrm{~d} x\right)^{\frac{r}{2^{*}}}\left|\frac{\left|\Lambda_{n}(\beta,+\infty)\right|}{\left\|u_{n}\right\|^{2}}\right|^{\frac{2^{*}-r}{2^{*}}} \\
& \leq \frac{c_{2^{*}}^{r}}{\left\|u_{n}\right\|^{\frac{2 r}{2^{*}}}}\left|\frac{\left|\Lambda_{n}(\beta,+\infty)\right|}{\left\|u_{n}\right\|^{2}}\right|^{\frac{2^{*}-r}{2^{*}}} \rightarrow 0
\end{aligned}
$$

as $\beta \rightarrow+\infty$ uniformly in $n$.
Since $\left\|u_{n}\right\| \rightarrow+\infty$, we can find a positive integral number $N_{0}$ such that $\left\|u_{n}\right\| \geq 1$ if $n>$ $N_{0}$. Setting $r=\frac{2 \sigma}{\sigma-1}$, and noting that $\sigma>1+\frac{2}{2^{*}-2}$, we obtain $r \in\left(2,2^{*}\right]$ and $\sigma=\frac{r}{r-2}$. By virtue of condition ( $\mathrm{J}_{9}$ ), we have

$$
\begin{align*}
\left|\int_{\Lambda_{n}(\beta,+\infty)} \frac{\omega_{n} u_{n}}{\left\|u_{n}\right\|^{4}} \mathrm{~d} x\right| & \leq \int_{\Lambda_{n}(\beta,+\infty)} \frac{\left|\omega_{n}\right|}{\left\|u_{n}\right\|\left|u_{n}\right|} \cdot \frac{y_{n}^{2}}{\left\|u_{n}\right\|} \mathrm{d} x \\
& \leq\left[\frac{1}{\left\|u_{n}\right\|^{2}} \int_{\Lambda_{n}(\beta,+\infty)}\left(\frac{\left|\omega_{n}\right|}{\left|u_{n}\right|}\right)^{\sigma} \mathrm{d} x\right]^{\frac{1}{\sigma}}\left[\frac{1}{\left\|u_{n}\right\|^{2}} \int_{\Lambda_{n}(\beta,+\infty)}\left|y_{n}\right|^{r} \mathrm{~d} x\right]^{\frac{2}{r}} \\
& \leq\left[\frac{1}{\left\|u_{n}\right\|^{2}} \int_{\Lambda_{n}(\beta,+\infty)} l H\left(x, u_{n}\right) \mathrm{d} x\right]^{\frac{1}{\sigma}}\left[\frac{1}{\left\|u_{n}\right\|^{2}} \int_{\Lambda_{n}(\beta,+\infty)}\left|y_{n}\right|^{r} \mathrm{~d} x\right]^{\frac{2}{r}} \\
& \rightarrow 0 \tag{3.36}
\end{align*}
$$

as $\beta \rightarrow+\infty$ uniformly in $n$ and $\omega_{n} \in \partial j\left(x, u_{n}\right)$ a.a. on $\Omega$. Furthermore, from $\left(\mathrm{J}_{2}\right)$, we have

$$
\begin{equation*}
\left|\int_{\Lambda_{n}(0, \alpha)} \frac{\omega_{n} u_{n}}{\left\|u_{n}\right\|^{4}} \mathrm{~d} x\right| \leq \int_{\Lambda_{n}(0, \alpha)} \frac{c(\alpha)\left|y_{n}\right|}{\left\|u_{n}\right\|^{3}} \mathrm{~d} x \rightarrow 0 \tag{3.37}
\end{equation*}
$$

as $n \rightarrow+\infty, \omega_{n} \in \partial j\left(x, u_{n}\right)$ a.a. on $\Omega . c(\alpha)$ is a positive constant, and

$$
\begin{equation*}
\frac{1}{\left\|u_{n}\right\|^{4}}\left|\int_{\Lambda_{n}(\alpha, \beta)} \omega_{n} u_{n} \mathrm{~d} x\right| \leq \int_{\Lambda_{n}(\alpha, \beta)} \frac{c(\alpha, \beta)\left|y_{n}\right|}{\left\|u_{n}\right\|^{3}} \mathrm{~d} x \rightarrow 0 \tag{3.38}
\end{equation*}
$$

as $n \rightarrow+\infty, \omega_{n} \in \partial j\left(x, u_{n}\right)$ a.a. on $\Omega$. Then from hypothesis ( $\mathrm{J}_{6}$ ) and (3.36)-(3.38), we obtain

$$
\begin{aligned}
b=\lim _{n \rightarrow+\infty} \frac{\int_{\Omega} \omega_{n} u_{n} \mathrm{~d} x}{\left\|u_{n}\right\|^{4}} \leq & \lim _{n \rightarrow+\infty}\left|\int_{\Lambda_{n}(0, \alpha)} \frac{\omega_{n} u_{n}}{\left\|u_{n}\right\|^{4}} \mathrm{~d} x\right|+\lim _{n \rightarrow+\infty} \frac{1}{\left\|u_{n}\right\|^{4}}\left|\int_{\Lambda_{n}(\alpha, \beta)} \omega_{n} u_{n} \mathrm{~d} x\right| \\
& +\lim _{n \rightarrow+\infty}\left|\int_{\Lambda_{n}(\beta,+\infty)} \frac{\omega_{n} u_{n}}{\left\|u_{n}\right\|^{4}} \mathrm{~d} x\right|=0,
\end{aligned}
$$

i.e., $b=0$; a contradiction to the fact $b>0$. Hence $\left\{u_{n}\right\}_{n \geq 1} \subseteq X$ is a bounded sequence. From Lemma 3.1, we find that $\left\{u_{n}\right\}_{n \geq 1}$ satisfies $(P S)_{c}$. Hence we complete the proof of Theorem 1.5.
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