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#### Abstract

This paper deals with the existence of nontrivial solutions of the following Kirchhoff-type equation: $-\left(a+b \int_{\mathbb{R}^{N}}|\nabla u|^{2} d x\right) \Delta u+V(x) u=f(x, u)$, in $\mathbb{R}^{N}$. Under more relaxed assumptions on $V$ and $f$, some new criteria on the multiplicity of nontrivial solutions are established by combining Morse theory with local linking and Clark's theorem.
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## 1 Introduction and main results

In this paper, we investigate the multiplicity of nontrivial solutions to the following Kirchhoff-type equation:

$$
\begin{equation*}
-\left(a+b \int_{\mathbb{R}^{N}}|\nabla u|^{2} d x\right) \Delta u+V(x) u=f(x, u), \quad \text { in } \mathbb{R}^{N} \tag{1.1}
\end{equation*}
$$

where $N \geq 2, a>0, b \geq 0$ are constants and the potential $V(x)$ satisfies the following condition:
(V) $V(x) \in C\left(\mathbb{R}^{N}, \mathbb{R}\right)$ satisfies $\inf _{\mathbb{R}^{N}} V(x) \geq \alpha>0$.

Problem (1.1) is related to the stationary analog of the equation

$$
\begin{equation*}
u_{t t}-\left(a+b \int_{\Omega}|\nabla u|^{2}\right) \Delta u=h(x, u) \tag{1.2}
\end{equation*}
$$

which was presented by Kirchhoff [1] to describe the transversal oscillations of a stretched string, where $u$ denotes the displacement, $h$ is the external force, $b$ represents the initial tension, and $a$ is related to the intrinsic properties of the string. Moreover, a nonlocal effect can also be applied in many biological systems. A parabolic version of problem (1.2) can be used to describe the growth and movement of a particular species. For more details of the background of problem (1.1), we refer the reader to [2,3] and references therein.

In recent years, with the aid of critical point theory and variational methods, problem (1.1) have been widely studied by many authors since Lions [4] proposed an abstract framework. More precisely, Wu [5] studied the existence of nontrivial solution and infinitely
many high energy solutions of problem (1.1) by using a symmetric mountain pass theorem. In [6], Sun and Wu investigated the existence and the non-existence of nontrivial solution of problem (1.1) by using variational methods and explored the concentration of solution. Liu and He [7] discussed the existence of infinitely many high energy solutions of problem (1.1) under superlinear case by variant version of fountain theorem. When $N=3$, Li and Ye considered problem (1.1) with pure power nonlinearities $f(x, u)=|u|^{p-1} u$ in $\mathbb{R}^{3}$. By using a monotonicity trick and a new version of global compactness lemma, they verified that the problem has a positive ground state solution that the result can be viewed as a partial extension of [8] where the authors studied the existence and concentration behavior of positive solutions of problem (1.1). In addition, other interesting results on the related Kirchhoff-type equations can be found in [9-19] and references therein.

However, in a large number of the above works, the authors considered the corresponding problem for the superlinear case. Compared to the superlinear case, there are few papers concerning the case where $f$ is sublinear as $|x| \rightarrow \infty$. For example, the authors in [20] studied problem (1.1) with the sublinear case. By the genus properties in critical point theory, they showed that the problem has infinitely many nontrivial solutions.

Motivated by these facts, in this paper, we will study the multiplicity of nontrivial solutions to problem (1.1) with the sublinear growth. But the main tools we use in the present paper are the Morse theory and Clark's theorem, different from [20].

Now, we are ready to state the main results of this paper.

Theorem 1.1 Assume that condition (V) holds and let the following conditions be satisfied.
(f1) $f \in C\left(\mathbb{R}^{N} \times \mathbb{R}, \mathbb{R}\right)$ and there exist constants $1<\delta_{1}<\delta_{2}<\cdots<\delta_{m}<2$, functions $a_{i} \in$ $L^{\frac{2}{2-\delta_{i}}}\left(\mathbb{R}^{N}, \mathbb{R}_{+}\right)(i=1,2, \ldots, m)$ such that

$$
|f(x, u)| \leq \sum_{i=1}^{m} \delta_{i} a_{i}(x)|u|^{\delta_{i}-1} .
$$

(f2) There exist $r_{1}>r_{0}>0, \kappa \in(1,2), 2<\vartheta \leq 2^{*}$, and $c_{2}>c_{1}>0$ such that

$$
c_{1}|u|^{\kappa} \leq F(x, u) \leq c_{2}|u|^{\vartheta}, \quad \forall x \in \mathbb{R}^{N}, r_{0}<|u|<r_{1}
$$

where $F(x, u)=\int_{0}^{u} f(x, s) d s$.
Then problem (1.1) possesses at least two nontrivial solutions.

Theorem 1.2 Assume that all the conditions in Theorem 1.1 are satisfied. In addition, the following condition holds.
(f3) $f(x,-u)=-f(x, u), \forall(x, u) \in \mathbb{R}^{N} \times \mathbb{R}$.
Then problem (1.1) possesses at least $k\left(\operatorname{dim} W_{1}=k<+\infty\right.$, where $\left.W_{1} \subset E\right)$ distinct pairs of nontrivial solutions.

It is easy to see that (f2) is still satisfied if the following condition, (f2'), holds.
(f2') there exist $r_{1}>r_{0}>0, \kappa \in(1,2), 2<\vartheta \leq 2^{*}$, and $c_{2}>c_{1}>0$ such that

$$
c_{1}|u|^{k} \leq u f(x, u) \leq c_{2}|u|^{\vartheta}, \quad \forall x \in \mathbb{R}^{N}, r_{0}<|u|<r_{1} .
$$

Therefore, a direct result of Theorems 1.1 and Theorem 1.2 is the following corollary.

Corollary 1.1 Consider Theorem 1.1 and Theorem 1.2. If the assumption (f2) is replaced by (f2'), then the conclusions still hold.

Remark 1.1 There are some functions satisfying the conditions (f1)-(f3). For example, let $V(x)=5+3 \sin |x|^{2}$ and set $\alpha=1$. Then condition (V) is satisfied. For $\forall(x, u) \in \mathbb{R}^{N} \times \mathbb{R}$, let

$$
f(x, u)=\frac{1+\sin ^{2}|x|}{1+|x|^{\frac{3}{2}}}|u|^{\frac{-4}{5}} u+\frac{1}{e^{|x|}}|u|^{\frac{-2}{3}} u+\frac{3 \cos |x|}{2 e^{3}|x|}|u|^{\frac{-3}{4}} u .
$$

Clearly,

$$
|f(x, u)| \leq \frac{2}{1+|x|^{\frac{3}{2}}}|u|^{\frac{1}{5}}+\frac{1}{e^{|x|}}|u|^{\frac{1}{3}}+\frac{3}{2 e^{3}|x|}|u|^{\frac{1}{4}}
$$

and

$$
F(x, u)=\frac{1+\sin ^{2}|x|}{1+|x|^{\frac{3}{2}}} \frac{5}{6}|u|^{\frac{6}{5}}+\frac{3}{4 e^{|x|}}|u|^{\frac{4}{3}}+\frac{6 \cos |x|}{5 e^{3}|x|}|u|^{\frac{5}{4}} .
$$

Take $2<\vartheta \leq 2^{*}, r_{1}>0,0<\beta<r_{1}^{\frac{4-3 \vartheta}{3}}$, and set

$$
c_{1}:=\beta b_{2}, \quad c_{2}:=3 \max \left\{b_{1} r_{1}^{\frac{6-5 \vartheta}{5}}, b_{2} r_{1}^{\frac{4-3 \vartheta}{3}}, b_{3} r_{1}^{\frac{5-4 \vartheta}{4}}\right\} .
$$

Obviously, $0<c_{1}<c_{2}$ and $c_{1}|u|^{\frac{4}{3}} \leq F(x, u) \leq c_{2}|u|^{\vartheta}$. Thus (f1), (f2), and (f3) are satisfied with $\delta_{1}=\frac{6}{5}, \delta_{2}=\frac{4}{3}, \delta_{3}=\frac{6}{5}, a_{1}=\frac{5}{3\left(1+|x|^{\frac{3}{2}}\right)}, a_{2}=\frac{3}{4 e^{|x|}}, a_{3}=\frac{6}{5 e^{3}|x|}, b_{1}=\frac{1+\sin ^{2}|x|}{1+|x|^{\frac{3}{2}}} \frac{5}{6}, b_{2}=\frac{3}{4 e^{|x|}}$, $b_{3}=\frac{6 \cos |x|}{5 e^{3}|x|}, \kappa=\frac{4}{3}$.

Here, we give the sketch of the proof. First of all, by virtue of the local linking method [21,22], we see that the critical group of functional $J$ at 0 is not isomorphism with 0 , that is, $C_{q}(J, 0) \not \equiv 0$. This means that 0 is a homological nontrivial critical point of functional $J$. And then, using the three point theorem [23, 24], we prove that problem (1.1) has at least two nontrivial solutions (Theorem 1.1). Further, on the basis of Theorem 1.1, we prove that problem (1.1) has $k(1 \leq k<\infty)$ distinct pairs solutions by Clark's theorem (Theorem 1.2) when functional $J$ is even.

The sequel of this paper is organized as follows. Some preliminaries are presented in Section 2 while the proofs of our main results are delegated in Section 3.

## 2 Preliminaries

Throughout this paper, $C$ and $C_{i}$ denote positive constants, which may vary from line to line, $\rightarrow(\rightharpoonup)$ denotes strong (weak) convergence, $B_{R}$ denotes the ball of radius $R$ and $E^{*}$ denotes the dual space of $E$.

We will work in the following Hilbert space:

$$
E:=\left\{u \in H^{1}\left(\mathbb{R}^{N}\right): \int_{\mathbb{R}^{N}}\left[|\nabla u|^{2}+V(x)|u|^{2}\right] d x<+\infty\right\},
$$

which is equipped with the inner product

$$
\langle u, v\rangle=\int_{\mathbb{R}^{N}}[\nabla u \nabla v+V(x) u v] d x, \quad u, v \in E,
$$

and the associated norm

$$
\|u\|=\left(\int_{\mathbb{R}^{N}}\left[|\nabla u|^{2}+V(x) u^{2}\right] d x\right)^{\frac{1}{2}}, \quad u \in E .
$$

As usual, for $1 \leq p<+\infty$, let

$$
\|u\|_{p}=\left(\int_{\mathbb{R}^{N}}|u|^{p} d x\right)^{\frac{1}{p}}, \quad u \in L^{p}\left(\mathbb{R}^{N}\right)
$$

and

$$
\|u\|_{\infty}=\operatorname{ess} \sup |u(x)|, \quad u \in L^{\infty}\left(\mathbb{R}^{N}\right)
$$

Evidently, $E$ is continuously embedded into $L^{p}\left(\mathbb{R}^{N}\right)$ for $2 \leq p \leq 2^{*}$ under the condition (V), that is, there exists $S_{p}>0$ such that

$$
\begin{equation*}
\|u\|_{p} \leq S_{p}\|u\|, \quad \forall u \in E, p \in\left[2,2^{*}\right] . \tag{2.1}
\end{equation*}
$$

From [25], we have the following result.

Lemma 2.1 (Bonheure and Mercuri [25]) For any $r>0$, the embedding from $E$ into $L^{p}\left(\bar{B}_{r}\right)$ is compact for $1 \leq p<2^{*}$, where $\bar{B}_{r}=\left\{x \in \mathbb{R}^{N}:|x| \leq r\right\}$ and $2^{*}=2 N /(N-2)$, if $N>2$; $2^{*}=\infty$, if $N=2$.

Just as mentioned in Section 1, the proofs of our results are based on combining Morse theory, a critical groups computation with the minimax method such as the Clark theorem, and local linking. Hence, the following concepts and results are necessary.
Let $X$ be a real Banach space and $J \in C^{1}(E, \mathbb{R})$.

Definition 2.1 (Chang [23]) Let $u$ be an isolated critical point of $J$ with $J(u)=c, c \in \mathbb{R}$, and let $U$ be a neighborhood of $u$, containing the unique critical point. We call

$$
C_{q}(J, u):=H_{q}\left(J^{c} \cap U, J^{c} \cap U \backslash\{u\}\right), \quad q=0,1,2, \ldots,
$$

the $q$ th critical group of $J$ at $u$, where $J^{c}:=\{u \in E: J(u) \leq c\}$ and $H_{q}(\cdot, \cdot)$ stands for the $q$ th singular relative homology group with integer coefficients.

We say that $u$ is a homological nontrivial critical point of $J$ if at least one of its critical groups is nontrivial.

Proposition 2.1 (Bartsch and Li [21]) Let 0 be a critical point of $J$ with $J(0)=0$. Assume that $J$ has a local linking at 0 with respect to $X=W_{1} \oplus W_{2}, k=\operatorname{dim} W_{1}<\infty$, that is, there exists $\rho>0$ small such that

$$
J(u) \leq 0, \quad u \in W_{1},\|u\| \leq \rho \quad \text { and } \quad J(u)>0, \quad u \in W_{2}, 0<\|u\| \leq \rho .
$$

Then $C_{k}(J, 0) \nsubseteq 0$, that is, 0 is a homological nontrivial critical point of $J$.

Definition 2.2 We say that $J \in C^{1}(E, \mathbb{R})$ satisfies the (P.S.)-condition if any sequence $\left\{u_{n}\right\}$ in $E$ such that

$$
\begin{equation*}
J\left(u_{n}\right) \rightarrow c, \quad J^{\prime}\left(u_{n}\right) \rightarrow 0, \quad \text { as } n \rightarrow \infty, \tag{2.2}
\end{equation*}
$$

has a convergent subsequence.

Proposition 2.2 (Zhang and Li [24]) Assume that J satisfies the (P.S.)-condition and is bounded from below. If J has a critical point that is homological nontrivial and is not the minimizer of $J$, then $J$ has at least three critical points.

Proposition 2.3 (Rabinowitz [26]) Let $X$ be a Banach space, $J \in C^{1}(E, \mathbb{R})$ with $J$ even, bounded from below, and satisfying the (P.S.)-condition. Suppose $J(0)=0$, there is a set $K \subset E$ such that $K$ is homeomorphic to $S^{k-1}$ by an odd map, and $\sup _{K} J(u)<0$. Then $J$ possesses at least $k$ distinct pairs of critical points.

## 3 Proofs of main results

In this section, we are in the position to prove our main results. To this end, we need the following lemmas.

Lemma 3.1 Assume that $(\mathrm{V})$ and (f1) hold. Then the functional $J(u): E \rightarrow \mathbb{R}$ defined by

$$
\begin{align*}
J(u)= & \frac{1}{2} \int_{\mathbb{R}^{N}}\left[a|\nabla u|^{2}+V(x) u^{2}\right] d x \\
& +\frac{b}{4}\left(\int_{\mathbb{R}^{N}}|\nabla u|^{2} d x\right)^{2}-\int_{\mathbb{R}^{N}} F(x, u) d x \tag{3.1}
\end{align*}
$$

is well defined and of class $C^{1}(E, \mathbb{R})$ and

$$
\begin{align*}
\left\langle J^{\prime}(u), v\right\rangle= & \left(a+b \int_{\mathbb{R}^{N}}|\nabla u|^{2} d x\right) \int_{\mathbb{R}^{N}} \nabla u \nabla v d x \\
& +\int_{\mathbb{R}^{N}} V(x) u v d x-\int_{\mathbb{R}^{N}} f(x, u) v d x, \quad \forall u, v \in E . \tag{3.2}
\end{align*}
$$

Furthermore, the critical points of $J(u)$ in $E$ are the solutions of (1.1).

Proof We divide the proof into three steps.
Step 1. We first show that $J$ is well defined on $E$. It follows from (f1) that

$$
\begin{equation*}
|F(x, u)| \leq \sum_{i=1}^{m} a_{i}(x)|u|^{\delta_{i}} . \tag{3.3}
\end{equation*}
$$

By (V), (3.3), and the Hölder inequality, for any $u \in E$, we get

$$
\begin{align*}
\int_{\mathbb{R}^{N}}|F(x, u)| d x & \leq \sum_{i=1}^{m} \int_{\mathbb{R}^{N}} a_{i}(x)|u|^{\delta_{i}} d x \\
& \leq \sum_{i=1}^{m} \int_{\mathbb{R}^{N}}\left(\frac{V(x)}{\alpha}\right)^{\frac{\delta_{i}}{2}} a_{i}(x)|u|^{\delta_{i}} d x \\
& \leq \sum_{i=1}^{m} \alpha^{-\frac{\delta_{i}}{2}}\left\|a_{i}(x)\right\|_{\frac{2}{2-\delta_{i}}}\left(\int_{\mathbb{R}^{N}} V(x)|u|^{2} d x\right)^{\frac{\delta_{i}}{2}} \\
& \leq C_{1} \sum_{i=1}^{m}\|u\|^{\delta_{i}} . \tag{3.4}
\end{align*}
$$

Thus, $J(u)$ is well defined on $E$ by (3.1) and (3.4).
Step 2. We are in a position to show that (3.2) holds. By (f1), for any $u, v \in E, l \in(0,1)$, $\theta(x): \mathbb{R}^{N} \rightarrow(0,1)$, and the Hölder inequality, we obtain

$$
\begin{align*}
& \int_{\mathbb{R}^{N}} \max _{l \in(0,1)}|f(x, u(x)+l \theta(x) v(x)) v(x)| d x \\
& =\int_{\mathbb{R}^{N}} \max _{l \in(0,1)}|f(x, u(x)+l \theta(x) v(x))||v(x)| d x \\
& \leq \sum_{i=1}^{m} \delta_{i} \int_{\mathbb{R}^{N}} a_{i}(x)|u(x)+\theta(x) v(x)|^{\delta_{i}-1}|v(x)| d x \\
& \leq C_{2} \sum_{i=1}^{m}\left(\int_{\mathbb{R}^{N}}\left|a_{i}\right|^{\frac{2}{2-\delta_{i}}} d x\right)^{\frac{2-\delta_{i}}{2}}\left(\int_{\mathbb{R}^{N}} V(x)|u(x)|^{2} d x\right)^{\frac{\delta_{i}-1}{2}}\left(\int_{\mathbb{R}^{N}} V(x)|v(x)|^{2} d x\right)^{\frac{1}{2}} \\
& \quad+C_{2} \sum_{i=1}^{m}\left(\int_{\mathbb{R}^{N}}\left|a_{i}\right|^{\frac{2}{2-\delta_{i}}} d x\right)^{\frac{2-\delta_{i}}{2}}\left(\int_{\mathbb{R}^{N}} V(x)|v(x)|^{2} d x\right)^{\frac{\delta_{i}}{2}} \\
& \leq C_{2} \sum_{i=1}^{m}\left\|a_{i}\right\|_{\frac{2}{2-\delta_{i}}}\left(\|u\|^{\delta_{i}-1}+\|v\|^{\delta_{i}-1}\right)\|v\|<+\infty . \tag{3.5}
\end{align*}
$$

Then it follows from (3.1), (3.5), and Lebesgue's dominated convergence theorem that

$$
\begin{aligned}
\left\langle J^{\prime}(u), v\right\rangle= & \lim _{l \rightarrow 0^{+}} \frac{J(u+l v)-J(u)}{l} \\
= & {\left[a+\int_{\mathbb{R}^{N}}\left(|\nabla u|^{2}+V(x)|u|^{2}\right) d x\right] \int_{\mathbb{R}^{N}}[\nabla u \nabla v+V(x) u v] d x } \\
& -\lim _{l \rightarrow 0^{+}} \frac{1}{l} \int_{\mathbb{R}^{N}}[F(x, u(x)+l v(x))-F(x, u(x))] d x \\
= & {\left[a+\int_{\mathbb{R}^{N}}\left(|\nabla u|^{2}+V(x)|u|^{2}\right) d x\right] \int_{\mathbb{R}^{N}}[\nabla u \nabla v+V(x) u v] d x }
\end{aligned}
$$

$$
\begin{aligned}
& -\lim _{l \rightarrow 0^{+}} \int_{\mathbb{R}^{N}} f(x, u(x)+\theta(x) l v(x)) v(x) d x \\
= & {\left[a+\int_{\mathbb{R}^{N}}\left(|\nabla u|^{2}+V(x)|u|^{2}\right) d x\right] \int_{\mathbb{R}^{N}}[\nabla u \nabla v+V(x) u v] d x } \\
& -\int_{\mathbb{R}^{N}} f(x, u(x)) v(x) d x,
\end{aligned}
$$

which implies that (3.2) holds. Moreover, by a standard argument, it is easy to show that the critical points of $J(u)$ in $E$ are the solutions of problem (1.1) (see for example [27]).

Step 3. We finally show that $J^{\prime}(u)$ is continuous. According to (3.1), it suffices to show that

$$
\begin{equation*}
\Phi^{\prime} \triangleq \int_{\mathbb{R}^{N}} f(x, u) v d x \tag{3.6}
\end{equation*}
$$

is continuous. Let $u_{k} \rightarrow u$ in $E$. Then

$$
\begin{equation*}
u_{k} \rightarrow u, \quad \text { in } L^{2}\left(\mathbb{R}^{N}\right), \quad u_{k} \rightarrow u \quad \text { a.e. in } \mathbb{R}^{N} \tag{3.7}
\end{equation*}
$$

We shall show that

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left|f\left(x, u_{k}\right)-f(x, u)\right|^{2} d x \rightarrow 0, \quad \text { as } k \rightarrow+\infty \tag{3.8}
\end{equation*}
$$

To this end, arguing by contradiction, suppose that there exist a constant $\varepsilon_{0}>0$ and a subsequence (also denoted $\left\{u_{k}\right\}$ ) such that

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left|f\left(x, u_{k}\right)-f(x, u)\right|^{2} d x \geq \varepsilon_{0}, \quad \text { as } k \rightarrow+\infty \tag{3.9}
\end{equation*}
$$

Since $u_{k} \rightarrow u$ in $L^{2}\left(\mathbb{R}^{N}\right)$, passing to a subsequence if necessary we can assume that $\sum_{i=1}^{\infty}\left\|u_{k}-u\right\|_{2}^{2}<+\infty$. Set $w(x)=\left[\sum_{i=1}^{\infty}\left|u_{k}-u\right|^{2}\right]^{\frac{1}{2}}, x \in \mathbb{R}^{N}$. Then $w(x) \in L^{2}\left(\mathbb{R}^{N}\right)$. For all $k \in \mathbb{N}$ and by (f1), we have

$$
\begin{align*}
\left|f\left(x, u_{k}(x)\right)-f(x, u(x))\right|^{2} & \leq 2\left|f\left(x, u_{k}(x)\right)\right|^{2}+2|f(x, u(x))|^{2} \\
& \leq C_{3} \sum_{i=1}^{m}\left|a_{i}(x)\right|^{2}\left[\left|u_{k}(x)\right|^{2 \delta_{i}-2}+|u(x)|^{2 \delta_{i}-2}\right] \\
& \leq C_{3} \sum_{i=1}^{m}\left|a_{i}(x)\right|^{2}\left[|w(x)|^{2 \delta_{i}-2}+|u(x)|^{2 \delta_{i}-2}\right] \\
& :=g(x), \quad \text { a.e. in } \mathbb{R}^{N} \tag{3.10}
\end{align*}
$$

and

$$
\begin{align*}
\int_{\mathbb{R}^{N}} g(x) d x & =C_{3} \sum_{i=1}^{m} \int_{\mathbb{R}^{N}}\left|a_{i}(x)\right|^{2}\left[|w(x)|^{2 \delta_{i}-2}+|u(x)|^{2 \delta_{i}-2}\right] d x \\
& \leq C_{3} \sum_{i=1}^{m}\left\|a_{i}(x)\right\|_{\frac{2}{2-\delta_{i}}}^{2}\left[\|w(x)\|_{2}^{2 \delta_{i}-2}+\|u(x)\|_{2}^{2 \delta_{i}-2}\right]<+\infty . \tag{3.11}
\end{align*}
$$

Then combining (3.7), (3.10), (3.11) with Lebesgue's dominated convergence theorem yields

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left|f\left(x, u_{k}\right)-f(x, u)\right|^{2} d x \rightarrow 0, \quad \text { as } k \rightarrow+\infty \tag{3.12}
\end{equation*}
$$

which contradicts (3.9). Thus, (3.8) holds.
For all given $v \in E$, one deduces from (3.6), (3.12), and the Hölder inequality that

$$
\begin{aligned}
\left|\left\langle\Phi^{\prime}\left(u_{k}\right)-\Phi^{\prime}(u), v\right\rangle\right| & =\left|\int_{\mathbb{R}^{N}}\left[f\left(x, u_{k}\right)-f(x, u)\right] v d x\right| \\
& \leq C_{4}\|v\|\left(\int_{\mathbb{R}^{N}}\left|f\left(x, u_{k}\right)-f(x, u)\right|^{2} d x\right)^{\frac{1}{2}} \rightarrow 0
\end{aligned}
$$

as $k \rightarrow+\infty$, implying the continuity of $\Phi^{\prime}$. Hence, $J \in C^{1}(E, \mathbb{R})$. The proof is completed.

Lemma 3.2 Assume that the conditions $(\mathrm{V})$ and $(\mathrm{fl})$ hold, then $J(u)$ is bounded from below and satisfies the (P.S.)-condition.

Proof Firstly, we show that $J$ is bounded from below. By (3.1), (f1), and the Hölder inequality, we have

$$
\begin{align*}
J(u) & \geq \frac{1}{2} \min \{a, 1\}\|u\|^{2}-\int_{\mathbb{R}^{N}} F(x, u) d x \\
& \geq \frac{1}{2} \min \{a, 1\}\|u\|^{2}-\sum_{i=1}^{m} \int_{\mathbb{R}^{N}} a_{i}(x)|u|^{\delta_{i}} d x \\
& \geq \frac{1}{2} \min \{a, 1\}\|u\|^{2}-C_{5} \sum_{i=1}^{m}\left(\int_{\mathbb{R}^{N}}\left|a_{i}(x)\right|^{\frac{2}{2-\delta_{i}}} d x\right)^{\frac{2-\delta_{i}}{2}}\left(\int_{\mathbb{R}^{N}} V(x)|u|^{2} d x\right)^{\frac{\delta_{i}}{2}} \\
& \geq \frac{1}{2} \min \{a, 1\}\|u\|^{2}-C_{5} \sum_{i=1}^{m}\left\|a_{i}\right\|_{\frac{2}{2-\delta_{i}}}\|u\|^{\delta_{i}} . \tag{3.13}
\end{align*}
$$

Since $1<\delta_{i}<2(i=1,2, \ldots, m)$, (3.13) implies that $J(u) \rightarrow+\infty$ as $\|u\| \rightarrow+\infty$. Consequently, $J$ is bounded from below.

Next, we prove that $J$ satisfies the (P.S.)-condition. Assume that $\left\{u_{n}\right\} \subset E$ is a sequence such that (2.2) holds. Then by (3.13), there exists a constant $M>0$ such that

$$
\begin{equation*}
\left\|u_{n}\right\| \leq M, \quad \forall n \in \mathbb{N} \tag{3.14}
\end{equation*}
$$

Going if necessary to a subsequence we can assume that $u_{n} \rightharpoonup u_{0}$ in $E$, then $\left\|u_{0}\right\| \leq M$. Hence, using Lemma 2.1 implies that

$$
\begin{equation*}
u_{n} \rightarrow u_{0}, \quad \text { in } L_{\mathrm{loc}}^{s}\left(\mathbb{R}^{N}\right), s \in\left[2,2^{*}\right) \tag{3.15}
\end{equation*}
$$

By (f1), for any given $\varepsilon>0$, we can choose $\rho>0$ such that

$$
\begin{equation*}
\left(\int_{|x| \geq \rho}\left|a_{i}\right|^{\frac{2}{2-\delta_{i}}} d x\right)^{\frac{2-\delta_{i}}{2}}<\varepsilon \tag{3.16}
\end{equation*}
$$

It follows from (f1), (3.14), (3.15), and the Hölder inequality that there exists $n_{0} \in \mathbb{N}$ such that

$$
\begin{align*}
& \int_{|x| \leq \rho}\left|f\left(x, u_{n}\right)-f\left(x, u_{0}\right)\right|\left|u_{n}-u_{0}\right| d x \\
& \quad \leq\left(\int_{|x| \leq \rho}\left|f\left(x, u_{n}\right)-f\left(x, u_{0}\right)\right|^{2} d x\right)^{\frac{1}{2}}\left(\int_{|x| \leq \rho}\left|u_{n}-u_{0}\right|^{2} d x\right)^{\frac{1}{2}} \\
& \quad \leq \varepsilon\left(\int_{|x| \leq \rho}\left|f\left(x, u_{n}\right)-f\left(x, u_{0}\right)\right|^{2} d x\right)^{\frac{1}{2}} \\
& \quad \leq C_{6} \varepsilon\left[\sum_{i=1}^{m}\left(\left\|u_{n}\right\|_{2}^{2 \delta_{i}-2}+\left\|u_{0}\right\|_{2}^{2 \delta_{i}-2}\right)\right]^{\frac{1}{2}} \\
& \quad \leq C_{7} \varepsilon \tag{3.17}
\end{align*}
$$

for $n \geq n_{0}$.
On the other hand, combining (2.1), (3.16) with the Hölder inequality yields

$$
\begin{align*}
& \int_{|x|>\rho}\left|f\left(x, u_{n}\right)-f\left(x, u_{0}\right)\right|\left|u_{n}-u_{0}\right| d x \\
& \quad \leq \int_{|x|>\rho}\left[\left|f\left(x, u_{n}\right)\right|+\left|f\left(x, u_{0}\right)\right|\right]\left(\left|u_{n}-u_{0}\right|\right) d x \\
& \quad \leq \sum_{i=1}^{m} \delta_{i} \int_{|x|>\rho}\left|a_{i}(x)\right|\left[\left|u_{n}\right|^{\delta_{i}}+\left|u_{0}\right|^{\delta_{i}}+\left|u_{n}\right|^{\delta_{i}-1}\left|u_{0}\right|+\left|u_{0}\right|^{\delta_{i}-1}\left|u_{n}\right|\right] d x \\
& \quad \leq \varepsilon \sum_{i=1}^{m} \delta_{i}\left(\left\|u_{n}\right\|_{2}^{\delta_{i}}+\left\|u_{0}\right\|_{2}^{\delta_{i}}+\left\|u_{n}\right\|_{2}^{\delta_{i}-1}\left\|u_{0}\right\|_{2}+\left\|u_{0}\right\|_{2}^{\delta_{i}-1}\left\|u_{n}\right\|_{2}\right) \\
& \quad \leq C_{8} \varepsilon . \tag{3.18}
\end{align*}
$$

Since $\varepsilon$ is arbitrary, (3.17) and (3.18) give

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left|f\left(x, u_{n}\right)-f\left(x, u_{0}\right)\right|\left|u_{n}-u_{0}\right| d x \rightarrow 0, \quad \text { as } n \rightarrow+\infty . \tag{3.19}
\end{equation*}
$$

From (3.2) we have

$$
\begin{align*}
\min & \{a, 1\}\left\|u_{n}-u_{0}\right\|^{2} \\
\leq & \left\langle J^{\prime}\left(u_{n}\right)-J^{\prime}\left(u_{0}\right), u_{n}-u_{0}\right\rangle \\
& +b\left(\int_{\mathbb{R}^{N}}|\nabla u|^{2} d x-\int_{\mathbb{R}^{N}}\left|\nabla u_{n}\right|^{2} d x\right) \int_{\mathbb{R}^{N}} \nabla u \nabla\left(u_{n}-u\right) d x \\
& +\int_{\mathbb{R}^{N}}\left[f\left(x, u_{n}\right)-f\left(x, u_{0}\right)\right]\left(u_{n}-u_{0}\right) d x . \tag{3.20}
\end{align*}
$$

Obviously,

$$
\begin{equation*}
\left\langle J^{\prime}\left(u_{n}\right)-J^{\prime}\left(u_{0}\right), u_{n}-u_{0}\right\rangle \rightarrow 0, \quad \text { as } n \rightarrow+\infty . \tag{3.21}
\end{equation*}
$$

By Lemma 2 in [5], we have

$$
\begin{equation*}
b\left(\int_{\mathbb{R}^{N}}|\nabla u|^{2} d x-\int_{\mathbb{R}^{N}}\left|\nabla u_{n}\right|^{2} d x\right) \int_{\mathbb{R}^{N}} \nabla u \nabla\left(u_{n}-u\right) d x \rightarrow 0, \quad \text { as } n \rightarrow+\infty . \tag{3.22}
\end{equation*}
$$

In view of (3.19), (3.20), (3.21), and (3.22), we see that $u_{n} \rightarrow u_{0}$ in $E$. Hence, $J$ satisfies the (P.S.)-condition. The proof is completed.

Now, we choose an orthogonal basis $\left\{e_{j}\right\}$ of $E$ and let

$$
\begin{equation*}
X_{j}:=\operatorname{span}\left\{e_{1}, \ldots, e_{j}\right\} \quad \text { and } \quad Y_{j}:=X_{j}^{\perp} \tag{3.23}
\end{equation*}
$$

Then $E=X_{j} \oplus Y_{j}$.
Lemma 3.3 Assume that assumptions (V), (f1), and (f2) are satisfied. Then $C_{k}(J, 0) \not \equiv 0$.

Proof Let $W_{1}=X_{k}, W_{2}=Y_{k}$. Then $\operatorname{dim} W_{1}=k<\infty$. Obviously, $J(0)=0$. Now, we show that the functional $J$ has a local linking at 0 .

On the one hand, for any $u \in W_{1}$, utilizing (f2) gives

$$
\begin{align*}
J(u) & \leq \frac{1}{2} \max \{a, 1\}\|u\|^{2}+\frac{b}{4}\|u\|^{4}-\int_{\mathbb{R}^{N}} F(x, u) d x \\
& \leq \frac{1}{2} \max \{a, 1\}\|u\|^{2}+\frac{b}{4}\|u\|^{4}-c_{1}\|u\|_{\kappa^{\kappa}}^{\kappa} . \tag{3.24}
\end{align*}
$$

Since all norms on a finite dimensional space are equivalent, we deduce from (3.24) that

$$
J(u) \leq \frac{1}{2} \max \{a, 1\}\|u\|^{2}+\frac{b}{4}\|u\|^{4}-C_{9}\|u\|^{\kappa} .
$$

Therefore, from the above inequality, we have $J(u) \leq 0=J(0)$ if we take $\|u\|=\rho$ small for all $u \in W_{1}$ since $\kappa \in(1,2)$.

On the other hand, for $u \in W_{2}$, combining (2.1) and (f2) yields

$$
\begin{align*}
J(u) & \geq \frac{1}{2} \min \{a, 1\}\|u\|^{2}-\int_{\mathbb{R}^{N}} F(x, u) d x \\
& \geq \frac{1}{2} \min \{a, 1\}\|u\|^{2}-c_{2} \int_{\mathbb{R}^{N}}|u|^{\vartheta} d x \\
& \geq \frac{1}{2} \min \{a, 1\}\|u\|^{2}-C_{10}\|u\|^{\vartheta} . \tag{3.25}
\end{align*}
$$

Hence, we can derive that $J(u)>0$ if $u \in W_{2}$ with $\|u\|=\rho$ small since $2<\vartheta \leq 2^{*}$.
Therefore, combining the above arguments with Proposition 2.1 , we have $C_{k}(J, 0) \nsubseteq 0$. This means that 0 is a homological nontrivial critical point of $J$. We complete the proof.

In what follows, we give the proofs of Theorem 1.1 and Theorem 1.2.
Proof of Theorem 1.1 In view of Lemma 3.1, $J \in C^{1}(E, \mathbb{R})$. By Lemma 3.2, $J$ is bounded from below and satisfies the (P.S.)-condition. Lemma 3.3 shows that $0 \in E$ is a homologically nontrivial critical point of $J$ but not a minimizer. Then the conclusion follows from Proposition 2.2.

Proof of Theorem 1.2 Lemma 3.1 shows that $J \in C^{1}(E, \mathbb{R})$. By (f3) and (3.1), we can easily check that functional $J$ is even and satisfies $J(0)=0$. It follows from Lemma 3.2 that $J$ satisfies the (P.S.)-condition and is bounded from below in $E$.
For $\rho>0$, let $K=B_{\rho}=\left\{u \in X_{k}:\|u\|=\rho\right\} \subset E$. Obviously, there is an identity operator such that $K$ is homeomorphic to $S^{k-1}$. From (f2), we have

$$
\begin{aligned}
\sup _{B_{\rho}} J(u) & \leq \frac{1}{2} \max \{a, 1\}\|u\|^{2}+\frac{b}{4}\|u\|^{4}-\int_{\mathbb{R}^{N}} F(x, u) d x \\
& \leq \frac{1}{2} \max \{a, 1\}\|u\|^{2}+\frac{b}{4}\|u\|^{4}-c_{1}\|u\|_{\kappa}^{\kappa}, \quad u \in B_{\rho} .
\end{aligned}
$$

Since all norms are equivalent on a finite dimensional space, it follows from the above inequality that

$$
\sup _{B_{\rho}} J(u) \leq \frac{1}{2} \max \{a, 1\}\|u\|^{2}+\frac{b}{4}\|u\|^{4}-C_{11}\|u\|^{\kappa}, \quad u \in B_{\rho},
$$

which implies that $\sup _{K} J(u)<0$ if $\rho>0$ is sufficiently small.
By the definition of $X_{k}$, we have $\operatorname{dim} X_{k}=k<\infty$. Thus, all the conditions of Proposition 2.3 are satisfied. Therefore, $J$ has at least $k$ distinct pairs of critical points. This completes the proof.
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