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Abstract
The present paper is devoted to the investigation of a parabolic equation with
moving boundaries arising in ductal carcinoma in situ (DCIS) model. Approximation
solution of this problem is implemented by Ritz-Galerkin, which is a first attempt at
tackling such problem. In process of dealing with this moving boundary condition,
we use a trick of introducing two transformations to convert moving boundary to
nonclassical boundary that can be handled with Ritz-Galerkin method. Also, existence
and uniqueness are proved. Illustrative examples are included to demonstrate the
validity and applicability of the technique in this paper.
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1 Introduction
Ductal carcinoma in situ (DCIS) is isolated within the breast duct and has not spread
to other parts of the breast. According to the appearance of the tumor cells proliferat-
ing within the duct, DCIS was classified into two types, comedo and noncomedo. The
noncomedo-type DCIS tends to be less aggressive than the comedo types of DCIS. There
are three common noncomedo types of DCIS: () Solid DCIS: cancer cells completely fill
the affected ducts. () Cribiform DCIS: cancer cells do not completely fill the affected
breast ducts; there are gaps between the cells. () Papillary DCIS: the cancer cells ar-
range themselves in a fern-like pattern within the affected breast ducts. The model for
the growth of a tumor consisting of live cells was first proposed by Byrne and Chaplain [,
] (also see Friedman and Reitich []), which is in the form of a free boundary problem.
After that, much research was developed (for more information, see [–]). In this paper,
we describe the solid type of DCIS by an one-dimensional model. Assume the tumor to
be within the interval [ϕ(t),ϕ(t)] at each time t; the growing boundaries of the tumor are
given by x = ϕ(t) and x = ϕ(t). Since tumor growth strongly depends upon the availability
of nutrients, its diffusion through the growing material is introduced in the description of
model. We model tumor growth by using the dimensionless nutrient concentration u(x, t)
that satisfies a reaction-diffusion equation. In this case, the model is simplified to the fol-
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lowing parabolic equation:

∂u
∂t

=
∂u
∂x – λ(x)u(x, t), ϕ(t) < x < ϕ(t),  < t < , (.)

with initial condition

u(x, ) = f (x), ϕ() < x < ϕ(), (.)

boundary conditions

u
(
ϕ(t), t

)
= g(t),  < t < , (.)

u
(
ϕ(t), t

)
= g(t),  < t < , (.)

and compatibility conditions

g() = f
(
ϕ()

)
, (.)

g() = f
(
ϕ()

)
. (.)

Here λ(x)u(x, t) denotes the nutrient consumption rate at the location x at time t. The
problem is to determine u(x, t) for given λ(x), f (x), ϕ(t), ϕ(t), g(t), and g(t).

So far, there are many publications about parabolic equations with fixed value boundary
condition [, ], but to the best knowledge of the authors, this is the first time that Ritz-
Galerkin method is used for moving boundary value problem presented here. Therefore,
it is also significant mathematically.

The Ritz-Galerkin method in Bernstein polynomials basis is the method to convert a
continuous operator problem to a discrete problem, which essentially converts the equa-
tion to a weak formulation, and then apply some constraints on the function space to
characterize the space with a finite set of basis functions. It has been widely used in many
areas of mathematics, especially in the field of numerical analysis [–].

In this paper, we obtain the existence and uniqueness of the one-dimensional nutrient
concentration DCIS model (.)-(.). Furthermore, this is the first time the Ritz-Galerkin
method in Bernstein polynomials basis is employed to give an approximate solution of the
parabolic equation with moving boundaries. Illustrative examples are included to demon-
strate the validity and applicability of our technique.

The paper is divided as follows. In Section , we present an equivalent form of original
problem. Section  is devoted to the existence and uniqueness of a solution. The proper-
ties of Bernstein polynomials are presented in Section . The numerical schemes for the
solution of equations (.)-(.) are described in Section . Section  presents two test
examples to support the new method. Finally, conclusions are made in Section .

2 Equivalent problems
In this section, we introduce two transformations to convert our problem (.)-(.) to
two equivalent forms. Therefore, we may apply the Ritz-Gelerkin method to the second
equivalent form to get approximation solution of problem.
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Introduce the first transformation:

ξ =
x – ϕ(t)

ϕ(t) – ϕ(t)
. (.)

Then the variable x ∈ [ϕ(t),ϕ(t)] makes ξ ∈ [, ].
Let

v(x, t) = u
((

ϕ(t) – ϕ(t)
)
x + ϕ(t), t

)
,  ≤ x ≤ , t ≥ . (.)

Then

u(x, t) = v
(

x – ϕ(t)
ϕ(t) – ϕ(t)

, t
)

= v(ξ , t), (.)

∂u
∂x

=
∂v
∂ξ

· 
ϕ(t) – ϕ(t)

, (.)

∂u
∂x =

∂v
∂ξ  · 

[ϕ(t) – ϕ(t)] , (.)

∂u
∂t

=
∂v
∂t

–
∂v
∂ξ

· B(x, t), (.)

where

B(x, t) =
ϕ′

(t)(ϕ(t) – ϕ(t)) + (x – ϕ(t))[ϕ′
(t) – ϕ′

(t)]
(ϕ(t) – ϕ(t)) . (.)

Under the first transformations (.), problem (.)-(.) becomes the first equivalent
form as follows:

∂v
∂t

=


[ϕ(t) – ϕ(t)] · ∂v
∂x + B̃(x, t)

∂v
∂x

– λ̃(x, t)v(x, t),  < x < ,  < t < , (.)

with initial condition

v(x, ) = f̃ (x),  < x < , (.)

boundary conditions

v(, t) = g(t),  < t < , (.)
∫ 


v(x, t) dx =

E(t)
ϕ(t) – ϕ(t)

,  < t < , (.)

and compatibility conditions

g() = f
(
ϕ()

)
= f̃ (), (.)

∫ 


f̃ (x) dx =

E()
ϕ() – ϕ()

, (.)
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where

B̃(x, t) = B
(
ϕ(t) +

(
ϕ(t) – ϕ(t)

)
x, t

)
=

ϕ′
(t) + [ϕ′

(t) – ϕ′
(t)]x

ϕ(t) – ϕ(t)
, (.)

λ̃(x, t) = λ
(
ϕ(t) +

(
ϕ(t) – ϕ(t)

)
x
)
, (.)

f̃ (x) = f
((

ϕ() – ϕ()
)
x + ϕ()

)
. (.)

In order to facilitate the application of the Ritz-Galerkin method, we introduce the sec-
ond transformation:

H(x, t) = v(x, t) – ( – x)g(t) – xg(t). (.)

Then

∂H
∂t

=
∂v
∂t

– ( – x)
d(g(t))

∂t
– x

d(g(t))
∂t

, (.)

∂H
∂x

=
∂v
∂x

+ g(t) – g(t), (.)

∂H
∂x =

∂v
∂x . (.)

According to transformation (.) and equations (.)-(.), we have

∂H
∂t

=


[ϕ(t) – ϕ(t)] · ∂H
∂x + B̃(x, t)

∂H
∂x

– λ̃(x, t)H(x, t) + K(x, t),

 < x < ,  < t < , (.)

with initial condition

H(x, ) = f̃ (x) – ( – x)g() – xg(),  < x < , (.)

boundary conditions

H(, t) = ,  < t < , (.)

H(, t) = ,  < t < , (.)

and compatibility conditions

H(, ) = , (.)

H(, ) = , (.)

where

K(x, t) = B̃(x, t)
(
g(t) – g(t)

)
– λ̃(x, t)

(
( – x)g(t) + xg(t)

)

– ( – x)
d(g(t))

dt
– x

d(g(t))
dt

. (.)
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From (.), (.), and (.) we obtain

H(x, t) = u
((

ϕ(t) – ϕ(t)
)
x + ϕ(t), t

)
– ( – x)g(t) – xg(t) (.)

and

u(x, t) = H
(

x – ϕ(t)
ϕ(t) – ϕ(t)

, t
)

+
(

 –
x – ϕ(t)

ϕ(t) – ϕ(t)

)
g(t) +

x – ϕ(t)
ϕ(t) – ϕ(t)

g(t). (.)

3 Existence and uniqueness
In this section, the existence and uniqueness of a solution of problem (.)-(.) are dis-
cussed.

In order to facilitate the deduction of the problem, we need to make another transfor-
mation. Let

η =
∫ t



[
ϕ(τ ) – ϕ(τ )

]– dτ := A(t) (.)

and

t = ψ(η), (.)

where ψ is the inverse of the mapping η = A(t).
Setting

v(x, t) = w(x,η), (.)

it follows from the chain rule that

∂v
∂t

=
∂w
∂η

· 
[ϕ(t) – ϕ(t)] , (.)

∂v
∂x

=
∂w
∂x

, (.)

∂v
∂x =

∂w
∂x . (.)

Thus, problem (.)-(.) can be reduced to the following form:

∂w(x,η)
∂η

=
∂w(x,η)

∂x + B̂(x,η)
∂w(x,η)

∂x
– λ̂(x,η)w(x,η),  < x < ,  < t < T , (.)

with initial condition

w(x, ) = f̃ (x),  < x < , (.)

boundary conditions

w(,η) = g
(
ψ(η)

)
,  < η < T , (.)

w(,η) = g
(
ψ(η)

)
,  < η < T , (.)
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and compatibility conditions

w(, ) = g() = f̃ () = f
(
ϕ()

)
, (.)

w(, ) = g() = f̃ () = f
(
ϕ()

)
, (.)

where

B̂(x,η) =
[
ϕ

(
ψ(η)

)
– ϕ

(
ψ(η)

)]B̃
(
x,ψ(η)

)
, (.)

λ̂(x,η) =
[
ϕ

(
ψ(η)

)
– ϕ

(
ψ(η)

)]
λ̃
(
x,ψ(η)

)
, (.)

T =
∫ 



[
ϕ(τ ) – ϕ(τ )

]– dτ . (.)

Assumption For the function F(x,η, w, p), we shall assume the following:
(a) The function F(x,η, w, p) is defined and continuous on the set

	 =
{

(x,η, w, p)|(x,η) ∈ [, ] × [, ], –∞ < w < ∞, –∞ < p < ∞}
;

(b) For each C >  and for |w|, |p| < C, the function F(x,η, w, p) is uniformly Hölder
continuous in x and η for each compact subset of DT = {(x,η)|(x,η) ∈ (, ) × (, ]};

(c) There exists a constant CF such that

∣
∣F(x,η, w, p)

∣
∣ –

∣
∣F(x,η, w, p)

∣
∣ ≤ CF

[|w – w| + |p – p|
]

for all (wi, pi), i = , .

Applying the results of Cannon [], p., Thm. .., to the initial boundary value
problem given by equations (.)-(.), we have the following theorem, which gives the
existence and uniqueness of its solution.

Theorem  Suppose that the function

F(x,η, w, p) = B̂(x,η)p – λ̂(x,η)w (.)

satisfies the above assumption, f̃ (x) is continuously differentiable, f̃ (x) and f̃ ′(x) are
bounded, g(ψ(η)) is continuously differentiable, and g(ψ(η)) is continuously differen-
tiable. Then there exists a unique bounded solution w = w(x,η) of initial boundary value
problem (.)-(.). Moreover, this unique solution has a bounded continuous derivative
with respect to x.

According to the relationship of functions u(x, t), v(x, t), and w(x,η), we can easily get
the following theorem.

Theorem  Assume that

λ(x) ∈ C[, ], f (x) ∈ C[ϕ(),ϕ()
]
, g(t), g(t),ϕ(t),ϕ(t) ∈ C[, ]. (.)
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Then there exists a unique bounded solution u = u(x, t) of initial boundary value problem
(.)-(.). Moreover, this unique solution has a bounded continuous derivative with respect
to x.

4 Bernstein polynomials and their properties
The general form of the Bernstein polynomials of mth degree proposed by Bhatti and
Bracken [] is defined on the interval [, ] as

Bi,m(x) =
m!

i!(m – i)!
xi( – x)m–i,  ≤ i ≤ m. (.)

It can easily be shown that all Bernstein polynomials are positive and that the sum of all
Bernstein polynomials is unity for all real x ∈ [, ], that is,

m∑

i=

Bi,m(x) = , x ∈ [, ]. (.)

Moreover, the Bernstein polynomials have the following properties:

Bi,m(x) = ( – x)Bi,m–(x) + xBi–,m–(x), (.)

Bi,m–(x) =
m – i

m
Bi,m(x) +

i + 
m

Bi+,m(x), (.)

B′
i,m(x) = m

(
Bi–,m–(x) – Bi,m–(x)

)
, (.)

∫ 


Bi,m(x) dx =


m + 

, i = , , . . . , m. (.)

Each kth-degree Bernstein basis function can be expressed in the mth-degree Bernstein
basis functions (see []):

Bi,k(x) =
m–k+i∑

j=i

k!(m – k)!j!(m – j)!
i!(k – i)!(j – i)!(m – k – j + i)!m!

Bj,m(x) (i = , , . . . , k) for k ≤ m. (.)

The set of Legendre polynomials, denoted by {Lk(x), k = , , . . . } is orthogonal with re-
spect to the weighting function ω(x) =  over the interval [, ]. These polynomials satisfy
the recurrence relation []

(k + )Lk+(x) = (k + )(x – )Lk(x) – kLk–(x), k = , , . . . , (.)

with

L(x) = , L(x) = x – . (.)

It can be shown [] that the Legendre polynomial Lm(x) can be expressed in the mth-
degree Bernstein basis B,m(x), B,m(x), . . . , Bm,m(x) as follows:

Lm(x) =
m∑

i=

(–)m+i m!
i!(m – i)!

Bi,m(x). (.)
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Thus, from (.) and (.) we can obtain that any given polynomial Pm(x) of degree m
can be expanded in the mth-degree Legendre and Bernstein base on x ∈ [, ]:

Pm(x) =
m∑

k=

lkLk(x) =
m∑

i=

ciBi,m(x). (.)

Let V = L[, ] be the vector space of real square-integrable functions on [, ] with
inner product

〈f , g〉 =
∫ 


f (x)g(x) dx. (.)

Remarks
() Space Span{L(x), L(x), . . . , Lm(x)} = Span{B,m(x), B,m(x), . . . , Bm,m(x)} := Y ⊂ V

and B,m(x), B,m(x), . . . , Bm,m(x) are bases of the subspace Y of V .
() Let f (x) ∈ V = L[, ]. Then there exists a unique best approximation to f (x) out of

Y such that y(x) ∈ Y ; that is, if y(x) ∈ Y , then

∥∥y(x) – f (x)
∥∥ ≤ ∥∥y(x) – f (x)

∥∥; (.)

moreover,

y(x) =
m∑

k=

ckBk,m = (c, c, . . . , cm)
(
B,m(x), B,m(x), . . . , Bm,m(x)

)T := CTφ, (.)

where the coefficient matrix CT can be obtained by

CT =
〈
f ,φT 〉〈

φ,φT 〉–. (.)

5 Bernstein Ritz-Galerkin method
In this section, we apply the Ritz-Galerkin method to the second equivalent problem
(.)-(.) in Section . Then an approximate solution of the original problem can be
easily obtained by (.).

Consider the parabolic equation

∂H
∂t

=


[ϕ(t) – ϕ(t)] · ∂H
∂x + B̃(x, t)

∂H
∂x

– λ̃(x, t)H(x, t) + K(x, t),

 < x < ,  < t < , (.)

with initial condition

H(x, ) = f̃ (x) – ( – x)g() – xg(),  < x < , (.)

boundary conditions

H(, t) = ,  < t < , (.)

H(, t) = ,  < t < , (.)



Zhou and Li Boundary Value Problems  (2015) 2015:236 Page 9 of 17

and compatibility conditions

H(, ) = , (.)

H(, ) = , (.)

where

λ̃(x, t) = λ
(
ϕ(t) +

(
ϕ(t) – ϕ(t)

)
x
)
, (.)

f̃ (x) = f
((

ϕ() – ϕ()
)
x + ϕ()

)
, (.)

B̃(x, t) = B
(
ϕ(t) +

(
ϕ(t) – ϕ(t)

)
x, t

)
=

ϕ′
(t) + [ϕ′

(t) – ϕ′
(t)]x

ϕ(t) – ϕ(t)
, (.)

K(x, t) = B̃(x, t)
(
g(t) – g(t)

)
– λ̃(x, t)

(
( – x)g(t) + xg(t)

)

– ( – x)
d(g(t))

dt
– x

d(g(t))
dt

. (.)

Let

F(H) =
∂H
∂t

–


[ϕ(t) – ϕ(t)] · ∂H
∂x – B̃(x, t)

∂H
∂x

+ λ̃(x, t)H(x, t) – K(x, t) = . (.)

A Ritz-Galerkin approximation to (.) is constructed as follows. An approximate solu-
tion H̃(x, t) is sought in the form of the truncated series

H̃(x, t) = H(x, ) ·
( N∑

i=

M∑

j=

ki,jtBi,N (x)Bj,M(t) + 

)

, (.)

where Bi,N (x), Bj,M(t) are Bernstein polynomials. From compatibility conditions (.)-(.)
it is easy to see that the approximation solution H̃(x, t) satisfies the initial condition (.)
and the boundary conditions (.) and (.).

Now the expansion coefficients ki,j are determined by the Galerkin equations

〈
F
(
H̃(x, t)

)
, Bi,N (x)Bj,M(t)

〉
=  (i = , , . . . , N , j = , , . . . , M), (.)

where 〈·, ·〉 denotes the inner product defined by

〈
F
(
H̃(x, t)

)
, Bi,N (x)Bj,M(t)

〉
=

∫ 



∫ 


F
(
H̃(x, t)

)
Bi,N (x)Bj,M(t) dt dx. (.)

The Galerkin equations (.) give a system of (N + )(M + ) linear equations, which can
be solved for the elements ki,j using mathematical software.

6 Numerical application
In this section, we perform two numerical examples with the Ritz-Galerkin methods de-
scribed in previous sections. The validity and efficiency of our numerical scheme are
demonstrated by comparing the approximate result with the exact solution.
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Example  Consider (.)-(.) with

λ(x) = x, (.)

ϕ(t) = ,  ≤ t ≤ , (.)

ϕ(t) =


 – t
,  ≤ t ≤ , (.)

f (x) = ex,  = ϕ() ≤ x ≤ ϕ() =



, (.)

g(t) = e

 t–t+t ,  ≤ t ≤ , (.)

g(t) = e

 t–t+t+,  ≤ t ≤ , (.)

which has the exact solution

u(x, t) = ex(–t)+ 
 t–t+t , (.)

From (.)-(.) we obtain the following equivalent problem:

∂H
∂t

= ( – t) · ∂H
∂x +

x
 – t

∂H
∂x

–
x

 – t
H(x, t) + K(x, t),  < x < ,  < t < , (.)

with initial condition

H(x, ) = ex –  + x( – e),  < x < , (.)

boundary conditions

H(, t) = ,  < t < , (.)

H(, t) = ,  < t < , (.)

where

K(x, t) = e

 t–t+t

(
x(e –  + x – ex)

 – t
– (t – )( – x + ex)

)
. (.)

From (.), (.), and (.) we can deduce that problem (.)-(.) has the exact solution

H(x, t) = e

 t–t+t(ex –  + x( – e)

)
. (.)

We applied the method presented in this paper with N = , M =  and solved equation
(.).

From Galerkin equations (.) we have

⎧
⎪⎨

⎪⎩

k, = ., k, = ., k, = ., k, = ., k, = .,
k, = ., k, = ., k, = ., k, = ., k, = .,
k, = ., k, = ., k, = ., k, = ., k, = ..

(.)
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Figure 1 Exact (red) and approximate (green)
solutions of H(x, t) in Example 1.

Figure 2 Exact (red) and approximate (green)
solutions of u(x, t) in Example 1.

From equations (.) we can obtain the approximate solution H̃(x, t) of problem (.)-
(.) as follows:

H̃(x, t) = H(x, ) ·
(N=∑

i=

M=∑

j=

ki,jtBi,N (x)Bj,M(t) + 

)

. (.)

According to (.), we can get following corresponding approximate solution ũ(x, t) of
problem (.)-(.):

ũ(x, t) = H̃
(
( – t)x, t

)
+

(
 – ( – t)x

)
e


 t–t+t + ( – t)xe


 t–t+t+. (.)

Similarly, we can get approximate solutions of problems (.)-(.) and (.)-(.) for
different values of N and M.

In Figure , the exact and approximate solutions of H(x, t) with N = , M =  are plotted.

In Figure , the exact and approximate solutions of u(x, t) with N = , M =  are plotted.

Table  and Table  present respectively the absolute error for H(x, t) and u(x, t) in Ex-
ample  after using the method presented in this paper with different N and M.
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Table 1 The absolute error for H(x, t) in Example 1

(x, t) N = 2, M = 4 N = 2, M = 6 N = 2, M = 8

(0, 0) 0 0 0
(0.1, 0.1) 4.51× 10–6 –9.23× 10–7 9.09× 10–9

(0.2, 0.2) 8.98× 10–5 1.00× 10–6 –3.19× 10–8

(0.3, 0.3) –7.04× 10–6 2.68× 10–6 6.72× 10–8

(0.4, 0.4) –1.97× 10–4 –3.49× 10–6 –3.04× 10–8

(0.5, 0.5) –1.60× 10–4 –4.19× 10–6 –8.21× 10–8

(0.6, 0.6) 1.23× 10–4 4.37× 10–6 1.02× 10–7

(0.7, 0.7) 2.80× 10–4 4.62× 10–6 9.62× 10–9

(0.8, 0.8) 5.62× 10–5 –4.14× 10–6 –7.34× 10–8

(0.9, 0.9) –1.46× 10–4 –4.27× 10–7 5.06× 10–8

(1, 1) 0 0 0

Table 2 The absolute error for u( x
2–t , t) in Example 1

(x, t) N = 2, M = 4 N = 2, M = 6 N = 2, M = 8

(0, 0) 0 0 0
(0.1, 0.1) 7.80× 10–6 –1.64× 10–7 1.62× 10–8

(0.2, 0.2) 1.37× 10–4 1.52× 10–6 –4.89× 10–8

(0.3, 0.3) –9.19× 10–6 3.39× 10–6 8.52× 10–8

(0.4, 0.4) –2.02× 10–4 –3.61× 10–6 –3.25× 10–8

(0.5, 0.5) –1.23× 10–4 –3.19× 10–6 –6.21× 10–8

(0.6, 0.6) 7.91× 10–5 2.70× 10–6 6.13× 10–8

(0.7, 0.7) 1.12× 10–4 1.69× 10–6 –8.15× 10–10

(0.8, 0.8) 8.81× 10–6 –1.10× 10–6 –1.74× 10–8

(0.9, 0.9) –1.68× 10–5 –1.12× 10–8 5.72× 10–9

(1, 1) 0 0 0

Table 3 The L2 norm errors for functions H(x, t) – ˜H(x, t) and u(x, t) – ũ(x, t) in Example 1

(N, M) ‖H(x, t) – ˜H(x, t)‖L2([0,1]×[0,1]) ‖u(x, t) – ũ(x, t)‖L2([ϕ1(t),ϕ2(t)]×[0,1])

(2, 3) 3.34× 10–7 2.74× 10–7

(2, 4) 1.92× 10–8 1.51× 10–8

(2, 5) 2.00× 10–10 1.61× 10–10

(2, 6) 9.25× 10–12 7.07× 10–12

(2, 7) 1.06× 10–13 8.30× 10–14

(2, 8) 2.81× 10–15 2.09× 10–15

Table  presents the L norm errors for the functions H(x, t) – H̃(x, t) and u(x, t) – ũ(x, t)
in Example  with different N and M.

Example  In this example, we solve (.)-(.) with

λ(x) = , (.)

ϕ(t) = sin

(
π


t
)

,  ≤ t ≤ , (.)

ϕ(t) =  + sin

(
π


t
)

,  ≤ t ≤ , (.)

f (x) = ex,  = ϕ() ≤ x ≤ ϕ() = , (.)

g(t) = et+sin( π
 t),  ≤ t ≤ , (.)

g(t) = et+sin( π
 t)+,  ≤ t ≤ , (.)
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which has the exact solution

u(x, t) = et+x, (.)

From (.)-(.) we obtain the following equivalent problem:

∂H
∂t

=
∂H
∂x +

π


cos

(
π


t
)

∂H
∂x

+ K(x, t),  < x < ,  < t < , (.)

with initial condition

H(x, ) = ex –  + x( – e),  < x < , (.)

boundary conditions

H(, t) = ,  < t < , (.)

H(, t) = ,  < t < , (.)

where

K(x, t) = et+sin( π
 t)

(
π


cos

(
π


t
)

(e – ) –
(

 +
π


cos

(
π


t
))

( – x + xe)
)

. (.)

From (.), (.), and (.) we deduce that problem (.)-(.) has the exact solution

H(x, t) = et+sin( π
 t)(ex –  + x( – e)

)
. (.)

We applied the method presented in this paper with N = , M =  and solved equation
(.).

From the Galerkin equations (.) we have

⎧
⎪⎨

⎪⎩

k, = ., k, = ., k, = ., k, = ., k, = .,
k, = ., k, = ., k, = ., k, = ., k, = .,
k, = ., k, = ., k, = ., k, = ., k, = ..

(.)

From equations (.) we obtain the following approximate solution H̃(x, t) of problem
(.)-(.):

H̃(x, t) = H(x, ) ·
(N=∑

i=

M=∑

j=

ki,jtBi,N (x)Bj,M(t) + 

)

. (.)

According to (.), we get following corresponding approximate solution ũ(x, t) of the
problem (.)-(.):

ũ(x, t) = H̃
(

x – sin

(
π t


)
, t

)
+

(
 –

(
x – sin

(
π t


)))
et+sin( π t

 )

+
(

x – sin

(
π t


))
et+sin( π t

 )+. (.)
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Figure 3 Exact (red) and approximate (blue)
solutions of H(x, t) in Example 2.

Figure 4 Exact (red) and approximate (blue)
solutions of u(x, t) in Example 2.

Similarly, we get approximate solutions of problems (.)-(.) and (.)-(.) for dif-
ferent values of N and M.

In Figure , the exact and approximate solutions of H(x, t) with N = , M =  are plotted.
In Figure , the exact and approximate solutions of u(x, t) with N = , M =  are plotted.

Table  and Table  present respectively the absolute errors for H(x, t) and u(x, t) in
Example  after using the method presented in this paper with different N and M.

Table  present the L norm error for the functions H(x, t) – H̃(x, t) and u(x, t) – ũ(x, t)
in Example  with different N and M.

Remark In Example , we easily obtain

∥
∥H(x, t) – H̃(x, t)

∥
∥

L(	) =
∥
∥u(x, t) – ũ(x, t)

∥
∥

L(	), (.)

where

	 := [, ] × [, ],

	 :=
[
ϕ(t),ϕ(t)

] × [, ] =
[

sin

(
π t


)
,  + sin

(
π t


)]
× [, ].

(.)
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Table 4 The absolute error for H(x, t) in Example 2

(x, t) N = 2, M = 2 N = 2, M = 4 N = 2, M = 6

(0, 0) 0 0 0
(0.1, 0.1) 1.69× 10–3 –1.36× 10–5 –3.93× 10–7

(0.2, 0.2) 1.40× 10–3 1.14× 10–4 –5.00× 10–7

(0.3, 0.3) –2.74× 10–3 9.58× 10–5 2.47× 10–6

(0.4, 0.4) –7.35× 10–3 –1.48× 10–4 4.35× 10–7

(0.5, 0.5) –7.96× 10–3 –2.81× 10–4 –4.25× 10–6

(0.6, 0.6) –2.92× 10–3 –5.10× 10–5 –5.68× 10–7

(0.7, 0.7) 4.58× 10–3 2.65× 10–4 4.70× 10–6

(0.8, 0.8) 7.91× 10–3 1.70× 10–4 –9.47× 10–7

(0.9, 0.9) 3.18× 10–3 –1.25× 10–4 –1.45× 10–6

(1, 1) 0 0 0

Table 5 The absolute error for u(x + sin( π
2 t), t) in Example 2

(x, t) N = 2, M = 2 N = 2, M = 4 N = 2, M = 6

(0, 0) 0 0 0
(0.1, 0.1) –1.10× 10–3 8.91× 10–6 2.48× 10–7

(0.2, 0.2) –1.05× 10–3 –7.88× 10–5 3.76× 10–7

(0.3, 0.3) 1.87× 10–3 –7.79× 10–5 –1.83× 10–6

(0.4, 0.4) 5.66× 10–3 1.04× 10–4 –5.49× 10–7

(0.5, 0.5) 6.76× 10–3 2.31× 10–4 3.37× 10–6

(0.6, 0.6) 3.35× 10–3 7.52× 10–5 9.43× 10–7

(0.7, 0.7) –2.45× 10–3 –1.85× 10–4 –3.68× 10–6

(0.8, 0.8) –5.56× 10–3 –1.56× 10–4 1.55× 10–7

(0.9, 0.9) –2.82× 10–3 6.30× 10–5 1.34× 10–6

(1, 1) 0 0 0

Table 6 The L2 norm error for the functions H(x, t) – ˜H(x, t) and u(x, t) – ũ(x, t) in Example 2

(N, M) ‖H(x, t) – ˜H(x, t)‖L2([0,1]×[0,1]) ‖u(x, t) – ũ(x, t)‖L2([ϕ1(t),ϕ2(t)]×[0,1])

(N = 2,M = 1) 1.12× 10–4 1.12× 10–4

(N = 2,M = 2) 2.18× 10–5 2.18× 10–5

(N = 2,M = 3) 7.24× 10–8 7.24× 10–8

(N = 2,M = 4) 2.24× 10–8 2.24× 10–8

(N = 2,M = 5) 5.96× 10–10 5.96× 10–10

(N = 2,M = 6) 4.95× 10–12 4.95× 10–12

In fact, we have

∥∥u(x, t) – ũ(x, t)
∥∥

L(	)

=
∫ 



∫ ϕ(t)

ϕ(t)

(
u(x, t) – ũ(x, t)

) dx dt
(
applying equation (.)

)

=
∫ 



∫ ϕ(t)

ϕ(t)

(
H

(
x – ϕ(t)

ϕ(t) – ϕ(t)
, t

)
– H̃

(
x – ϕ(t)

ϕ(t) – ϕ(t)
, t

))

dx dt

=
∫ 



∫ 



(H(x, t) – H̃(x, t))

ϕ(t) – ϕ(t)
dx dt

(
noting ϕ(t) – ϕ(t) = 

)

=
∥
∥H(x, t) – H̃(x, t)

∥
∥

L(	).
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7 Conclusion
In this paper, the Ritz-Galerkin method in Bernstein polynomial basis is implemented to
obtain an approximate solution of a nonclassical parabolic equation subject to given ini-
tial and moving boundary conditions. Also, the existence and uniqueness of a solution
are discussed. The properties of Bernstein polynomials and the Ritz-Galerkin method are
first presented’ then the Ritz-Galerkin method is used to reduce the parabolic equation
with moving boundaries to the solution of algebraic equations. Illustrative examples are
included to demonstrate the validity and applicability of new numerical technique devel-
oped.
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