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1 Introduction
In this paper, we consider the Cauchy problem of the multidimensional chemotaxis model

⎧
⎨

⎩

∂tu = �u + ∇ · (u∇ ln v),

∂tv = uv – μv,
(.)

where (t, x) ∈ R+ × Rn, u(t, x) and v(t, x) denote the cell density and the chemical concen-
tration, respectively, and μ is a constant.

The system (.) was proposed by Othmer and Stevens [] to describe the chemotac-
tic movement of particles where the chemicals are non-diffusible and can modify the lo-
cal environment for succeeding passages. For example, myxobacteria produce lime over
which their cohorts can move more readily and ants can follow trails left by predecessors
[]. One direct application of (.) is to model haptotaxis where cells move toward an in-
creasing concentration of immobilized signals such as surface or matrix-bound adhesive
molecules.

For the sake of simplicity, we set w = μt + ln v. Therefore we get from (.)

⎧
⎨

⎩

∂tu = �u + ∇ · (u∇w),

∂tw = u.
(.)

Letting p̄ >  be a constant, we substitute

u = p + p̄, q = ∇w, (.)
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into the system (.) to get

⎧
⎪⎪⎨

⎪⎪⎩

∂tp – p̄ div q – �p = div(pq),

∂tq – ∇p = ,

∇ × q = .

(.)

To represent the results in this paper, the following notations are needed. We use (·, ·) to
denote the standard inner products in L(Rn) and ‖·‖ is the corresponding norm in L(Rn).
For any r ∈ [,∞], Lr(Rn) is the usual Lebesgue space on Rn. We define the operator �s

with s ∈ R by

�sf (x) :=
∫

Rn
|ξ |sf̂ (ξ )eπ ix·ξ dξ ,

where f̂ (ξ ) = F f (ξ ) is the Fourier transform of f (x). We shall use Dk with an integer k ≥ 
to stand for the usual spatial derivatives of order k. When k <  or k is not a positive
integer, Dk stands for �k . We then recall the homogeneous Besov spaces. Let φ ∈ C∞

c (Rn
ξ )

be such that φ(ξ ) =  when |ξ | ≤  and φ(ξ ) =  when |ξ | ≥ . Let ϕ(ξ ) = φ(ξ ) – φ(ξ ) and
ϕj(ξ ) = ϕ( ξ

j ) for any j ∈ Z. Then
∑

j∈Z ϕj(ξ ) =  if ξ �= . We define �j := F–(ϕj) ∗ f , then,
for 	 ∈ R and  ≤ r, s ≤ ∞, we define the homogeneous Besov spaces Ḃ	

r,s(Rn) with the
norm ‖ · ‖Ḃ	

r,s
defined by

‖f ‖Ḃ	
r,s

:=
(∑

j∈Z

	sj‖�jf ‖s
Lr

) 
s
, ‖f ‖Ḃ	

r,∞ := sup
j∈Z

(
	j‖�jf ‖Lr

)
.

We also use ‖�k(p, q)(t)‖ := ‖�kp(t)‖ + ‖�kq(t)‖ and denote by C a generic positive
constant which varies from line to line. For the energy estimates, the instant energy func-
tional for a solution (p, q)(t, x) to the system (.), denoted by EN (t) has the equivalent
relation with some integer N ≥ ,

EN (t) ∼
N∑

k=

∥
∥Dk(p, q)(t)

∥
∥. (.)

In addition, the corresponding dissipation functional denoted by DN (t) satisfies

DN (t) ∼
N∑

k=

∥
∥Dk(p, q)(t)

∥
∥ +

∥
∥DN+p(t)

∥
∥. (.)

Here the notation A∼ B is used to denote that there exist two generic positive constants
C < C such that CB ≤A≤ CB.

With the above preparation, the main results in this paper can be stated as follows.

Theorem . There exists ε >  such that if EN () ≤ ε with N > n
 +  and n ≥ , there is a

unique global solution (p, q) = (p, q)(t, x) to the system (.) with (p, q)(, x) = (p(x), q(x))
that satisfies

d
dt

EN (t) + CDN (t) ≤ . (.)
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This global solution has the following time decay:

∥
∥��(p, q)(t)

∥
∥ ≤ Cε( + t)–� for any � ∈ [, N]. (.)

If we further assume ‖(p, q)‖Ḃ–	
,∞ < ∞ with 	 ∈ (, n

 ], we have

∥
∥��(p, q)(t)

∥
∥ ≤ C( + t)–(�+	) for any � ∈ [–	, N – ]. (.)

Remark . Similar time decay rates to (.) and (.) were obtained when the initial data
in the additional negative homogeneous Sobolev space Ḣ–	(Rn) with 	 ∈ (, n

 ) for equa-
tion (.) with some perturbation term in [] the referee told us. Compared to the results
in [], our results can include the endpoint cases while the equation considered in [] is a
little more complicated. In some sense our results generalize their partial time decay rates
results and we believe that our proof methods can also apply to the equation considered
in [] to obtain the time decay rates of the endpoints. In addition, the other small assump-
tions of the initial data are imposed in [, ], some time decay rates results can be obtained
and our results also improve the time decay rate results in [, ]. As to the chemotaxis sig-
nificance of the time decay rates of equation (.), we refer the reader to [–], where the
authors give more discussions.

From Theorem ., (.) and (.), we have the following results on the asymptotic be-
havior of solutions to the system (.).

Corollary . There exists ε >  such that if
∑N

k= ‖Dk(u – p̄,∇ ln v)‖ ≤ ε with N >
n
 +  and n ≥ , then the Cauchy problem (.) has a global solution (u, v) = (u, v)(t, x) with
(u, v)(, x) = (u(x), v(x)) satisfying for all t > 

N∑

k=

∥
∥Dk(u – p̄,∇ ln v)(t)

∥
∥ ≤ Cε.

This global solution has the following time decay:

∥
∥��(u – p̄,∇ ln v)(t)

∥
∥ ≤ Cε( + t)–� for any � ∈ [, N].

If we further assume ‖(u – p̄,∇ ln v)‖Ḃ–	
,∞ < ∞ with 	 ∈ (, n

 ], we have

∥
∥��(u – p̄,∇ ln v)(t)

∥
∥ ≤ C( + t)–(�+	) for any � ∈ [–	, N – ].

Let us review some work related to the study in this paper. The one-dimensional version
of the system (.) has been studied for both Cauchy problems and initial-boundary value
problems, for instance, in [, ] for bounded domains and in [, ] for nonlinear stabili-
ties of traveling waves. However, there are few results for the multidimensional cases of
the system (.). The initial-boundary value problems are studied in [, ]. The local and
global existence of the solution to the Cauchy problem near some constant state is ob-
tained in []. Hao [] proved existence and uniqueness of global solutions for initial data
close to some constant state in critical Besov space with minimal regularity. The proof
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was in the Chemin-Lerner space framework (see e.g. [, ]). In [], the authors obtained
the global weak existence and partial time decay of the solutions to the system (.) near
some constant state in the slightly low regular Sobolev space. It was studied in [] and a
comprehensive qualitative and numerical analysis were provided. We will not attempt to
exhaust references in this paper. We refer reader to [, –, –, ] and the references
therein for more discussions in this direction.

In this paper we consider precise large time behavior of the global solutions to the sys-
tem (.) near some constant state, motivated by [, , ]. We first construct the uniform
estimates, which are used to obtain global existence and time decay rate under the as-
sumption of initial energy being small enough. Once a global solution are constructed, by
using a time-weighted methods, we can prove the time decay rate of the kth-order deriva-
tives of these solutions approaching a constant state at a time decay rate O(t– k

 ) without
additional assumption. We remark that the time-weighted methods was also applied to
prove the time decay rate for the fluid system [, ]. If we further assume that the initial
data is in the negative Besov space (not necessary small) by a similar interpolation to [,
], we can obtain the fast time decay rate.

2 Some basic estimates
In this section we first represent some elementary inequalities and then we use these re-
sults to handle the nonlinear term.

Lemma . ([]) For any f , g ∈ L∞(Rn) ∩ Hk(Rn), we have

∥
∥Dk(fg)

∥
∥ ≤ C

(‖f ‖L∞
∥
∥Dkg

∥
∥ + ‖g‖L∞

∥
∥Dkf

∥
∥
)
. (.)

Lemma . ([]) Suppose that m �= 	. We have the interpolation estimate

∥
∥�kg

∥
∥

Lr ≤ C
∥
∥�mg

∥
∥–θ

L ‖g‖θ

Ḃ	
,∞

≤ C
∥
∥�mg

∥
∥–θ

L

∥
∥�	g

∥
∥θ

L , (.)

where  < θ <  and  ≤ r ≤ ∞ and

k +
n


–
n
r

= m( – θ ) + 	θ . (.)

Lemma . If  ≤ k ≤ N – , it follows that

∣
∣
(
Dk div(pq), div Dkq

)∣
∣ ≤ C

√
EN (t)

∥
∥Dk+(p, q)

∥
∥ (.)

and

∣
∣
(
Dk div(pq), Dkp

)∣
∣ ≤ C

√
EN (t)

N∑

m=k+

∥
∥Dm(p, q)

∥
∥. (.)

We have

∣
∣
(
DN div(pq), DN p

)∣
∣ ≤ C

∥
∥(p, q)

∥
∥

L∞‖DN (p, q)
∥
∥
∥
∥DN+p‖. (.)
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Proof By (.) and Lemma ., we have, for θ = ( n
 – )/[ n

 ],

‖p‖
L∞ ≤ C‖Dp‖(–θ )∥∥D[ n

 ]+p
∥
∥θ ≤ CEN (t). (.)

It follows from this and (.) that

∣
∣
(
Dk div(pq), div Dkq

)∣
∣ ≤ C

∥
∥(p, q)

∥
∥

L∞
∥
∥Dk+(p, q)

∥
∥ ≤ C

√
EN (t)

∥
∥Dk+(p, q)

∥
∥.

It follows from (.) that

∣
∣
(
Dk div(pq), Dkp

)∣
∣ =

∣
∣
(
Dk(pq), Dk+p

)∣
∣

≤ C
∥
∥(p, q)

∥
∥

L∞
∥
∥Dk(p, q)

∥
∥
∥
∥Dk+p

∥
∥. (.)

Then we see from (.) that (.) holds. Next we prove (.). If k = , (.) follows from
(.) and (.). If  ≤ k ≤ n

 , it follows from (.) that

‖p‖L∞
∥
∥�kp

∥
∥ ≤ C

∥
∥�αp

∥
∥

k
k+

∥
∥�[ n

 ]+p
∥
∥


k+

∥
∥�k+p

∥
∥

k
k+ ‖p‖ 

k+ , (.)

where α = n
 – ([ n

 ] +  – n
 ) 

k ∈ [, n
 ).

If α ∈ Z, by (.) and (.), we get (.). If α /∈ Z, it follows from (.) that

∥
∥�αp

∥
∥ ≤ ∥

∥�[α]p
∥
∥[α]+–α∥

∥�[α]+p
∥
∥α–[α]. (.)

By this, (.) and (.), we obtain (.). If n
 < k ≤ N – , we have from (.)

‖p‖L∞
∥
∥�kp

∥
∥ ≤ C‖p‖–θ

∥
∥�k+p

∥
∥θ∥∥�k+p

∥
∥–θ∥∥�αp

∥
∥θ , (.)

where θ = n
(k+) and α = ( – 

n )(k + ) ∈ (, k + ). If α ∈ Z, by (.) and (.), we get (.).
If α /∈ Z, we use (.), (.) and (.) to obtain (.). �

3 Energy analysis
In this section we first deduce the uniform estimates of the system (.) and make use of
the time-weighted methods to the time decay rate (.). Then we use the properties of the
Besov space and the interpolation to get the fast time decay rate.

Theorem . Letting (p, q) = (p, q)(t, x) be the solution to the system (.) satisfying EN (t) <
ε, we have the estimate

d
dt

EN (t) + CDN (t) ≤ . (.)

Here EN (t) and DN (t) are defined as (.) and (.).

Proof Taking the derivative Dk of (.) with  ≤ k ≤ N , we can obtain




d
dt

(∥
∥Dkp

∥
∥ + p̄

∥
∥Dkq

∥
∥) +

∥
∥∇Dkp

∥
∥ =

(
Dk div(pq), Dkp

)
. (.)
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For the system (.), we have for  ≤ k ≤ N – 




d
dt

∥
∥div Dkq

∥
∥ –

d
dt

(
Dkp, div Dkq

)
+ p̄

∥
∥div Dkq

∥
∥ –

∥
∥∇Dkp

∥
∥

= –
(
Dk div(pq), div Dkq

)
. (.)

For any κ >  small enough, we have from (.) and (.)

d
dt

{ N∑

k=

(∥
∥Dkp

∥
∥ + p̄

∥
∥Dkq

∥
∥) + κ

N–∑

k=

(∥
∥div Dkq

∥
∥ – 

(
Dkp, div Dkq

))
}

+
N–∑

k=

{
( – κ)

∥
∥∇Dkp

∥
∥ + κ p̄

∥
∥div Dkq

∥
∥} + 

∥
∥DN+p

∥
∥

= 
N∑

k=

(
Dk div(pq), Dkp

)
– κ

N–∑

k=

(
Dk div(pq), div Dkq

)
. (.)

Notice that the equality ‖∇xq‖ = ‖div q‖ + ‖∇ × q‖ holds on p. of []. By the fact
that ∇ × q = , we have ‖div Dkq‖ = ‖Dk+q‖. By this, for any κ >  small enough, one
has

EN (t) =
N∑

k=

(∥
∥Dkp

∥
∥ + p̄

∥
∥Dkq

∥
∥) + κ

N–∑

k=

(∥
∥div Dkq

∥
∥ – 

(
Dkp, div Dkq

))

∼
N∑

k=

∥
∥Dk(p, q)

∥
∥,

DN (t) =
N–∑

k=

{
( – κ)

∥
∥∇Dkp

∥
∥ + κ p̄

∥
∥div Dkq

∥
∥} + 

∥
∥DN+p

∥
∥

∼
N∑

k=

∥
∥Dk(p, q)

∥
∥ +

∥
∥DN+p

∥
∥.

By Lemma . we have

∣
∣
∣
∣
∣

N∑

k=

(
Dk div(pq), Dkp

)
∣
∣
∣
∣
∣

+

∣
∣
∣
∣
∣

N–∑

k=

(
Dk div(pq), div Dkq

)
∣
∣
∣
∣
∣
≤ C

√
EN (t)DN (t).

Since EN (t) < ε, by these, we see from (.) that (.) holds. �

Remark . By Theorem . we have derived a priori estimates. Based on this uniform
estimate the global existence is proved by the standard continuation argument together
with the local in time existence theory; for example, see [].

In order to show the time decay of the solutions obtained above, we need the refined
energy estimates of each order derivatives of the solutions to the system (.). For this
purpose, we shall prove the following lemma.
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Lemma . Assume that (p, q) = (p, q)(t, x) be the solution to the system (.) satisfying
EN (t) < ε. For any fixed m ∈ {, , . . . , N – }, we have the following estimate:

d
dt

Em(t) + CDm(t) ≤ . (.)

Here Em(t) and Dm(t) are defined by

Em(t) =
N∑

k=m

(∥
∥Dkp

∥
∥ + p̄

∥
∥Dkq

∥
∥) + κ

N–∑

k=m

(∥
∥div Dkq

∥
∥ – 

(
Dkp, div Dkq

))
, (.)

Dm(t) =
N–∑

k=m

{
( – κ)

∥
∥∇Dkp

∥
∥ + κ p̄

∥
∥div Dkq

∥
∥} +

∥
∥DN+p

∥
∥, (.)

where κ >  is small enough.

Proof For any κ >  small enough, we have from (.) and (.)

d
dt

{ N∑

k=m

(∥
∥Dkp

∥
∥ + p̄

∥
∥Dkq

∥
∥) + κ

N–∑

k=m

(∥
∥div Dkq

∥
∥ – 

(
Dkp, div Dkq

))
}

+
N–∑

k=m

{
( – κ)

∥
∥∇Dkp

∥
∥ + κ p̄

∥
∥div Dkq

∥
∥} + 

∥
∥DN+p

∥
∥

= 
N∑

k=m

(
Dk div(pq), Dkp

)
– κ

N–∑

k=m

(
Dk div(pq), div Dkq

)
. (.)

Since ‖div Dkq‖ = ‖Dk+q‖ and κ >  is small enough, one has from (.) and (.) that

Em(t) ∼
N∑

k=m

∥
∥Dk(p, q)

∥
∥, and Dm(t) ∼

N∑

k=m+

∥
∥Dk(p, q)

∥
∥ +

∥
∥DN+p

∥
∥. (.)

By Lemma . we have

∣
∣
∣
∣
∣

N∑

k=m

(
Dk div(pq), Dkp

)
∣
∣
∣
∣
∣

+

∣
∣
∣
∣
∣

N–∑

k=m

(
Dk div(pq), div Dkq

)
∣
∣
∣
∣
∣
≤ C

√
EN (t)Dm(t).

Since EN (t) < ε, by these, we see from (.) that (.) holds. �

In the following we will use the time-weighted methods to show the time decay of the
solutions to the system (.).

Theorem . Assume that (p, q) = (p, q)(t, x) be the solution to the system (.) satisfying
EN (t) < ε. We have the time decay estimate, for any m ∈ [, N],

∥
∥�m(p, q)

∥
∥ ≤ Cε( + t)–m.
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Proof For any m ∈ {, . . . , N – }, we see from (.) that

d
dt

{
( + t)mEm(t)

}
– m( + t)m–Em(t) + ( + t)mDm(t) ≤ . (.)

Letting the constants Cm >  and Cm � Cm+ be large enough, we define the functional

E(t) =
N–∑

m=

Cm( + t)mEm(t). (.)

By (.), (.) and (.) with m = , we see that

E(t) + C
N–∑

m=

∫ t


( + s)mDm(s) ds ≤ E(). (.)

Since EN (t) < ε, for any m ∈ {, , . . . , N – }, we have from (.) and (.)

∥
∥Dm(p, q)

∥
∥ ≤ CEm(t) ≤ Cε( + t)–m. (.)

By (.) and (.) one has




d
dt

(∥
∥DN p

∥
∥ + p̄

∥
∥DN q

∥
∥) + C

∥
∥∇DN p

∥
∥

≤ Cε

∥
∥(p, q)

∥
∥

L∞
∥
∥DN (p, q)

∥
∥ + ε

∥
∥∇DN p

∥
∥.

Taking ε >  small enough, we have




d
dt

(∥
∥DN p

∥
∥ + p̄

∥
∥DN q

∥
∥) + C

∥
∥∇DN p

∥
∥ ≤ Cε

∥
∥(p, q)

∥
∥

L∞
∥
∥DN (p, q)

∥
∥. (.)

It follows from (.) that

d
dt

{
( + t)N(∥

∥DN p
∥
∥ + p̄

∥
∥DN q

∥
∥)} – CN( + t)N–∥∥DN (p, q)

∥
∥

≤ C( + t)N∥
∥(p, q)

∥
∥

L∞
∥
∥DN (p, q)

∥
∥. (.)

By (.) and (.), one has ‖(p, q)‖
L∞ ≤ Cε( + t)–. It follows from (.) that

( + t)N∥
∥DN (p, q)

∥
∥ ≤ C

∫ t


( + s)N–∥∥DN (p, q)(s)

∥
∥ ds + C

∥
∥DN (p, q)

∥
∥.

Since EN (t) < ε, we have from (.) and the definition of DN–(s) that

C
∫ t


( + s)N–∥∥DN (p, q)(s)

∥
∥ ds + C

∥
∥DN (p, q)

∥
∥ ≤ Cε.

By the above estimates one has

∥
∥DN (p, q)

∥
∥ ≤ Cε( + t)–N .

By this, (.) and Lemma ., we can obtain the desired estimates (.). �
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To show the fast time decay under the additional assumption, for this, we need to show
the propagation of the solutions in Ḃ–	

,∞.

Lemma . For any 	 ∈ (, n
 ], for the system (.), we have

d
dt

(‖p‖
Ḃ–	

,∞
+ p̄‖q‖

Ḃ–	
,∞

)
+ C‖∇p‖

Ḃ–	
,∞

≤ C‖p‖

L
n
	
x

‖q‖. (.)

Proof Taking the operation �j on the sides of (.), we have




d
dt

‖�jp‖ – p̄(�j div q,�jp) + ‖∇�jp‖ =
(
div�j(pq),�jp

)

and




d
dt

‖�jq‖ – (∇�jp,�jq) = .

By these we have




d
dt

(‖�jp‖ + p̄‖�jq‖) + ‖∇�jp‖ =
(
div�j(pq),�jp

)
. (.)

We have

∣
∣
(
div�j(pq),�jp

)∣
∣ =

∣
∣
(
�j(pq),∇�jp

)∣
∣ ≤ 	jC‖pq‖Lr ‖∇�jp‖

≤ 	jCε‖p‖

L
n
	
x

‖q‖ + ε‖∇�jp‖.

Here we have used the Bernstein type inequality in [] for 	 = n
r – n

 ∈ (, n
 ] and r ∈ [, ).

By using the definition of Ḃ–	

,∞ and taking ε >  small enough, it follows from (.) that
(.) holds. �

To finish the proof of the fast time decay we will make use of an interpolation method
similar to [, ].

Proof of (.) in Theorem . By (.) we have, for any 	 ∈ (, n
 ],

∥
∥(p, q)(t)

∥
∥

Ḃ–	
,∞

≤ C
∥
∥(p, q)

∥
∥

Ḃ–	
,∞

+ C
∫ t


‖p‖

L
n
	
x

‖q‖ ds. (.)

For 	 ∈ (, n–
 ], we have  ≤ [ n

 – 	] < n
 and

‖p‖

L
n
	
x

‖q‖ ≤ C
∥
∥D[ n

 –	]p
∥
∥(–θ )∥∥D[ n

 –	]+p
∥
∥θ‖q‖ ≤ CEN (s)DN (s). (.)

Here θ = n
 – 	 – [ n

 – 	] ∈ (, ) for n
 – 	 /∈ Z by Lemma . and θ =  for n

 – 	 ∈ Z. If
EN () ≤ ε, it follows from (.) that for any t > 

EN (t) + C
∫ t


DN (s) ds ≤ EN () ≤ ε. (.)
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The above three inequalities imply that if ‖(p, q)‖Ḃ–	
,∞ ≤ C

∥
∥(p, q)(t)

∥
∥

Ḃ–	
,∞

≤ C
∥
∥(p, q)

∥
∥

Ḃ–	
,∞

+ ε ≤ C.

For fixed m ∈ {, , , . . . , N – } we have from (.)

∥
∥Dm(p, q)

∥
∥ ≤ C

∥
∥Dm+(p, q)

∥
∥

	+m
	+m+

∥
∥(p, q)

∥
∥


	+m+
Ḃ–	

,∞
≤ C

∥
∥Dm+(p, q)

∥
∥

	+m
	+m+ .

It follows from this, (.), (.) and (.) that

(
Em(t)

)+ 
	+m ≤ C

( N∑

k=m

∥
∥Dk(p, q)

∥
∥

)+ 
	+m

≤ C

(N–∑

k=m

∥
∥Dk(p, q)

∥
∥

)+ 
	+m

+ C
∥
∥DN (p, q)

∥
∥(+ 

	+m )

≤ C
N∑

k=m

∥
∥Dk(p, q)

∥
∥ + C

∥
∥DN (p, q)

∥
∥ ≤ CDm(t).

We have from (.) and the above inequality, for m ∈ {, , , . . . , N – },

d
dt

Em(t) + C
(
Em(t)

)+ 
	+m ≤ . (.)

By using (.), we solve this inequality to obtain

N∑

k=m

∥
∥Dk(p, q)

∥
∥ ≤ C( + t)–(m+	). (.)

By using Lemma ., we can obtain (.) for 	 ∈ (, n–
 ].

Next we consider the case 	 ∈ ( n–
 , n

 ) and ‖(p, q)‖Ḃ–	
,∞ < ∞. In this case, we have

‖(p, q)‖
Ḃ–	′

,∞
< ∞ for any 	′ ∈ (,	) by interpolation:

∥
∥(p, q)

∥
∥

Ḃ–	′
,∞

≤ C
∥
∥(p, q)

∥
∥	′/	

Ḃ–	
,∞

∥
∥(p, q)

∥
∥(	–	′)/	

Ḃ
,∞

≤ C
∥
∥(p, q)

∥
∥	′/	

Ḃ–	
,∞

∥
∥(p, q)

∥
∥(	–	′)/	 < ∞. (.)

Then (.) holds for any 	′ ∈ (, n–
 ] and any m ∈ {, , , . . . , N – }. We set 	′ = n–

 with
n ≥ . By (.) and (.) we have

∥
∥(p, q)(s)

∥
∥

L
n
	
x

∥
∥(p, q)(s)

∥
∥ ≤ C

∥
∥D[ n

 –	](p, q)
∥
∥(–θ )∥∥D[ n

 –	]+(p, q)
∥
∥θ∥∥(p, q)(s)

∥
∥

≤ C( + s)–(–θ )([ n
 –	]+	′)( + s)–θ ([ n

 –	]++	′)( + s)–	′

≤ C( + s)–( n
 –	+n–). (.)
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Since 	 ∈ ( n–
 , n

 ) and n ≥ , one has n
 – 	 + n –  > . It follows from (.) that

‖(p, q)(t)‖Ḃ–	
,∞ < ∞ for any t ≥ . By this we may repeat the arguments leading to (.)

and prove that (.) holds for the case 	 ∈ ( n–
 , n

 ).
Finally if 	 = n

 and ‖(p, q)‖Ḃ–	
,∞ < ∞, it follows from (.) that ‖(p, q)‖

Ḃ–	′
,∞

< ∞ for

any 	′ ∈ (, n
 ). Assume that 	′ = n–δ

 with n ≥  and δ >  small enough such that

∥
∥(p, q)(s)

∥
∥

L
n
	
x

∥
∥(p, q)(s)

∥
∥ =

∥
∥(p, q)(s)

∥
∥ ≤ C( + s)–(n–δ) ≤ C( + s)–/.

By this we see from (.) that ‖(p, q)(t)‖Ḃ–	
,∞ < ∞. By similar arguments to (.), we can

obtain (.) for the case 	 = n
 . By using Lemma ., we can obtain (.) for any 	 ∈ (, n

 ].
This completes the proof of Theorem .. �
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