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Abstract

In this paper, we are concerned with the three-point boundary value problem for
second-order differential equations

U0+ wOfu@®) =0, 0<t<1,
u(0) = Bu'(0), u(l) =aun),

where 8 >0,0<n<1,0<an<land1+B-an-aof >0;we C(0,1],(0,+00)) and
fe CR,,R,), R, =[0,00) satisfies f(u) > 0 for u > 0. The existence of the continuum
of a positive solution is established by utilizing the Leray-Schauder global
continuation principle. Furthermore, the interval of o about the nonexistence of a
positive solution is also given.
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1 Introduction
In this paper, we consider the following three-point boundary value problem for second-
order differential equations:

u’ () + wt)f(u(t)) =0, O0<t<l,
u(0) = Bu'(0), u(1) = au(n),

1.1)

where 8>0,0<n<1,0<anp<land 1+ 8 -an—-af >0; we C([0,1], (0, +00)) and
feClR,,R,), R, =10,00) satisfies f () > 0 for u > 0.

The existence and multiplicity of positive solutions for multi-point boundary value
problems have been studied by several authors and many nice results have been obtained;
see, for example, [1-6] and the references therein for more information on this problem.
The multi-point boundary conditions of ordinary differential equations arose in differ-
ent areas of applied mathematics and physics. In addition, they are often used to model
many physical phenomena which include gas diffusion through porous media, nonlinear
diffusion generated by nonlinear sources, chemically reacting systems, infectious diseases
as well as concentration in chemical or biological problems. In all these problems, only
positive solutions are very meaningful.
© 2013 Gu et al,; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons Attribu-
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In 2009, Sun et al. [1] studied the three-point boundary value problem

u'(t) + pa(@)f (& u) =0, 0<t<l,
u(0) = pu'(0), u(1) = acu(n),

(1.2)

where > 0 is a parameter, 8 >0,0<n<1,0<an<land1l+ g8 —an—af >0. Based
on Krein-Rutmann theorems and the fixed point index theory, they not only established
the criteria of the existence and multiplicity of a positive solution, but also obtained the
parameter p in relation with the nonlinear term f and the first eigenvalue of the linear
operator.

On the other hand, we note that the nice results in [1] only gave the existence and mul-
tiplicity of positive solutions, and if the parameter « is regarded as a variable, then an in-
teresting problem as to what happens to the global structure of positive solutions of (1.2)
was not considered. However, this relationship is very useful for computing the numerical
solution of (1.2) as it can be used to guide the numerical work. For example, the global bi-
furcation of solutions for second-order differential equations has been extensively studied
in the literature, see [4, 7, 8].

Motivated by this, in this paper, we consider the three-point boundary value problem for
second-order differential equations (1.1) and make use of the Leray-Schauder global con-
tinuation theorem in the frame of techniques nicely employed by Ma and Thompson [4]
and convex analysis technique. We consider two cases fy = 0, foo = 00 and fy = 00, fo = 0,
and establish the existence of continuum of positive solutions, where fy = lim,_, o+ J% and
oo =1limy o0 @ Moreover, the interval of parameter o about the nonexistence of positive
solutions is also given. Our main results extend and improve the corresponding results [1,
3,4]. In contrast to [1, Theorem 3.1 and Theorem 3.2], we obtain the global structure and
behavior of positive solutions, where the parameter « is regarded as a variable.

The rest of this paper is arranged as follows. In Section 2, we give Green’s function and
some lemmas. In Section 3, we consider the case fy = 0, foo = 00, and give the existence
of the continuum of positive solutions and the interval of parameter o about the nonex-
istence of positive solutions. In Section 4, we study the case fy = 00, foo = 0, and give the

existence of global continuum of positive solutions.

2 Preliminaries and lemmas

Let X = C[0,1] denote the Banach space of a continuous function with the maximum norm

|l#|] = max |u(t)‘.
te[0,1]

Define a set by
P:= {u € C[0,1] : u is concave in [0,1] and u(¢) > O},
then P is a cone.

We assume that
(HO) 8>0,0<n<1,0<an<landf=1+B—-an-aof>0.
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Lemma 2.1 (see [1, Lemma 2.1]) Suppose that condition (HO) holds and x € L[0,1]. Then
the following linear differential equation

u'(t)+x()=0, O0<t<l,
u(0) = pu'(0), u(1) = au(n),

has a unique solution
1
u(t) = / G(t,s)x(s) ds,
0

where G(t,s) : [0,1] x [0,1] — [0, 00) is defined by

(s+B)A-1)+at-n), 0<s<t<LO0<s<n<l
G(t,s):l ((s+B)A - +at-s)in+p), 0<n=<s<t=<] 21)
ElE+m(@=-s) +als—n), 0<t<s<n<l;
(t+B)A-5s), 0<t<s<1L0<n<s=<L

For the sake of convenience, we list the following hypotheses:
(H1) we C([0,1], (0, +00)).

(H2) f € C(R,,R,) satisfies f(u) > O for u > 0.

(H3) fo =lim,_ ¢+ L) 0, foo = limu_mo@ = 00 (superlinear).

u

(H4) fo = lim,_, o+ [ _ 00, foo = lim, . £% =0 (sublinear).

u u

Lemma 2.2 Assume that (HO) holds. Let x € C[0,1] with x(t) > 0 for t € [0,1] and let u be
a solution of

u'(t) +x(t)=0, te(0,1),

(2.2)
u(0) = pu'(0), u(1) = au(n).
Then u(t) > 0 for t € [0,1]. Moreover, if x(c) > 0 for some ¢ € [0,1], then u(t) > 0 for all
te€(0,1).

Proof We only show that if x(¢) > 0 for some ¢ € [0,1], then u(z) > 0 for all £ € (0,1).

If B = 0, then we have from [3, Lemma 2] that the results hold.

Next, we consider the case 8 > 0. If it is not true, then there exists some ¢ € [0,1] such
that

u(ty) < 0. (2.3)

We separate the proof into two cases: Case I: ¢ = 0 and Case II: t, € (0,1].
Casel. If f; = 0, then u/(0) = %u(O) < 0. Since u is concave down in [0, 1], we obtain
that #/(¢) < 0 and u(t) < 0 for all £ € [0,1]. Set

L(t) := u(0) + u/(0)¢,
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then we find from the boundary conditions in (2.2) that

L) = u(0) +4'(0) = (1 + B)u'(0),

L(n) = u(0) +u'(0)n = (n + B)u'(0).

This together with the concavity of u leads to

~

o MO LD

a
u(n (n

~
—_
+

=

~
=
+
=

This contradicts the hypothesis £ =1+ 8 —an—af > 0.
Case II. Consider the case £; € (0,1].
(1) Ifu'(0) = 0, then u(0) = Bu'(0) = 0 and the concavity of & imply that
u'(t) <0, Vt € [0,1]. Hence, we get that u(¢) <0, V£ € [0,1] and u(n) < 0
(since u(n) = 0, we have that u(1) = 0 leads to # = 0. This contradicts (2.3)).

Again, since u is concave, we have

u(1) —u(0)  u(n) —u(0) au(n)  u(n)
1 < ; = L < e
Consequently, we obtain that o > % contradicts the condition an < 1.
(2) Ifu'(0) < 0, then, adopting the same proof as in Case I, we get a
contradiction.
(3) Ifu'(0) > 0, then it follows that #(0) = B«'(0) > 0. In light of 2/(0) > 0 and
the concavity of u, we get from (2.3) that

u(l)<0 and u(n)<O,

and

u(1) — u(ty) Py u(n) — u(ts)
1-16 n—1t

’

where £, € (0,71) and u(t;) = 0. Hence, we get from the boundary condition
of (2.2) that

auln) _ uln)

1—)52 - 7]—t2
leads to

1-t, 1

o > > —.

n—-t 1

This is a contradiction.
Consequently, we get from Case I and Case II that the conclusion holds. O

Remark 2.1 If u(¢) is positive, then we know from the proof in Lemma 2.2 that u(¢) may

only have zero pointat£=0and t =1.
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Lemma 2.3 Let (HO) hold and let u € C*([0,1],R,) be a function satisfying

u'() <0, te(0,1),
u(0) = pu'(0),  u(l) = au(n)

and
llze]| = 1.
Then there exists o € [0,1] such that

0<u(o) <

|

Proof If B = 0, then from [4, Lemma 3.3] the conclusion holds.
Next, we consider the case 8 > 0. Clearly, it is easy to see from Lemma 2.2 that u(¢) > 0
for t € (0,1).
(1) Ifa €[0,1], then u(n) > au(n) = u(1). This together with the concavity of u yields
u/(1) < 0. Since #/(0) = % > 0, there exists o € [0,1] such that #/(c) = 0.
(2) Ifa € (1, %), then u(1) = au(n) > u(n). Consequently, there exists ¢3 € [1,1] such
that

u(t3) = max u(t)
te[0,1]

and
u'(t3) > 0.

The assumption ||#|| = 1 and the concavity of u in [0,1] imply that

0<u(t) <u(n <L

=

This completes the proof. d

From (2.1), we define an operator T': P — X as follows:

1
Tu(t) := / G(t, s)w(s)f(u(s)) ds =: T (e, u)(t). (2.4)
0

Assume that (H0)-(H2) hold, then it is easy to verify that T : P — P is well defined and
completely continuous. We note that u is a positive solution of problem (1.1) if and only if
u=T(a,u) onP.
By a positive solution of (1.1) we mean a solution of (1.1) which is positive on (0,1).
Denote by S the closure of the set

1
{(Ot, u) € [0, %’Z) x C[0,1] : u is a positive solution of (1.1)}
n

inR x C[0,1].
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Using the Leray-Schauder global continuation theorem [8, Theorem 14.C], Ma and
Thompson [4, Lemma 2.2] obtained the following result.

Lemma 2.4 Let P be a cone in a Banach space X. Let U C P be a bounded and open
subset in X with respect to the topology induced by || - || on P. Assume that the operator
T : [0, 3] X P— P is a continuous, compact map satisfying:

(1) the equation u = T(«,u) has no solution on [oy, 03] X (P\U);

(2) i(T(,-), U, P) =k with k #0.
Then the set

S*= {((x,u) €la,ar] X P:u= T(a,u)}

has a continuum L of solutions in [on, ap] X P, which connects the set {on} x U with the set
{0(2} x U.

3 The superlinear case
For a given « € [0, %), we let

®, = {(a, u) : u € C[0,1] is a nontrivial solution of (1.1)}.
From (H0)-(H2) and Lemma 2.2, we get that

P, = {(a, u):u € C[0,1] is a positive solution of (1.1)}. (3.1)
For any « € [0, %), we denote

v, = {(,u, u) € [0,a] x C[0,1] : u € C[0,1] is a nontrivial solution of (1.1)}.
From (HO)-(H2) and Lemma 2.2, we have that

v, = {(,u, u) € [0,a] x C[0,1] : u € C[0,1] is a positive solution of (1.1)}. (3.2)

Lemma 3.1 [1, Theorem 3.2] Let conditions (HO)-(H3) hold. Then there exist two constants
ry and Ry with ry < Ry such that problem (1.1) has at least one positive solution u, with

7y < || < Ry. Furthermore,
i(T(at,+), Pr, \Pr,, P) = -1,
where Pr ={u € P: ||ul| < R}.

Proof Since fy = 0o and fi, = 0, we take u = 11in [1, Theorem 3.2] and all the conditions in
[1, Theorem 3.2] are satisfied. Therefore, the conclusion holds. O

Lemma 3.2 Assume that (HO)-(H3) hold. Let r,, and R,, be the constants as in Lemma 3.1.
Then there exists a positive number py With (pg, p;') D [ry, Ry] such that

Pu < llull < pg' Ve, u) € Wy,

where VU, is defined by (3.2).
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Proof First we claim that if fj = 0, then there exists a positive number p; such that
lurll > o1, V(A u3) € Wo. (3.3)

Suppose this fails, that is, there exists a sequence {(A,, u;,)} C WV, with [lu,, || = 0 such
that

TAnsti3,) = thy,,-

We may suppose that A, — & for some @ € [0, «]. For the sake of convenience, we denote
Uy = u,,. From (H1), (H2) and Lemma 2.2, we see that u,(¢) > 0 for ¢ € (0,1). Set v,(¢) :=

ITZ;(;\)\ , then we get
Vi(t) + wit)F,()v,(£) =0, O0<t<l, (3.4)
v,(0) = ,3‘/;1(0)7 v,(1) = }\nvn(n);
where
fun(t) o .
Fn(t): @ tel := {te [0,1] .un(t)y’O},

0, te[0,1\T.

From Remark 2.1, we know that the set [0,1]\I" has at most two points £ = 0 and ¢ = 1.
Therefore, from the hypothesis of fy = 0, it follows that F,, is continuous in [0, 1] and there
exists a constant My, independent of #, such that

1 Eall < M.
This together with (3.4) yields
lvill < Myllwll < 0. (3.5)

In light of Lemma 2.3, there exists o, € (0,1), n =1,2,..., such that

1
Ofvi,(a,,)f;, n=12,.... (3.6)

Applying the Newton-Leibniz formula, we find
t
V. (8) =V, (0,) + / Vi(s) ds.

On

Consequently, combining (3.5) and (3.6), we conclude that
[V, = Mo

for some constant M, > 0 independent of #. Utilizing the Ascoli-Arzela theorem, we have
that {v,} is a relatively compact set on C[0, 1]. Assume, taking a subsequence if necessary,
that v, — vin C[0,1]. Then |V|] =1and v > 0 in [0,1].

Page 7 of 16
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On the other hand, from fj = 0 and the fact ||u,|| — 0 as n — o0, it follows that

. fua(2))
1 =0 3.7
) 37
uniformly holds for all ¢ € [0,1]. From (2.4) and the fact T'(A,, uy,) = u;,,, we get
1 1
0= [ 6w D as< [ 6w D .
0 [l 0 Un(s)
This together with (3.7) and the Lebesgue dominated convergence theorem, we get
V(i) — 0, asn— oo,Vte[0,1]
contradicts ||V| = 1. Therefore, the claim (3.3) holds.
Next, we prove that if f, = 00, then there is a positive number p, such that
lull < p2, V(A1) € Wy (3.8)

Suppose on the contrary that there exists a sequence {(A,, 1)} C WV, with [|u, || = o0
such that

T Xy, M)\n) =Upy,-

We define u,, := u,,. From (H0)-(H2), Lemma 2.2 and the concavity of u,, it follows that

u,(t)>0 forte(0,1)

and
ll 4l 13
u,(t) > 4" forte vl (3.9)
Take 7 := %, where w = minte[%%] w(t). (H3) implies that there exists a constant R > 0
such that
fw)>tu forallu>R. (3.10)

Since lim,,_, ||t || = 00, we find a sufficiently large N € N such that
[lun| > 4R.

This together with (3.9) and (3.10) yields

f(uN(t)) >tun(t) forte <i, Z) (3.11)
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Put () := —cos2rt fort e [i, %]. Hence, we have from (3.11) that

3

W Oun (O (0 dt = Tw f b un(Ow (o) dt.

f1 O (anO) v (O de = T f

4 4

On the other hand, multiplying (1.1) by ¥ and integrating by parts, we find

/1 O (un(O) (O dt = - / oL

4 4

=B W

N / LU OY () dt

4

= —up ()Y (0)]

—_

3

__ / b un(Ow (@O dt + uN(t)w’(t)‘f

4
3

<an? /1 " un(Ov () dt

4

leads to

w /1 L unOv (O dt < 4rx? ﬁ L un(Ov (0 dt.

4 4

Then we obtain

This is a contradiction. Consequently, conclusion (3.8) holds.
Combining (3.3) and (3.8), we let p, = min{p1, p;'}. Thus, the result holds. a

Theorem 3.1 Assume that conditions (HO)-(H3) hold. Then S contains a continuum
which joins {0} x C[0,1] with (£, 0).
Proof We divide the proof into four steps.

Step 1. We construct a continuum.

1+p

For arbitrarily given a € (0, .75

), let p, be as in Lemma 3.2. Define a set by
u, = {ueP:pa< [l]| <p;1}. (3.12)
It follows from Lemma 3.1 and the excision property of the fixed point index that
i(T(a,+), Ug, P) = -1.
From Lemma 3.2, we know that T'(«, #) = u has no solutions in [0, @] x (P\U,). Therefore,

from Lemma 2.4, there exists a continuum ¢* C W, which joins ®, with ®,. Here W, is
defined by (3.2), and ®( and P, are defined by (3.1).
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Let S be the closure of the set

1
{(Ot, Uy) € [0, %’Z) x C[0,1] : ug is a nontrivial solution of u = T(«, u)}, (3.13)
n

and let
L ={¢ : ¢ is a continuum of S with ¢ N &¢ # B}.

Since ¢ 1+P20+F) ¢ £ we know that £ # .
Step 2. We show that there exists ¢ € L satisfying

1
{oz 1o, u) € {} = |:0, Lﬂ) (3.14)
n+p
If it is not true, then there exists & € (0, %) such that
sup{sup{a:EI(a,u) GT}} =a. (3.15)
Tel

Taking € = %(% — @), it follows that o + € € (0, %) Let pg. be a given number by

Lemma 3.1 and the set
Usye :={u € P: pape < |lull < pz.. }.
Then we know, from Lemma 3.1 and the excision property of the fixed point index, that
i(T(0,"), Ugse, P) = —1.
From Lemma 3.2, T(a,u) = u has no solution in [0,& + €] x (P\Uz,). Again, using
Lemma 2.4, we find a continuum ¢ @+ = Wz, . which joins ®y with ®g,. This contradicts

(3.15). Therefore, the conclusion in (3.14) holds.
Step 3. Let ¢ be a continuum satisfying (3.14). We claim that

1
N {(Lﬂoo” -9 (3.16)
n+p
Suppose on the contrary that there exists a sequence {(«,, u#,)} C ¢ such that o, — %

and ||u,|| = oo. From (H0)-(H2), Lemma 2.2 and the concavity of u,, it follows that
u,(t)>0 forte(0,1)

and

(A 13
un(t)z 4” forte Z,Z .

Adopting the same proof as in the second step in Lemma 3.2, we can find a contradiction.
Hence, the result in (3.16) holds.
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Step 4. Let ¢ be a continuum satisfying (3.14). Next we show that

{ﬂ{liéxchq:{(l+ﬂﬂ>} (3.17)
n+B

n+p

If it is not true, then we have

oftg-cunl-{(2259)
n+p n+p

for some % € C[0,1]\{0}. Then there exists a sequence {(c,, 4,)} C ¢ such that

1+8 ~
oy —> ) Uy —> U
n+p
and
u'() +w)f (u(t) =0, 0<t<l, (3.18)

wo)=pu(0),  ul)=Lu).

From conditions (H0)-(H2) and Lemma 2.2, we get that 7(¢) > 0 on (0, 1) and the graph of

7 is strictly concave down on (0,1).
(1) If B = 0, then we obtain from the boundary condition of (3.18) that %(0) = 0 and

(1) = L%(n). From the strict concavity of %, it follows that
1

~ ~ 1~ ~
1 ~u(n)
u()<MW) p <um)
1 n 1 n
implies
1 1
- < —.
non

This is a contradiction.
If B > 0, then 7(0) > 0 (since %(0) = 0, we know that 77/(0) = 0 and the strict

concavity of % imply u(¢) < 0 on (0,1), which is a contradiction). Put
L(¢) :=u(0) + ' (0)¢.

Then
LA)=@1+p)u(0),  L(n)=(n+p)(0).

From the strict concavity of %, we get that

1+ _u) L) _1+8
n+B un) L) n+p’

a contradiction.
Consequently, the conclusion in (3.17) holds. O
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Remark 3.1 In contrast to [1, Theorem 3.2], we obtain the global structure and behavior

of positive solutions, where the parameter « is regarded as a variable.

Theorem 3.2 Suppose that B > 0, n € (0,1) and o > % Let condition (H1) and f €
C(R,R,) hold, and let u € C*[0,1] be a solution of

u’(t) + wt)f (u(t)) =0, te(0,1),
u(0) = pu'(0),  u() = au(n).

(3.19)

Then problem (3.19) has no positive solutions.

Proof If f(0) = 0, then we know that u(¢) = 0 for ¢ € [0,1] is a trivial solution of (3.19).
Suppose on the contrary that there exists a positive solution u(t) to equation (3.19), i.e.,

u(t) >0 for somet € (0,1). (3.20)

Therefore, we know from equation (3.19) that #”(¢) < 0 and u(¢) is concave down in [0, 1].
Now, we consider two cases. Case I: 8 = 0; Case II: 8 > 0.
(1) Casel. B=0.
Clearly, we know from the boundary conditions of (3.19) that #(0) = 0 and & > %
Since u is concave down and u is a positive solution of equation (3.19), we obtain
that

u(1) — u(0) - u(n) — u(0)
1 N n

implies

au(n) - u(n)

’

1 7 9

ie.,

Q
IA
| =

contradicts the condition « > %
(2) Casell. 8> 0.
If 4'(0) <0, then u(0) <0 and #'(¢t) < 0 imply that u(t) <0, V¢t € [0,1]. This
contradicts (3.20).
If

#'(0)>0 and u(0)>0, (3.21)

then the concavity of u implies that
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Thus

1 —anu(n) = (1 - n)u(0). (3.22)
For a > 1, we obtain that

0=(@0-anu(m) =A-nu0) = u(0)=<0

contradicts (3.21).
For % <a< %, we have 0 < (1 —an) < 1. Since u € C?[0,1] and «”(t) < 0, we get

from Taylor’s expansion that

() = u(0) + 1/ (O)n + “”2(9)

n* < u(0) + /' (0)n, (3.23)
where 0 € (0, 7). Substituting (3.23) into (3.22), we find that

(1 —an)(u(0) +u'(0)n) = (1 - an)u(n) = 1 - n)u(0).
From the boundary condition of (3.19), it follows that

(1L —an)(n + B)u'(0) = (1~ n)Bu'(0)

leads to

S| =
+ |+
=™

This is a contradiction.

Therefore, we conclude that if o > %, then problem (3.19) has no positive solutions.
O

4 The sublinear case

Lemma 4.1 [1, Theorem 3.1] Let conditions (HO)-(H2) and (H4) hold. Then there exist two
constants ry and R, with ry < Ry, such that problem (1.1) has at least one positive solution
Uy With ry < ||uy || < Ry. Furthermore,

i(T(ai ')rPRD[ \ﬁrayp) = ]-;
where Pr ={u € P: ||u|| < R}.

Lemma 4.2 Assume that (HO)-(H2) and (H4) hold. Let r, and R, be the constants as in
Lemma 4.1. Then there exists a positive number 0, with (04, 0;") D [re, Ry] such that

0w < llull <oy's V(o u) € Wy,

where U, is defined by (3.2).
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Proof First, we claim that if fj = 0o, then there exists a positive number o; such that
”uk” > 01 V()W M)\.) € \Ijot' (4'1)

Suppose this fails, that is, there exists a sequence {(A,, u,)} C ¥, with |lu,| — 0 such
that

T()"m Mn) = Up-.
From conditions (HO0)-(H2) and Lemma 2.2, it follows that
u,(t)>0 forte(0,1).

The concavity of u, implies

llzen |l 13
Ilunllzun(t)ZT">0 forte |- |

Choose w := ﬁ, where w = min,_1 3, w(¢). In light of (H4), we get that there exists a
w t€[4v4]

constant r > 0 such that

fw)>wu forallu<r.
Since lim,_,  [|#, || = 0, we get that

llun]l <r for sufficiently large N
implies

Sfun(®)) > ouy(e) forte (%, Z)

Adopting the same proof as in Lemma 3.2, we get a contradiction. Hence, conclusion (4.1)
holds.
Now, we show that if f, = 0, then there exists a positive number g, such that
”I/l)L ” <02, V()‘-’ u)x) € \IJD(' (42)
Define the nondecreasing function? e C(R;,R,) by
f(u) = max f(s).
0<s<u

Since fo = 0, it follows that

lim&:

s—>00 §

0. (4.3)
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Suppose that conclusion (4.2) fails, that is, there exists a sequence {(A,, 4,)} C ¥, with
It || = c0. We may assume that A, — @ € [0,«]. From (H0)-(H2) and Lemma 2.2, we
have that

u,(t)>0, te(0,1).

Define p,(t) := “29, which implies that

= luall?

Pl +weyeD — o, 0<r<l,

el

pn(o) = ,319;(0)’ pn(l) = )ann(n)~

Since Sun@®) — flun(®) - fUunl) we get from (4.3) that

lunll = Nunll = llunl 2

IO

n=oo[uyl

uniformly holds for ¢ € [0,1]. Again, applying the proof method as that in Lemma 3.2, we
get a contradiction. Consequently, conclusion (4.2) holds.

If we let o, = min{o;,0;'}, then combining (4.1) and (4.2), we have that the result
holds. 0

Theorem 4.1 Let (H0)-(H2) and (H4) hold. Then S contains a continuum which joins

{0} x C[0,1] with (£, 00).

Proof Applying the method as in Theorem 3.1, we find from Lemma 2.2, Lemma 4.1 and
Lemma 4.2 that there exists a continuum & € LL satisfying

{a:EI(ot,u)eé} = [0,%)

and
1
éﬁ{—iéxP“ﬁ}zﬂ
n+p
Next, we only show that

ol(E8o))

Suppose on the contrary that there exists a sequence {(A,,u,,)} C W, with ||u;,|| — 0
such that

T Ay, ) = iy,

Define u, := u,,. From conditions (HO0)-(H2) and Lemma 2.2, it follows that for any ¢ €
(0,1),

u,(t) >0,

Page 150f 16
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and the concavity of u, leads to

[l 13
un(t)z 4}1 >0, te Z,Z .

Take @ := %, where w = min, | 13 w(t). In light of (H4), we get that there exists a con-

stant » > 0 such that
fw)>ou forallu<r.

Using the same proof as in Lemma 3.2, we get a contradiction.
Hence, the conclusion holds. O

Remark 4.1 In contrast to [1, Theorem 3.1], we obtain the global structure and behavior
of positive solutions, where the parameter « is regarded as a variable.
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