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Abstract

In this paper, we focus on the following second-order multi-point integral
boundary-value problem:

J'0+adf(ut) =0, 0<t<1,

where0<n; <my<---<n, <1, >0fori=1,...,n-1and o, > 0 are given
constants. The proof is based on the shooting method. By constructing a quadratic
function and a sine function as the shooting objects and combining the integral
mean value theorem with the comparison principle, we consider the existence of
positive solutions to the BVP respectively under the case 0 < Y7, a;m; < 1 and the
case Zf’z] o, > 1. The method is concise and some new criteria are established.
MSC: 34B10; 34B15; 34B18
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1 Introduction
For the study of nonlinear second-order multi-point boundary-value problem, many re-
sults have been obtained by using all kinds of fixed point theorems related to a completely
continuous map defined in a Banach space. We refer the reader to [1-9] and the refer-
ences therein. Some of the results are so classical that little work can exceed; however,
most of these papers are concerned with problems with boundary conditions of restric-
tions either on the slope of solutions and the solutions themselves, or on the number of
boundary points [2, 5-8, 10].

In [8], Ma investigated the existence of positive solutions of the nonlinear second-order

m-point boundary value problem

u’(t) + a(t)f(u(t)) =0, 0O0<t<], (1.1)
m-2

w0)=0, > auln) =u(l), (12)
i=1
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where O <y << <nua<la;>0fori=1,...,m-3,a,_ >0,f € C([0,00); [0, 0)),
a € C([0,1];[0, 00)), and there exists a ty € [17,,_2,1] such that a(z) > 0.
Set

A C R O
u—0t Y Uu—>00 Y
The author obtained the existence of a positive solution to (1.1)-(1.2) under the case f, =0
and f5, = 0o (super-linear case) or the case fy = 0o and fy, = 0 (sub-linear case) when 0 <
S am <1
Recently, Tariboon [9] considered three-point boundary-value problem (1.1) with the

integral boundary condition

n
u(0) =0, u(1) = a/ u(s) ds, (1.3)
0

where 0 <n<1,a>0.

Such a boundary condition might be more realistic in the mathematical models of ther-
mal conductivity, groundwater flow, thermoelectric flexibility and plasma physics, because
it describes the fluid properties in a certain continuous medium. Under the assumption
that 0 < an? < 2, Tariboon and the author proved that problem (1.1)-(1.3) has at least one
positive solution in the super-linear case or in the sub-linear one.

However, the method used in the previous two papers is Krasnoselskii’s fixed point theo-
rem in a cone, which relates to constructing a completely continuous cone map in a Banach
space, and the proof is somewhat procedural.

Constructively, Agarwal [11] explored the solution of multi-point boundary value prob-
lems by converting BVPs to equivalent IVPs, which is called shooting method. After that
Man Kam Kwong [4, 12] used the shooting method to consider second-order multi-point
boundary value problems. In [12], Kwong studied the existence of a positive solution to

the following three-point boundary value problem:

u’(t) +f(u(t)) =0, O0<t<l, (1.4)

1

u(0) =0, pcu(g) =u(l1). (1.5)

The principle of the shooting method used in [12] is converting BVP (1.4)-(1.5) into

finding suitable initial slopes 7 > 0 such that the solution of equation (1.4) with the initial

value condition
u(0) =0, 1 (0) =m 1.6)

vanishes for the first time after ¢ > 1. Denote by u(t, m) the solution of (1.4)-(1.6) provided

it exists. Then solving the boundary value problem is equivalent to finding m such that

1
/Lu<§,m) =u(l,m).
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If we can find two solutions (¢, 71;) and u(¢, m5) of (1.4) such that
1
u(1,my) > (or S)uu<5,m1)
and
1
u(1, my) < (or Z)/Lu(i,rnz)

where u(t, m,) > 0, u(t,my) > 0 for t € (0,1), then there must exist a number m between
my and m;, such that u(¢, m) is the solution of (1.4)-(1.5). By constructing two sine func-
tions as the shooting objects and combining with the comparison principle, the author
obtained some better results than those via fixed point techniques for the existence of
positive solutions to (1.4)-(1.5).

In this paper, we try to employ the shooting method to establish the existence results
of positive solutions for (1.1) with the more generalized multi-point integral boundary

condition
id i
u0)=0, Y & / u(s) ds = u(1), (17)
=1 V0

where 0 <m <my<---<n,<l,a;>0fori=1,...,n—1and a, > 0 are given constants.
Following the principle of the shooting method, there are two obstacles we encounter.
The first one is that the boundary condition involves integral from 0 to n; (i = 1,...,n),
so we transform the integral problem into a single-point problem by using the integral
mean value theorem. The other difficulty is that we cannot obtain the existence results
by constructing two sine functions as in [12] because of the particularity of n = % in [12].
Therefore, we construct a quadratic function and a sine function as the objective ones.

The purpose of this article lies in two aspects. One is to explore the application of the
shooting method in a more complicated multi-point integral boundary value problem,
which demonstrates another way in studying BVPs. The other one is to establish new cri-
teria for the existence of positive solutions to (1.1)-(1.7) under the case 0 < > ;o <1
and the case Y -, a;m; > 1.

For the sake of convenience, we denote

L . _
maxfa®) =o', minfa@) -d"
v S(u) W)
ﬁc—il_r)r’lcsupT, "—Cx_bltl—IBCme’ x € {0, +o0}.

Let u(t, m) be the solution of (1.1)-(1.6) and define

Srai ) uls,m)ds
u(1, m)

k(m) =

In this paper, we always assume:

(H,) f e C([0,00);[0,00)), a € C([0,1];[0,00)), a’ > 0.
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Under the assumption, it is not difficult to prove that the initial problem (1.1)-(1.6) has
at least one solution defined on [0,1] x [0, +00). In fact, after translating second-order
differential equation (1.1) into one-order equations, one can draw the conclusion [13].

Further, we introduce the comparison results derived from [4, 12], which evolved from
the Sturm comparison theorem.

Theorem 1.1 Let u(t, m), z(t, m), Z(t, m) be the solution of the initial value problems, re-
spectively,

u'(t) + F(u(t)) =0, u(0) =0, u'(0) = m,
Z'M+G(zw®)=0, z(0)=0, Z(0)=m,

Z'(t) + g(z(t)) = 0, z(0) = 0, Z(0) = m,

and suppose that F, G, g are nonnegative continuous functions on a certain interval I for
t € [0,1] and such that

g) <F(w) <G(w), wel
If Z(¢) does not vanish in [0,1], then for 0 < n < 1, it yields

2n) _ utn) _ 20
z1) ~ u@) — zZ@1)’

The paper is arranged as follows. In the next section, we put forward the basic principle
of the shooting method used in this paper, and show that BVP (1.1)-(1.7) has no positive
solution when Y7 a;n? > 2. In Section 3, the general criteria are established for the ex-
istence of positive solutions to (1.1)-(1.7) under the case 0 < Y -, a;n? < 2. Moreover, we
present the special results in the form of corollaries corresponding to the super-linear case
or the sub-linear case. Finally, we come to the conclusion and an example is presented to
illustrate our results.

2 Preliminaries
Lemma 2.1 Ifthere exist two initial slopes my > 0 and my > 0 such that
(i) the solution u(t, my) of (1.1)-(1.6) remains positive in (0,1) and k(m;) < 1;
(ii) the solution u(t,my) of (1.1)-(1.6) satisfies u(t,my) > 0 for t € (0,1) and k(my) > 1;
then multi-point boundary value problem (1.1)-(1.7) has a positive solution with the
slope u'(0) = my between my and m,.

Proof Since the solutions of (1.1)-(1.6) depend on the initial value continuously, then from
(1.8), it implies that k() is continuous on m. In view of the intermediate value theorem of
continuous functions, there exists a number g between m1; and m1, such that k(i) = 1,
that is,

n ni
u(t,mg) = Zai/ u(s, mo) ds.
i=1 0

Therefore, u(t, mg) is the solution of (1.1)-(1.7). O
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Lemma 2.2 Let Y . am? > 2, then (1.1)-(1.7) has no positive solution.
Proof Assume that (1.1)-(1.7) has a positive solution .

If u(1) > 0, then > " o for” u(s)ds > 0, the convexity of u implies that u(;) > 0 (i =
1,2,...,n) and

ul) < ni 1<
- = ;ai/() uls)ds > - ;amiu(m)

1 Lum) Ly ulny)
:§§“l"’iTZ§Z“"”i 7

1 i=1 n

u(n,)
> ’

Nn

which contradicts with the convexity of u.

If u(1) = 0, then Y, o; [, u(s) ds = 0, that is, u(t) = 0 for ¢ € [0,7,]. If there exists T €
(94, 1) such that u(z) > 0, then u(0) = u(n,) = 0 and u(zr) > 0, which contradicts with the
convexity of u. Therefore u(t) = 0 for t € [0,1].

In the rest of this paper, we always assume:

(Ha) 0<Y 7 am?<2.

3 Main results
Theorem 3.1 Assume that (H;)-(H,) holds. Suppose 0 < Y, a;n; < 1 and there exists a
constant A € [0, Z] such that

N 2 2

(1)ﬁ)<;‘—L§‘:—,<]ﬁw;or

Y A2 A2
(i) foo <Sr =57 <f

Then problem (1.1)-(1.7) has a positive solution.

N 7 A .
Proof (i) Since f; < ‘2—“ we can choose a positive number #* such that

AZ
MS—L, O<u<m".
u

Q

We claim that there exists a positive number #1; small enough such that 0 < u(¢, m;) <
mt < my <m* for t € [0,1]. The claim is based on the convexity of the function u(t, m)
and the Sturm comparison theorem (see [12]). Hence,

a()f (u(t, my)) < aLI:—Lzu(t, my) = A%u(t,my), tel0,1].

Let
Z(t) =sinAt, te][0,1], (3.1)
then

Z"(8) + A’Z(¢t) = 0.
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From (1.8), (3.1) and combining the integral mean value theorem with Theorem 1.1, we

have
D fom uls,mm)ds 300 amiuli, m)
k(l’}’ll) = =
u(1,m) u(l, m)
B u(E,m) Y am - sin A& Zleaim < SinAnn'Z;il i g (3.2)
u(1,m;) sin A sin A

where & € [,_1,n;] and & € {£,,...,£,} such that u(€, m,) = max,<;<, u(&;, m).
The second inequality in (i) means that there exists a number M large enough such that

f) A

> — u> M.
u a

For this M, there exist two numbers § and M* such that

2(1 - 3) —Mn Zi‘q:l Olmiz x MA2
2-3 1 am} 2

0<8<l-p, M'= (3.3)

and there exists another number m, > M* such that u(¢, m,) > M for t € [§,1 — §]. Set

%y MA?
():{M t- Mg, te[0,1-4], (3.4)

M (1-8)- M2 _5)2, te[l-81].

In view of (H,) and (3.3), it is not difficult to verify that

2

M.
M* > 1-19),

which implies from (3.4) that z(¢) > 0 for ¢ € (0,1]. Thus, by the convexity of u(t, m,) and
Theorem 1.1, we have

Z;il o fo'li M(S,le)ds - Z:'q:l amiu(m,mz)

k(my) =
(rm2) u(1, my) - 2u(1, my)
B domaan; u(nzimz) - P i} u(n;::MZ)
2u(1,my) - 2u(1, my)
2
U Xtz XL eni M - 2]
21,2(1) 2(1 - 8)[M* - MA2 (1 — §)]

, Tl - o) 65
2[M* - M (1 - 5))
By Lemma 2.1 and (3.2)-(3.5), there exists a number m, between m1; and m; such that
u(t, my) is the positive solution of (1.1)-(1.7). The proof for (i) is complete.
Now, we prove for (ii).
In view of f,, < 2—2, we can choose a number N large enough such that

AZ
u a
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For this N, there exist a number ¢ small enough and a number 1 large enough such that
0 <€ <n and u(t,m;) > N for t € [¢,1 — €]. Therefore

oz(t)f(u(t, ml)) < aL;LLZu(t,ml) =A%u(t,m), tele,l-e€l.

Obviously, € — 0 as m; — 0o. Thus u(t, m;) > N approximately for ¢ € [0,1] as m; — 00.
Let Z(t) = sinAt, t € [0,1]. Similar to (3.2), we obtain

Yo fom u(s, my) ds ) Yo oiniu(&s, my)

k(my) =
bm) u(l, my) u(l, m)
< M(é, Wll) Z?:l oin; < SiIlAé Z;’:I oin; < SiIlAnn.Z;’:I oin; < 1,
u(l1, my) sinA sinA

where & € [n;.1,7;] and & € {&,,...,&,} such that u(&, m;) = maxj <<, U(&;, m).
2
Since j: 0 %, then there exist two positive numbers 7, and o small enough such that

flw) _ a2

= o < u=<m.
u a

By the convexity of u(t, m,), for these o and m;,, there exists a positive number 7 small
enough such that

O<t<m, o <u(t,m) <m,, te]r,1],

which yields

a()f (u(t, my)) > al/;—lzu(t, my) > Ao, telr,1].

Let
2 - " oam? Ao
= 2 2 o A0 (3.6)
2- Zi:l o;y; 2
and
A2
2t) = mt - T"tz, t e[t 1. (3.7)

From (3.6) and (3.7), we have m* > % and z(¢) > 0 for ¢ € (0,1]. Thus

Yo fom u(s, my) ds . o ainiu(n;, my)
u(1, my) - 2u(1, my)

no 2 u(ni,m) no 2 u(n,ng)
D i1 i T i1 il n

2u(1, m,) - 2u(l1, my)

2
_ Yheming _ X emilmt - 4]
2n,21) T 2[m - 422

k(my) =

1.

By Lemma 2.1, the proof for (ii) is complete. d
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Theorem 3.2 Assume that (H;)-(Hy) holds. Suppose " a;n; > 1 and there exists a con-
stant A € [0, 5] such that

sinA "
= an;.
sinn,A ; i

Then problem (1.1)-(1.7) has a positive solution under the case
" = 2 2

(1)f0<2—L§‘2—,<j_foo;or

N 7 2 2

(ii) foo<‘2—L 5‘2—1 <fy
Proof Note the computation of k(1) in Theorem 3.1. In (3.2), if we substitute Y, o;n;
with

sinA
sinn,A’

then k(m1) <1, and all the steps in the following are the same as in Theorem 3.1. O

Now, let us consider the special super-linear case or the sub-linear case. It is not difficult

to verify the following corollaries.

Corollary 3.1 Assume that0<y . am; <1and
(i) fo=0,f =00;0r
(ii) fo =00, foo = 0.

Then problem (1.1)-(1.7) has a positive solution.

Corollary 3.2 IfZ:'Zl a;n; > 1 and there exists a constant A € [0, %] such that

sin A "
= on;.
sinn,A ; i

Then, problem (1.1)-(1.7) has a positive solution under the case
() fo=0,fc=00;0r
(il) fo =00, foo =0.

4 Conclusion and examples

The tool which we used for the analysis in this article is the shooting method derived from
[4,12]; however, we considered a more general problem which involves integral boundary-
value and multiplicity of boundary-point. The meaningful work that we have done lies in
the following three aspects. The first one is that we transform the integral problem into a
single-point value one by using the integral mean value theorem. The other one is that we
construct a quadratic function and a sine function as the comparison functions because it
does not take effect to construct two sine functions as in [12]. Finally, we established the
new criteria for the existence of positive solutions to (1.1)-(1.7) under the case Y . a;;; <1
and the case ), a;7; > 1. Obviously, (1.7) vanishes to (1.3) when # =1 and the sup-linear
case or the sub-linear case is sufficient for the conditions in Theorem 3.1 and Theorem 3.2,

so some of our results are more general or better than those via fixed point techniques.


http://www.boundaryvalueproblems.com/content/2013/1/205

Wang et al. Boundary Value Problems 2013, 2013:205
http://www.boundaryvalueproblems.com/content/2013/1/205

Figure 1 Numerical simulation for Example 4.1. 0.2
0.18f
0.16f
0.14}
0.12}

0.081
0.06
0.041
0.021

However, in Theorem 3.2, whether the transcendental equation has a solution is somewhat

difficult to verify. It can be seen that each method has its pros and cons.

Example 4.1 Consider the BVP

2
() + (2t + 1)(% + 1) -0, 0<t<l, (4.1)
1 3
1 (3 83 (1
H0)=0, W= / yo)ds + oo f ¥(s)ds, (4.2)
0 0
where
2 1 1 83 3
a(t) =2t +1, f()’)=?y+1, 011=E, 771=E, 012=%, 77221

It is not difficult to see that

2 2

- 2

a =3, a =1, foo=§: Sy =020 Zami=1~1>1» Z“iniz<2'
i1 i1

In view of % = 1.1, Matlab software gives A = 1.5173 and A? = 2.3022. Hence
ing

2 A2 A
foo:§<ﬂ—L<?<fO:oo.

Therefore, the condition (ii) of Theorem 3.2 is satisfied. A numerical simulation (Figure 1)

for Example 4.1 demonstrates that BVP (4.1)-(4.2) has a positive solution y(£) such that
y(1) = 0.0027.
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