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#### Abstract

In this paper, we study a class of fractional $q$-difference equations with nonhomogeneous boundary conditions. By applying the classical tools from functional analysis, sufficient conditions for the existence of single and multiple positive solutions to the boundary value problem are obtained in term of the explicit intervals for the nonhomogeneous term. In addition, some examples to illustrate our results are given.
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## 1 Introduction

Fractional differential equations have attracted considerable interest because of its demonstrated applications in various fields of science and engineering including fluid flow, rheology, diffusive transport akin to diffusion, electrical networks, probability [1, 2]. Many researchers have studied the existence of solutions (or positive solutions) to fractional boundary value problems; for example, see [3-10] and the references therein.
The early work on $q$-difference calculus or quantum calculus dates back to Jackson's papers [11], basic definitions and properties of quantum calculus can be found in the book [12]. For some recent existence results on $q$-difference equations, we refer to [13-15] and the references therein.

The fractional $q$-difference calculus had its origin in the works by Al-Salam [16] and Agarwal [17]. More recently, there seems to be new interest in the study of this subject and many new developments were made in this theory of fractional $q$-difference calculus [1822]. Specifically, fractional $q$-difference equations have attracted the attentions of several researchers. Some recent work on the existence theory of fractional $q$-difference equations can be found in [20,23-31]. However, the study of boundary value problems for nonlinear fractional $q$-difference equations is still in the initial stage and many aspects of this topic need to be explored.

[^0]By using a fixed-point theorem in a cone, M. El-Shahed and F. Al-Askar [25] were concerned with the existence of positive solutions to nonlinear $q$-difference equation:

$$
\left\{\begin{array}{l}
{ }_{C} D_{q}^{\alpha} u(t)+a(t) f(u(t))=0, \quad 0<t<1,2<\alpha \leq 3 \\
u(0)=D_{q}^{2} u(0)=0, \quad a D_{q} u(1)+b D_{q}^{2} u(1)=0
\end{array}\right.
$$

where $a, b \geq 0$ and ${ }_{C} D_{q}^{\alpha}$ is the fractional $q$-derivatives of the Caputo type.
In [27], Graef and Kong investigated the boundary value problem with fractional $q$ derivatives

$$
\left\{\begin{array}{l}
\left(D_{q}^{\alpha} u\right)(t)+f(t, u(t))=0, \quad 0<t<1, n-1<\alpha \leq n, n \in \mathbf{N} \\
\left(D_{q}^{i} u\right)(0)=0, \quad i=0, \ldots, n-2, \quad b D_{q} u(1)=\sum_{j=1}^{m} a_{j} D_{q} u\left(t_{j}\right)+\lambda,
\end{array}\right.
$$

where $\lambda \geq 0$ is a parameter, and the uniqueness, existence and nonexistence of positive solutions are considered in terms of different ranges of $\lambda$.

By applying the Banach contraction principle, Krasnoselskii's fixed-point theorem, and the Leray-Schauder nonlinear alternative, Ahmad, Ntouyas and Purnaras [29] studied the existence of solution for the following nonlinear fractional $q$-difference equation with nonlocal boundary conditions:

$$
\left\{\begin{array}{l}
\left({ }_{C} D_{q}^{\alpha} u\right)(t)=f(t, u(t)), \quad 0 \leq t \leq 1,1<\alpha \leq 2 \\
a_{1} u(0)-b_{1} D_{q} u(0)=c_{1} u\left(\eta_{1}\right), \quad a_{2} u(1)+b_{2} D_{q} u(1)=c_{2} u\left(\eta_{2}\right)
\end{array}\right.
$$

where ${ }_{C} D_{q}^{\alpha}$ is the fractional $q$-derivative of the Caputo type, and $a_{i}, b_{i}, c_{i}, \eta_{i} \in \mathbf{R}$.
Recently, in [32], the authors investigate the following singular semipositone integral boundary value problem for fractional $q$-derivatives equation:

$$
\begin{cases}\left(D_{q}^{\alpha} u\right)(t)+f(t, u(t))=0, & t \in(0,1), 2<\alpha \leq 3 \\ u(0)=\left(D_{q} u\right)(0)=0, & u(1)=\mu \int_{0}^{1} u(s) d_{q} s\end{cases}
$$

where $0<\mu<[\alpha]_{q}, D_{q}^{\alpha}$ is the $q$-derivative of Riemann-Liouville type of order $\alpha, f:[0,1] \times$ $(0,+\infty) \rightarrow(-\infty,+\infty)$ is continuous and semipositone, and may be singular at $u=0$.

Since finding positive solutions of boundary value problems is interest in various fields of sciences, fractional $q$-calculus equations has tremendous potential for applications. In this paper, we will deal with the following nonhomogeneous boundary value problem with fractional $q$-derivatives:

$$
\left\{\begin{array}{l}
\left(D_{q}^{\alpha} u\right)(t)+f(t, u(t))=0, \quad t \in(0,1),  \tag{1.1}\\
u(0)=\left(D_{q} u\right)(0)=0, \quad \gamma\left(D_{q} u\right)(1)+\beta\left(D_{q}^{2} u\right)(1)=\lambda,
\end{array}\right.
$$

where $q \in(0,1), 2<\alpha \leq 3, \gamma \geq 0, \beta>0$, and $\lambda$ is a parameter, $D_{q}^{\alpha}$ is the $q$-derivative of Riemann-Liouville type of order $\alpha, f:[0,1] \times \mathbf{R} \rightarrow \mathbf{R}$ is continuous. In the present work, we gave the corresponding Green's function of the boundary value problem (1.1) and its properties. By using the generalized Banach contraction principle and Krasnoselskii's fixed-point theorem, the uniqueness, existence, and multiplicity of positive solution
to the BVP (1.1) are obtained in term of the explicit intervals for the nonhomogeneous term. Our results are different from those of [25, 27].

## 2 Preliminaries on $q$-calculus and lemmas

For the convenience of the reader, below we cite some definitions and fundamental results on $q$-calculus as well as the fractional $q$-calculus. The presentation here can be found in, for example, [12, 18, 20, 22].

Let $q \in(0,1)$ and define

$$
[a]_{q}=\frac{1-q^{a}}{1-q}, \quad a \in \mathbf{R} .
$$

The $q$-analogue of the power function $(a-b)^{n}$ with $n \in \mathbf{N}_{\mathbf{0}}:=\{0,1,2, \ldots\}$ is

$$
(a-b)^{(0)}=1, \quad(a-b)^{(n)}=\prod_{k=0}^{n-1}\left(a-b q^{k}\right), \quad n \in \mathbf{N}, a, b \in \mathbf{R} .
$$

More generally, if $\alpha \in \mathbf{R}$, then

$$
\begin{equation*}
(a-b)^{(\alpha)}=a^{\alpha} \prod_{k=0}^{\infty} \frac{a-b q^{k}}{a-b q^{\alpha+k}}, \quad a \neq 0 . \tag{2.1}
\end{equation*}
$$

Clearly, if $b=0$, then $a^{(\alpha)}=a^{\alpha}$. The $q$-gamma function is defined by

$$
\Gamma_{q}(x)=\frac{(1-q)^{(x-1)}}{(1-q)^{x-1}}, \quad x \in \mathbf{R} \backslash\{0,-1,-2, \ldots\},
$$

and satisfies $\Gamma_{q}(x+1)=[x]_{q} \Gamma_{q}(x)$.
The $q$-derivative of a function $f$ is defined by

$$
\left(D_{q} f\right)(x)=\frac{f(q x)-f(x)}{(q-1) x}, \quad\left(D_{q} f\right)(0)=\lim _{x \rightarrow 0}\left(D_{q} f\right)(x)
$$

and $q$-derivatives of higher order by

$$
\left(D_{q}^{0} f\right)(x)=f(x), \quad\left(D_{q}^{n} f\right)(x)=D_{q}\left(D_{q}^{n-1} f\right)(x), \quad n \in \mathbf{N}
$$

The $q$-integral of a function $f$ defined in the interval $[0, b]$ is given by

$$
\left(I_{q} f\right)(x)=\int_{0}^{x} f(s) d_{q} s=x(1-q) \sum_{k=0}^{\infty} f\left(x q^{k}\right) q^{k}, \quad x \in[0, b] .
$$

If $a \in[0, b]$ and $f$ is defined in the interval $[0, b]$, then its integral from $a$ to $b$ is defined by

$$
\int_{a}^{b} f(s) d_{q} s=\int_{0}^{b} f(s) d_{q} s-\int_{0}^{a} f(s) d_{q} s
$$

Similar to that for derivatives, an operator $I_{q}^{n}$ is given by

$$
\left(I_{q}^{0} f\right)(x)=f(x), \quad\left(I_{q}^{n} f\right)(x)=I_{q}\left(I_{q}^{n-1} f\right)(x), \quad n \in \mathbf{N} .
$$

The fundamental theorem of calculus applies to these operators $I_{q}$ and $D_{q}$, i.e.,

$$
\left(D_{q} I_{q} f\right)(x)=f(x),
$$

and if $f$ is continuous at $x=0$, then

$$
\begin{equation*}
\left(I_{q} D_{q} f\right)(x)=f(x)-f(0) \tag{2.2}
\end{equation*}
$$

The following formulas will be used later, namely, the integration by parts formula:

$$
\int_{0}^{x} f(s)\left(D_{q} g\right)(s) d_{q} s=[f(s) g(s)]_{s=0}^{s=x}-\int_{0}^{x}\left(D_{q} f\right)(s) g(q s) d_{q} s
$$

and

$$
\begin{align*}
& {[a(t-s)]^{(\alpha)}=a^{\alpha}(t-s)^{(\alpha)},}  \tag{2.3}\\
& { }_{t} D_{q}(t-s)^{(\alpha)}=[\alpha]_{q}(t-s)^{(\alpha-1)},  \tag{2.4}\\
& { }_{s} D_{q}(t-s)^{(\alpha)}=-[\alpha]_{q}(t-q s)^{(\alpha-1)},  \tag{2.5}\\
& \left({ }_{x} D_{q} \int_{0}^{x} f(x, s) d_{q} s\right)(x)=\int_{0}^{x}{ }_{x} D_{q} f(x, s) d_{q} s+f(q x, x), \tag{2.6}
\end{align*}
$$

where ${ }_{t} D_{q}$ denotes the derivative with respect to the variable $t$.

Definition 2.1 Let $\alpha \geq 0$ and $f$ be a function defined on $[0,1]$. The fractional $q$-integral of Riemann-Liouville type is $\left(I_{q}^{0} f\right)(x)=f(x)$ and

$$
\left(I_{q}^{\alpha} f\right)(x)=\frac{1}{\Gamma_{q}(\alpha)} \int_{0}^{x}(x-q s)^{(\alpha-1)} f(s) d_{q} s, \quad \alpha>0, x \in[0,1] .
$$

Definition 2.2 The fractional $q$-derivative of the Riemann-Liouville type of order $\alpha \geq 0$ is defined by $\left(D_{q}^{0} f\right)(x)=f(x)$ and

$$
\left(D_{q}^{\alpha} f\right)(x)=\left(D_{q}^{[\alpha]} I_{q}^{[\alpha]-\alpha} f\right)(x), \quad \alpha>0,
$$

where $[\alpha]$ is the smallest integer greater than or equal to $\alpha$.
Lemma 2.3 ([20]) Assume that $\alpha \geq 0$ and $a \leq b \leq t$, then $(t-a)^{(\alpha)} \geq(t-b)^{(\alpha)}$.

Lemma 2.4 Let $\alpha, \beta \geq 0$ and $f$ be a function defined on $[0,1]$. Then the following formulas hold:
(1) $\left(I_{q}^{\beta} I_{q}^{\alpha} f\right)(x)=\left(I_{q}^{\alpha+\beta} f\right)(x)$,
(2) $\left(D_{q}^{\alpha} I_{q}^{\alpha} f\right)(x)=f(x)$.

Lemma 2.5 ([20]) Let $\alpha>0$ and $n$ be a positive integer. Then the following equality holds:

$$
\left(I_{q}^{\alpha} D_{q}^{n} f\right)(x)=\left(D_{q}^{n} I_{q}^{\alpha} f\right)(x)-\sum_{k=0}^{n-1} \frac{x^{\alpha-n+k}}{\Gamma_{q}(\alpha+k-n+1)}\left(D_{q}^{k} f\right)(0)
$$

Lemma 2.6 ([22]) Let $\alpha \in \mathbf{R}^{+}, \lambda \in(-1,+\infty)$, the following is valid:

$$
I_{q}^{\alpha}\left((t-a)^{(\lambda)}\right)=\frac{\Gamma_{q}(\lambda+1)}{\Gamma_{q}(\alpha+\lambda+1)}(t-a)^{(\alpha+\lambda)}, \quad 0<a<t<b .
$$

Particularly, for $\lambda=0, a=0$, using $q$-integration by parts, we have

$$
\begin{aligned}
\left(I_{q}^{\alpha} 1\right)(t) & =\frac{1}{\Gamma_{q}(\alpha)} \int_{0}^{t}(t-q s)^{(\alpha-1)} d_{q} s=\frac{1}{\Gamma_{q}(\alpha)} \int_{0}^{t} \frac{{ }_{s} D_{q}\left((t-s)^{(\alpha)}\right)}{-[\alpha]_{q}} d_{q} s \\
& =-\frac{1}{\Gamma_{q}(\alpha+1)} \int_{0}^{t}{ }_{s} D_{q}\left((t-s)^{(\alpha)}\right) d_{q} s=\frac{1}{\Gamma_{q}(\alpha+1)} t^{(\alpha)} .
\end{aligned}
$$

Obviously, we have $\int_{0}^{t}(t-q s)^{(\alpha-1)} d_{q} s=\frac{1}{[\alpha]_{q}} t^{(\alpha)}$, and

$$
\begin{aligned}
\int_{0}^{t}(1-q s)^{(\alpha-1)} d_{q} s & =\int_{0}^{t} \frac{{ }_{s} D_{q}\left((1-s)^{(\alpha)}\right)}{-[\alpha]_{q}} d_{q} s \\
& =-\frac{1}{[\alpha]_{q}} \int_{0}^{t}{ }_{s} D_{q}\left((1-s)^{(\alpha)}\right) d_{q} s=\frac{1}{[\alpha]_{q}}\left[1-(1-t)^{(\alpha)}\right] .
\end{aligned}
$$

In order to define the solution for the problem (1.1), we need the following lemmas.
Lemma 2.7 For given $y \in C[0,1]$, the unique solution of the boundary value problem

$$
\begin{equation*}
\left(D_{q}^{\alpha} u\right)(t)+y(t)=0, \quad t \in(0,1), 2<\alpha \leq 3 \tag{2.7}
\end{equation*}
$$

subject to the boundary conditions

$$
\begin{equation*}
u(0)=\left(D_{q} u\right)(0)=0, \quad \gamma\left(D_{q} u\right)(1)+\beta\left(D_{q}^{2} u\right)(1)=\lambda, \tag{2.8}
\end{equation*}
$$

is given by

$$
\begin{equation*}
u(t)=\int_{0}^{1} G(t, q s) y(s) d_{q} s+\frac{\lambda t^{\alpha-1}}{\left(\gamma+[\alpha-2]_{q} \beta\right)[\alpha-1]_{q}} \tag{2.9}
\end{equation*}
$$

where

$$
G(t, s)=\left\{\begin{array}{l}
\frac{\gamma t^{\alpha-1}(1-s)^{(\alpha-2)}+[\alpha-2]_{q} \beta t^{\alpha-1}(1-s)^{(\alpha-3)}}{\left(\gamma+[\alpha-2]_{q} \beta\right) \Gamma_{q}(\alpha)}-\frac{(t-s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)}, \quad 0 \leq s \leq t \leq 1,  \tag{2.10}\\
\frac{\gamma t^{\alpha-1}(1-s)^{(\alpha-2)}+[\alpha-2]_{q} \beta t^{\alpha-1}(1-s)^{(\alpha-3)}}{\left(\gamma+[\alpha-2]_{q} \beta\right) \Gamma_{q}(\alpha)}, \quad 0 \leq t \leq s \leq 1 .
\end{array}\right.
$$

Proof Since $2<\alpha \leq 3$, we put $n=3$. In view of Definition 2.1 and Lemma 2.4, we see that

$$
\left(D_{q}^{\alpha} u\right)(t)=-y(t) \quad \Leftrightarrow \quad\left(I_{q}^{\alpha} D_{q}^{3} I_{q}^{3-\alpha} u\right)(t)=-\left(I_{q}^{\alpha} y\right)(t)
$$

Then it follows from Lemma 2.5 that the solution $u(t)$ of (2.7) and (2.8) is given by

$$
\begin{equation*}
u(t)=c_{1} t^{\alpha-1}+c_{2} t^{\alpha-2}+c_{3} t^{\alpha-3}-\int_{0}^{t} \frac{(t-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} y(s) d_{q} s \tag{2.11}
\end{equation*}
$$

for some constants $c_{1}, c_{2}, c_{3} \in \mathbf{R}$. From $u(0)=0$, we have $c_{3}=0$.

Differentiating both sides of (2.11) and with the help of (2.4) and (2.6), we obtain,

$$
\left(D_{q} u\right)(t)=[\alpha-1]_{q} c_{1} t^{\alpha-2}+[\alpha-2]_{q} c_{2} t^{\alpha-3}-\int_{0}^{t} \frac{[\alpha-1]_{q}(t-q s)^{(\alpha-2)}}{\Gamma_{q}(\alpha)} y(s) d_{q} s,
$$

and

$$
\begin{aligned}
\left(D_{q}^{2} u\right)(t)= & {[\alpha-1]_{q}[\alpha-2]_{q} c_{1} t^{\alpha-3}+[\alpha-2]_{q}[\alpha-3]_{q} c_{2} t^{\alpha-4} } \\
& -\int_{0}^{t} \frac{[\alpha-1]_{q}[\alpha-2]_{q}(t-q s)^{(\alpha-3)}}{\Gamma_{q}(\alpha)} y(s) d_{q} s .
\end{aligned}
$$

Then by the boundary condition $\left(D_{q} u\right)(0)=0$, we get $c_{2}=0$. Using the boundary condition $\gamma\left(D_{q} u\right)(1)+\beta\left(D_{q}^{2} u\right)(1)=\lambda$, we get

$$
\begin{aligned}
c_{1}= & \frac{1}{\gamma+[\alpha-2]_{q} \beta} \\
& \times\left(\gamma \int_{0}^{1} \frac{(1-q s)^{(\alpha-2)}}{\Gamma_{q}(\alpha)} y(s) d_{q} s+\beta \int_{0}^{1} \frac{[\alpha-2]_{q}(1-q s)^{(\alpha-3)}}{\Gamma_{q}(\alpha)} y(s) d_{q} s+\frac{\lambda}{[\alpha-1]_{q}}\right) .
\end{aligned}
$$

Hence, we have

$$
\begin{aligned}
u(t)= & \frac{t^{\alpha-1}}{\gamma+[\alpha-2]_{q} \beta}\left(\gamma \int_{0}^{1} \frac{(1-q s)^{(\alpha-2)}}{\Gamma_{q}(\alpha)} y(s) d_{q} s\right. \\
& \left.+\beta \int_{0}^{1} \frac{[\alpha-2]_{q}(1-q s)^{(\alpha-3)}}{\Gamma_{q}(\alpha)} y(s) d_{q} s+\frac{\lambda}{[\alpha-1]_{q}}\right)-\int_{0}^{t} \frac{(t-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} y(s) d_{q} s \\
= & \int_{0}^{1} G(t, q s) y(s) d_{q} s+\frac{\lambda t^{\alpha-1}}{\left(\gamma+[\alpha-2]_{q} \beta\right)[\alpha-1]_{q}} .
\end{aligned}
$$

This completes the proof of the lemma.

Lemma 2.8 The function $G(t, s)$ defined by (2.10) satisfies the following conditions:
(i) $G(t, q s) \geq 0$, and $G(t, q s) \leq G(1, q s)$ for all $0 \leq t, s \leq 1$.
(ii) $G(t, q s) \geq t^{\alpha-1} G(1, q s)$ for all $0 \leq t, s \leq 1$.

Proof We start by defining the following two functions:

$$
\begin{aligned}
& g_{1}(t, s)=\frac{\gamma t^{\alpha-1}(1-s)^{(\alpha-2)}+[\alpha-2]_{q} \beta t^{\alpha-1}(1-s)^{(\alpha-3)}}{\left(\gamma+[\alpha-2]_{q} \beta\right) \Gamma_{q}(\alpha)}, \quad 0 \leq t \leq s \leq 1 \\
& g_{2}(t, s)=g_{1}(t, s)-\frac{(t-s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)}, \quad 0 \leq s \leq t \leq 1
\end{aligned}
$$

Obviously, $g_{1}(t, q s) \geq 0$. Now $g_{2}(0, q s)=0$, and for $t \neq 0$

$$
\begin{aligned}
g_{2}(t, q s) & =\frac{\gamma t^{\alpha-1}(1-q s)^{(\alpha-2)}+[\alpha-2]_{q} \beta t^{\alpha-1}(1-q s)^{(\alpha-3)}}{\left(\gamma+[\alpha-2]_{q} \beta\right) \Gamma_{q}(\alpha)}-\frac{(t-q s)^{(\alpha-1)}}{\Gamma_{q}(\alpha)} \\
& =\frac{t^{\alpha-1}\left(\gamma(1-q s)^{(\alpha-2)}+[\alpha-2]_{q} \beta(1-q s)^{(\alpha-3)}-\left(\gamma+[\alpha-2]_{q} \beta\right)\left(1-q \frac{s}{t}\right)^{(\alpha-1)}\right)}{\left(\gamma+[\alpha-2]_{q} \beta\right) \Gamma_{q}(\alpha)}
\end{aligned}
$$

$$
\begin{aligned}
& \geq \frac{t^{\alpha-1}\left(\gamma(1-q s)^{(\alpha-2)}+[\alpha-2]_{q} \beta(1-q s)^{(\alpha-3)}-\left(\gamma+[\alpha-2]_{q} \beta\right)(1-q s)^{(\alpha-1)}\right)}{\left(\gamma+[\alpha-2]_{q} \beta\right) \Gamma_{q}(\alpha)} \\
& =\frac{t^{\alpha-1}\left(\gamma\left((1-q s)^{(\alpha-2)}-(1-q s)^{(\alpha-1)}\right)+[\alpha-2]_{q} \beta\left((1-q s)^{(\alpha-3)}-(1-q s)^{(\alpha-1)}\right)\right)}{\left(\gamma+[\alpha-2]_{q} \beta\right) \Gamma_{q}(\alpha)} \\
& \geq 0 .
\end{aligned}
$$

Therefore, $G(t, q s) \geq 0$.
Moreover, for $s \in(0,1]$, it follows from (2.4) and Lemma 2.3 that

$$
\begin{aligned}
{ }_{t} D_{q} g_{2}(t, q s)= & \frac{[\alpha-1]_{q}}{\left(\gamma+[\alpha-2]_{q} \beta\right) \Gamma_{q}(\alpha)}\left(\gamma t^{\alpha-2}(1-q s)^{(\alpha-2)}+[\alpha-2]_{q} \beta t^{\alpha-2}(1-q s)^{(\alpha-3)}\right. \\
& \left.-\left(\gamma+[\alpha-2]_{q} \beta\right)(t-q s)^{(\alpha-2)}\right) \\
\geq & \frac{[\alpha-1]_{q} t^{\alpha-2}}{\left(\gamma+[\alpha-2]_{q} \beta\right) \Gamma_{q}(\alpha)}\left(\gamma(1-q s)^{(\alpha-2)}+[\alpha-2]_{q} \beta(1-q s)^{(\alpha-3)}\right. \\
& \left.-\left(\gamma+[\alpha-2]_{q} \beta\right)(1-q s)^{(\alpha-2)}\right) \\
= & \frac{[\alpha-1]_{q}[\alpha-2]_{q} \beta t^{\alpha-2}}{\left(\gamma+[\alpha-2]_{q} \beta\right) \Gamma_{q}(\alpha)}\left((1-q s)^{(\alpha-3)}-(1-q s)^{(\alpha-2)}\right) \geq 0,
\end{aligned}
$$

which implies that $g_{2}(t, q s)$ is an increasing function with respect to $t$. It is clear that $g_{1}(t, q s)$ is increasing in $t$. Therefore, $G(t, q s)$ is an increasing function of $t$ for all $s \in(0,1]$, and so $G(t, q s) \leq G(1, q s)$.

When $0 \leq t \leq q s \leq 1$, then

$$
G(t, q s)=\frac{\gamma t^{\alpha-1}(1-q s)^{(\alpha-2)}+[\alpha-2]_{q} \beta t^{\alpha-1}(1-q s)^{(\alpha-3)}}{\left(\gamma+[\alpha-2]_{q} \beta\right) \Gamma_{q}(\alpha)} \leq G(q s, q s) \leq G(1, q s)
$$

Finally, we prove part (ii). When $0 \leq q s \leq t \leq 1$, we have
$\frac{G(t, q s)}{G(1, q s)}$

$$
\begin{aligned}
& =\frac{\gamma t^{\alpha-1}(1-q s)^{(\alpha-2)}+[\alpha-2]_{q} \beta t^{\alpha-1}(1-q s)^{(\alpha-3)}-\left(\gamma+[\alpha-2]_{q} \beta\right)(t-q s)^{(\alpha-1)}}{\gamma(1-q s)^{(\alpha-2)}+[\alpha-2]_{q} \beta(1-q s)^{(\alpha-3)}-\left(\gamma+[\alpha-2]_{q} \beta\right)(1-q s)^{(\alpha-1)}} \\
& \geq \frac{\gamma t^{\alpha-1}(1-q s)^{(\alpha-2)}+[\alpha-2]_{q} \beta t^{\alpha-1}(1-q s)^{(\alpha-3)}-\left(\gamma+[\alpha-2]_{q} \beta\right) t^{\alpha-1}(1-q s)^{(\alpha-1)}}{\gamma(1-q s)^{(\alpha-2)}+[\alpha-2]_{q} \beta(1-q s)^{(\alpha-3)}-\left(\gamma+[\alpha-2]_{q} \beta\right)(1-q s)^{(\alpha-1)}} \\
& =t^{\alpha-1} .
\end{aligned}
$$

If $0 \leq t \leq q s \leq 1$, then we have

$$
\begin{aligned}
\frac{G(t, q s)}{G(1, q s)} & =\frac{\gamma t^{\alpha-1}(1-q s)^{(\alpha-2)}+[\alpha-2]_{q} \beta t^{\alpha-1}(1-q s)^{(\alpha-3)}}{\gamma(1-q s)^{(\alpha-2)}+[\alpha-2]_{q} \beta(1-q s)^{(\alpha-3)}-\left(\gamma+[\alpha-2]_{q} \beta\right)(1-q s)^{(\alpha-1)}} \\
& \geq \frac{t^{\alpha-1}\left[\gamma(1-q s)^{(\alpha-2)}+[\alpha-2]_{q} \beta(1-q s)^{(\alpha-3)}-\left(\gamma+[\alpha-2]_{q} \beta\right)(1-q s)^{(\alpha-1)}\right]}{\gamma(1-q s)^{(\alpha-2)}+[\alpha-2]_{q} \beta(1-q s)^{(\alpha-3)}-\left(\gamma+[\alpha-2]_{q} \beta\right)(1-q s)^{(\alpha-1)}} \\
& =t^{\alpha-1},
\end{aligned}
$$

which implies that part (ii) holds. This completes the proof of the lemma.

Remark 2.9 If we let $0<\tau<1$, then

$$
\min _{t \in[\tau, 1]} G(t, q s) \geq \tau^{\alpha-1} G(1, q s), \quad \text { for } s \in[0,1] .
$$

According to [20], we may take $\tau=q^{n}, n \in \mathbf{N}$.

## 3 The main results

Let $X=C([0,1])$ be a Banach space endowed with the norm $\|u\|_{X}=\max _{0 \leq t \leq 1}|u(t)|$. Define the cone $P \subset X$ by $P=\{u \in X: u(t) \geq 0,0 \leq t \leq 1\}$.

Define the operator $T: P \rightarrow X$ as follows:

$$
\begin{equation*}
(T u)(t)=\int_{0}^{1} G(t, q s) f(s, u(s)) d_{q} s+\frac{\lambda t^{\alpha-1}}{\left(\gamma+[\alpha-2]_{q} \beta\right)[\alpha-1]_{q}} . \tag{3.1}
\end{equation*}
$$

Theorem 3.1 Assume that $f:[0,1] \times[0,+\infty) \rightarrow[0,+\infty)$ is continuous and there exists a nonnegative function $h \in C[0,1]$ such that

$$
\begin{equation*}
|f(t, u)-f(t, v)| \leq h(t)|u-v|, \quad t \in[0,1], u, v \in[0,+\infty) . \tag{3.2}
\end{equation*}
$$

Then the BVP (1.1) has a unique positive solution for any $\lambda \in(0,+\infty)$, provided

$$
\begin{equation*}
\int_{0}^{1} s^{\alpha-1}\left(\gamma(1-q s)^{(\alpha-2)}+[\alpha-2]_{q} \beta(1-q s)^{(\alpha-3)}\right) h(s) d_{q} s<\frac{\left(\gamma+[\alpha-2]_{q} \beta\right) \Gamma_{q}(\alpha)}{2} . \tag{3.3}
\end{equation*}
$$

If, in addition, $f(t, 0) \not \equiv 0$ on $[0,1]$, then the conclusion is true for $\lambda=0$.

Proof We will show that under the assumptions (3.2) and (3.3), $T^{m}$ is a contraction operator for $m$ sufficiently large.

By the definition of $G(t, q s)$, for $u, v \in P$, we have

$$
\begin{aligned}
& |(T u)(t)-(T v)(t)| \\
& \quad \leq \int_{0}^{1} G(t, q s)|f(s, u(s))-f(s, v(s))| d_{q} s \\
& \quad \leq \int_{0}^{1} \frac{t^{\alpha-1}\left(\gamma(1-q s)^{(\alpha-2)}+[\alpha-2]_{q} \beta(1-q s)^{(\alpha-3)}\right)}{\left(\gamma+[\alpha-2]_{q} \beta\right) \Gamma_{q}(\alpha)} h(s) d_{q} s \cdot\|u-v\|_{X} \\
& \quad=\frac{t^{\alpha-1}\|u-v\|_{X}}{\left(\gamma+[\alpha-2]_{q} \beta\right) \Gamma_{q}(\alpha)} \int_{0}^{1}\left(\gamma(1-q s)^{(\alpha-2)}+[\alpha-2]_{q} \beta(1-q s)^{(\alpha-3)}\right) h(s) d_{q} s \\
& \quad=\frac{\Lambda_{1} t^{\alpha-1}}{\left(\gamma+[\alpha-2]_{q} \beta\right) \Gamma_{q}(\alpha)}\|u-v\|_{X},
\end{aligned}
$$

where $\Lambda_{1}=\int_{0}^{1}\left(\gamma(1-q s)^{(\alpha-2)}+[\alpha-2]_{q} \beta(1-q s)^{(\alpha-3)}\right) h(s) d_{q} s$.
Consequently,

$$
\begin{aligned}
\left|\left(T^{2} u\right)(t)-\left(T^{2} v\right)(t)\right| & \leq \int_{0}^{1} G(t, q s)|f(s,(T u)(s))-f(s,(T v)(s))| d_{q} s \\
& \leq \frac{\Lambda_{1}\|u-v\|_{X}}{\left(\gamma+[\alpha-2]_{q} \beta\right) \Gamma_{q}(\alpha)} \int_{0}^{1} G(t, q s) s^{\alpha-1} h(s) d_{q} s
\end{aligned}
$$

$$
\begin{aligned}
\leq & \frac{\Lambda_{1} t^{\alpha-1}\|u-v\|_{X}}{\left(\gamma+[\alpha-2]_{q} \beta\right)^{2}\left[\Gamma_{q}(\alpha)\right]^{2}} \int_{0}^{1} s^{\alpha-1}\left(\gamma(1-q s)^{(\alpha-2)}\right. \\
& \left.+[\alpha-2]_{q} \beta(1-q s)^{(\alpha-3)}\right) h(s) d_{q} s \\
= & \frac{\Lambda_{1} \Lambda_{2} t^{\alpha-1}}{\left(\gamma+[\alpha-2]_{q} \beta\right)^{2}\left[\Gamma_{q}(\alpha)\right]^{2}}\|u-v\|_{X},
\end{aligned}
$$

where $\Lambda_{2}=\int_{0}^{1} s^{\alpha-1}\left(\gamma(1-q s)^{(\alpha-2)}+[\alpha-2]_{q} \beta(1-q s)^{(\alpha-3)}\right) h(s) d_{q} s$.
By introduction, we get

$$
\left|\left(T^{m} u\right)(t)-\left(T^{m} v\right)(t)\right| \leq \frac{\Lambda_{1} \Lambda_{2}^{m-1} t^{\alpha-1}}{\left(\gamma+[\alpha-2]_{q} \beta\right)^{m}\left[\Gamma_{q}(\alpha)\right]^{m}}\|u-v\|_{X} .
$$

From the condition (3.3), we have

$$
\begin{aligned}
\frac{\Lambda_{1} \Lambda_{2}^{m-1}}{\left(\gamma+[\alpha-2]_{q} \beta\right)^{m}\left[\Gamma_{q}(\alpha)\right]^{m}} & =\frac{\Lambda_{1}}{\Lambda_{2}}\left[\frac{\Lambda_{2}}{\left(\gamma+[\alpha-2]_{q} \beta\right) \Gamma_{q}(\alpha)}\right]^{m} \\
& \leq \frac{\Lambda_{1}}{\Lambda_{2}}\left(\frac{1}{2}\right)^{m} \\
& <\frac{1}{4}
\end{aligned}
$$

for $m$ sufficiently large. So, we get

$$
\left\|\left(T^{m} u\right)(t)-\left(T^{m} v\right)(t)\right\|_{X}<\frac{1}{4}\|u-v\|_{X} .
$$

Hence, it follows from the generalized Banach contraction principle that the BVP (1.1) has a unique positive solution for any $\lambda \in(0,+\infty)$. If $\lambda=0$, then the condition $f(t, 0) \not \equiv$ 0 on $[0,1]$ and Lemma 2.8 imply that $u(t)>0$ in $(0,1]$. This completes the proof of the theorem.

Remark 3.2 When $h(t) \equiv h_{0}$ is a constant, the condition (3.2) reduces to a Lipschitz condition.

Our next existence results is based on Krasnoselskii's fixed-point theorem [33].

Lemma 3.3 (Krasnoselskii's) Let E be a Banach space, and let $P \subset E$ be a cone. Assume $\Omega_{1}$, $\Omega_{2}$ are open subsets of $E$ with $\theta \in \Omega_{1}, \bar{\Omega}_{1} \subset \Omega_{2}$ and let $T: P \cap\left(\bar{\Omega}_{2} \backslash \Omega_{1}\right) \rightarrow P$ be a completely continuous operator such that, either
(1) $\|T u\| \geq\|u\|, u \in P \cap \partial \Omega_{1}$ and $\|T u\| \leq\|u\|, u \in P \cap \partial \Omega_{2}$, or
(2) $\|T u\| \leq\|u\|, u \in P \cap \partial \Omega_{1}$ and $\|T u\| \geq\|u\|, u \in P \cap \partial \Omega_{2}$.

Then $T$ has at least one fixed point in $P \cap\left(\bar{\Omega}_{2} \backslash \Omega_{1}\right)$.

Define a cone $K \subset X$ by

$$
K=\left\{u \in X: u(t) \geq 0, u(t) \geq t^{\alpha-1}\|u\|, t \in[0,1]\right\} .
$$

Obviously, $K$ is a cone of nonnegative functions in $X$.

Lemma 3.4 The operator $T: K \rightarrow K$ is completely continuous.

Proof Firstly, we prove that $T(K) \subset K$. By (2.9) and Lemma 2.8, we have

$$
\begin{aligned}
\|T u\| & =\max _{0 \leq t \leq 1}\left\{\int_{0}^{1} G(t, q s) f(s, u(s)) d_{q} s+\frac{\lambda t^{\alpha-1}}{\left(\gamma+[\alpha-2]_{q} \beta\right)[\alpha-1]_{q}}\right\} \\
& \leq \int_{0}^{1} G(1, q s) f(s, u(s)) d_{q} s+\frac{\lambda}{\left(\gamma+[\alpha-2]_{q} \beta\right)[\alpha-1]_{q}} .
\end{aligned}
$$

On the other hand,

$$
(T u)(t) \geq t^{\alpha-1}\left(\int_{0}^{1} G(1, q s) f(s, u(s)) d_{q} s+\frac{\lambda}{\left(\gamma+[\alpha-2]_{q} \beta\right)[\alpha-1]_{q}}\right) \geq t^{\alpha-1}\|T u\|
$$

Hence, we have $T(K) \subset K$.
Next, we show that $T$ is uniformly bounded. For fixed $r>0$, consider a bounded subset $K_{r}$ of $K$ defined by $K_{r}=\{u \in K:\|u\| \leq r, r>0\}$, and let $M=\max _{0 \leq u \leq r}|f(t, u)|+1$. Then for $u \in K_{r}$, we get

$$
\begin{aligned}
|(T u)(t)| & \leq \int_{0}^{1} G(t, q s)|f(s, u(s))| d_{q} s+\frac{|\lambda| t^{\alpha-1}}{\left(\gamma+[\alpha-2]_{q} \beta\right)[\alpha-1]_{q}} \\
& \leq M \int_{0}^{1} G(1, q s) d_{q} s+\frac{|\lambda|}{\left(\gamma+[\alpha-2]_{q} \beta\right)[\alpha-1]_{q}}<+\infty,
\end{aligned}
$$

which implies that $T\left(K_{r}\right)$ is bounded.
Finally, we show that $T$ is equicontinuous. For all $\varepsilon>0$, setting

$$
\delta=\min \left\{\frac{\varepsilon}{\omega(\alpha-1)}, \frac{1}{2}\left(\frac{\varepsilon}{\omega}\right)^{\frac{1}{\alpha-1}}\right\}
$$

where

$$
\omega=\frac{M\left(\gamma+[\alpha-2]_{q} \beta\right)+|\lambda| \Gamma_{q}(\alpha)}{\left(\gamma+[\alpha-2]_{q} \beta\right) \Gamma_{q}(\alpha)[\alpha-1]_{q}} .
$$

For any $u \in K_{r}$, we can prove that if $t_{1}, t_{2} \in[0,1]$ and $0<t_{2}-t_{1}<\delta$, then

$$
\left|(T u)\left(t_{2}\right)-(T u)\left(t_{2}\right)\right|<\varepsilon .
$$

In fact, we have

$$
\begin{aligned}
& \left|(T u)\left(t_{2}\right)-(T u)\left(t_{1}\right)\right| \\
& \quad \leq \int_{0}^{1}\left|G\left(t_{2}, q s\right)-G\left(t_{1}, q s\right)\right| f(s, u(s)) d_{q} s+\frac{|\lambda|\left(t_{2}^{\alpha-1}-t_{1}^{\alpha-1}\right)}{\left(\gamma+[\alpha-2]_{q} \beta\right)[\alpha-1]_{q}} \\
& \quad \leq M \int_{0}^{1}\left|G\left(t_{2}, q s\right)-G\left(t_{1}, q s\right)\right| d_{q} s+\frac{|\lambda|\left(t_{2}^{\alpha-1}-t_{1}^{\alpha-1}\right)}{\left(\gamma+[\alpha-2]_{q} \beta\right)[\alpha-1]_{q}} \\
& \quad \leq M\left(\int_{0}^{t_{1}}\left|G\left(t_{2}, q s\right)-G\left(t_{1}, q s\right)\right| d_{q} s+\int_{t_{1}}^{t_{2}}\left|G\left(t_{2}, q s\right)-G\left(t_{1}, q s\right)\right| d_{q} s\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.+\int_{t_{2}}^{1}\left|G\left(t_{2}, q s\right)-G\left(t_{1}, q s\right)\right| d_{q} s\right)+\frac{|\lambda|\left(t_{2}^{\alpha-1}-t_{1}^{\alpha-1}\right)}{\left(\gamma+[\alpha-2]_{q} \beta\right)[\alpha-1]_{q}} \\
\leq & \frac{M}{\gamma+[\alpha-2]_{q} \beta}\left(\int_{0}^{t_{1}} \frac{\gamma(1-q s)^{(\alpha-2)}+[\alpha-2]_{q} \beta(1-q s)^{(\alpha-3)}}{\Gamma_{q}(\alpha)}\left(t_{2}^{\alpha-1}-t_{1}^{\alpha-1}\right) d_{q} s\right. \\
& +\int_{t_{1}}^{t_{2}} \frac{\gamma(1-q s)^{(\alpha-2)}+[\alpha-2]_{q} \beta(1-q s)^{(\alpha-3)}}{\Gamma_{q}(\alpha)}\left(t_{2}^{\alpha-1}-t_{1}^{\alpha-1}\right) d_{q} s \\
& \left.+\int_{t_{2}}^{1} \frac{\gamma(1-q s)^{(\alpha-2)}+[\alpha-2]_{q} \beta(1-q s)^{(\alpha-3)}}{\Gamma_{q}(\alpha)}\left(t_{2}^{\alpha-1}-t_{1}^{\alpha-1}\right) d_{q} s\right) \\
& +\frac{|\lambda|\left(t_{2}^{\alpha-1}-t_{1}^{\alpha-1}\right)}{\left(\gamma+[\alpha-2]_{q} \beta\right)[\alpha-1]_{q}} \\
= & \frac{M\left(t_{2}^{\alpha-1}-t_{1}^{\alpha-1}\right)}{\left(\gamma+[\alpha-2]_{q} \beta\right) \Gamma_{q}(\alpha)} \int_{0}^{1}\left(\gamma(1-q s)^{(\alpha-2)}+[\alpha-2]_{q} \beta(1-q s)^{(\alpha-3)}\right) d_{q} s \\
& +\frac{|\lambda|}{\left(\gamma+[\alpha-2]_{q} \beta\right)[\alpha-1]_{q}}\left(t_{2}^{\alpha-1}-t_{1}^{\alpha-1}\right) \\
= & \frac{M\left(\gamma+[\alpha-2]_{q} \beta\right)+|\lambda| \Gamma_{q}(\alpha)}{\left(\gamma+[\alpha-2]_{q} \beta\right) \Gamma_{q}(\alpha)[\alpha-1]_{q}}\left(t_{2}^{\alpha-1}-t_{1}^{\alpha-1}\right) \\
= & \omega\left(t_{2}^{\alpha-1}-t_{1}^{\alpha-1}\right) .
\end{aligned}
$$

If $\delta \leq t_{1}<t_{2}<1$, then

$$
\left|(T u)\left(t_{2}\right)-(T u)\left(t_{1}\right)\right| \leq \omega\left(t_{2}^{\alpha-1}-t_{1}^{\alpha-1}\right)<\omega(\alpha-1)\left(t_{2}-t_{1}\right)<\omega(\alpha-1) \delta \leq \varepsilon .
$$

If $0 \leq t_{1}<\delta, t_{2}<2 \delta$, then

$$
\left|(T u)\left(t_{2}\right)-(T u)\left(t_{1}\right)\right| \leq \omega\left(t_{2}^{\alpha-1}-t_{1}^{\alpha-1}\right)<\omega t_{2}^{\alpha-1}<\omega(2 \delta)^{\alpha-1} \leq \varepsilon .
$$

By means of Arzela-Ascoli theorem, $T: K \rightarrow K$ is completely continuous.
For the sake of convenience, we introduce the following weight functions:

$$
\begin{aligned}
& \phi(r)=\max \{f(t, u(t)):(t, u) \in[0,1] \times[0, r]\}, \\
& \varphi(r)=\min \left\{f(t, u(t)):(t, u) \in[\tau, 1] \times\left[\tau^{\alpha-1} r, r\right]\right\},
\end{aligned}
$$

and set

$$
l=\left(\int_{0}^{1} G(1, q s) d_{q} s\right)^{-1}, \quad L=\left(\tau^{\alpha-1} \int_{\tau}^{1} G(1, q s) d_{q} s\right)^{-1} .
$$

Theorem 3.5 Suppose that there exists two positive numbers $\xi_{1}<\xi_{2}$ such that one of the following conditions is satisfied
$\left(H_{1}\right) \varphi\left(\xi_{1}\right) \geq \xi_{1} L, \phi\left(\xi_{2}\right) \leq \frac{l}{2} \xi_{2} ;$ $\left(H_{2}\right) \phi\left(\xi_{1}\right) \leq \frac{l}{2} \xi_{1}, \varphi\left(\xi_{2}\right) \geq \xi_{2} L$.
Then the BVP (1.1) has at least one positive solution $u^{*} \in K$, such that $\xi_{1} \leq\left\|u^{*}\right\| \leq \xi_{2}$ for $\lambda \in\left(0, \frac{\left(\gamma+[\alpha-2]_{q} \beta\right)[\alpha-1]_{q}}{2} \xi_{1}\right]$. If, in addition, $f(t, 0) \not \equiv 0$ on $[0,1]$, then the conclusion is true for $\lambda=0$.

Proof Because the proofs are similar, we prove only the case $\left(H_{1}\right)$. Denote $\Omega_{\xi_{1}}=\{u \in X$ : $\left.\|u\|<\xi_{1}\right\}$. Then for any $u \in K \cap \partial \Omega_{\xi_{1}}$, we get $\|u\|=\xi_{1}, 0 \leq u(t) \leq \xi_{1}, 0 \leq t \leq 1$, and $\tau^{\alpha-1} \xi_{1} \leq$ $\min _{\tau \leq t \leq 1} t^{\alpha-1}\|u\| \leq u(t) \leq\|u\|=\xi_{1}, \tau \leq t \leq 1$. By assumption $\left(H_{1}\right)$, we have

$$
f(t, u) \geq \varphi\left(\xi_{1}\right) \geq \xi_{1} L, \quad \tau \leq t \leq 1
$$

In view of (2.9) and Lemma 2.8, we have

$$
\begin{aligned}
\|T u\| & \geq \min _{\tau \leq t \leq 1}\left\{\int_{0}^{1} G(t, q s) f(s, u(s)) d_{q} s+\frac{\lambda t^{\alpha-1}}{\left(\gamma+[\alpha-2]_{q} \beta\right)[\alpha-1]_{q}}\right\} \\
& \geq \min _{\tau \leq t \leq 1} \int_{0}^{1} G(t, q s) f(s, u(s)) d_{q} s \\
& \geq \tau^{\alpha-1} \int_{\tau}^{1} G(1, q s) f(s, u(s)) d_{q} s \\
& \geq \tau^{\alpha-1} \int_{\tau}^{1} G(1, q s) d_{q} s \cdot \xi_{1} L=\xi_{1}=\|u\| .
\end{aligned}
$$

On the other hand, define $\Omega_{\xi_{2}}=\left\{u \in X:\|u\|<\xi_{2}\right\}$. For any $t \in[0,1]$ and $u \in K \cap \partial \Omega_{\xi_{2}}$, we have $\|u\|=\xi_{2}$ and $0 \leq u(t) \leq \xi_{2}, 0 \leq t \leq 1$. Thus,

$$
f(t, u) \leq \phi\left(\xi_{2}\right) \leq \frac{l}{2} \xi_{2}, \quad \text { for } 0 \leq t \leq 1,0 \leq u \leq \xi_{2}
$$

It follows

$$
\begin{aligned}
\|T u\| & =\max _{0 \leq t \leq 1}\left\{\int_{0}^{1} G(t, q s) f(s, u(s)) d_{q} s+\frac{\lambda t^{\alpha-1}}{\left(\gamma+[\alpha-2]_{q} \beta\right)[\alpha-1]_{q}}\right\} \\
& \leq \int_{0}^{1} G(1, q s) d_{q} s \cdot \frac{l}{2} \xi_{2}+\frac{\lambda}{\left(\gamma+[\alpha-2]_{q} \beta\right)[\alpha-1]_{q}} \\
& \leq l^{-1} \cdot \frac{l}{2} \xi_{2}+\frac{\xi_{1}}{2}<\frac{\xi_{2}}{2}+\frac{\xi_{2}}{2}=\|u\| .
\end{aligned}
$$

By Lemma 3.3, the operator $T$ has at least one fixed point $u^{*} \in K \cap\left(\bar{\Omega}_{\xi_{2}} \backslash \Omega_{\xi_{1}}\right)$, and $\xi_{1} \leq$ $\left\|u^{*}\right\| \leq \xi_{2}$. Since $u^{*}(t) \geq t^{\alpha-1}\left\|u^{*}\right\| \geq \xi_{1} t^{\alpha-1}>0,0<t<1$, then, the solution $u^{*}$ is positive for $\lambda>0$. As in the proof of Theorem 3.1, $u^{*}(t)$ is a positive solution for $\lambda=0$. This completes the proof of the theorem.

Theorem 3.6 Suppose that there exists three positive numbers $\xi_{1}<\xi_{2}<\xi_{3}$ such that one of the following conditions is satisfied
$\left(H_{3}\right) \varphi\left(\xi_{1}\right) \geq \xi_{1} L, \phi\left(\xi_{2}\right)<\frac{l}{2} \xi_{2}, \varphi\left(\xi_{3}\right) \geq \xi_{3} L ;$
$\left(H_{4}\right) \quad \phi\left(\xi_{1}\right) \leq \frac{l}{2} \xi_{1}, \varphi\left(\xi_{2}\right)>\xi_{2} L, \phi\left(\xi_{3}\right) \leq \frac{l}{2} \xi_{3}$.
Then the BVP (1.1) has at least two positive solutions $u_{1}^{*}$, $u_{2}^{*} \in K$ such that $\xi_{1} \leq\left\|u_{1}^{*}\right\|<$ $\xi_{2} \leq\left\|u_{2}^{*}\right\| \leq \xi_{3}$ for $\lambda \in\left(0, \frac{\left(\gamma+[\alpha-2]_{q} \beta\right)[\alpha-1]_{q}}{2} \xi_{1}\right]$. If, in addition, $f(t, 0) \not \equiv 0$ on $[0,1]$, then the conclusion is true for $\lambda=0$.

Proof We prove only the case $\left(H_{4}\right)$. Since $\varphi:[0,+\infty) \rightarrow[0,+\infty)$ is continuous and $\varphi\left(\xi_{2}\right)>$ $\xi_{2} L$, there exist two positive numbers $\eta_{1}, \eta_{2}$ such that $\xi_{1}<\eta_{1}<\xi_{2}<\eta_{2}<\xi_{3}$ and $\varphi\left(\eta_{1}\right) \geq \eta_{1} L$,
$\varphi\left(\eta_{2}\right) \geq \eta_{2} L$. Thus, it follows from the assumption $\left(H_{4}\right)$ that

$$
\phi\left(\xi_{1}\right) \leq \frac{l}{2} \xi_{1}, \quad \varphi\left(\eta_{1}\right) \geq \eta_{1} L, \quad \text { and } \quad \varphi\left(\eta_{2}\right) \geq \eta_{2} L, \quad \phi\left(\xi_{3}\right) \leq \frac{l}{2} \xi_{3}
$$

From Theorem 3.5, the operator $T$ has two fixed point $u_{1}^{*} \in K \cap\left(\bar{\Omega}_{\eta_{1}} \backslash \Omega_{\xi_{1}}\right), u_{2}^{*} \in K \cap$ $\left(\bar{\Omega}_{\xi_{3}} \backslash \Omega_{\eta_{2}}\right)$ with $\xi_{1} \leq\left\|u_{1}^{*}\right\|<\xi_{2}<\left\|u_{2}^{*}\right\| \leq \xi_{3}$. Therefore, the BVP (1.1) has at least two positive solutions for $\lambda \in\left(0, \frac{\left(\gamma+[\alpha-2]_{q} \beta\right)[\alpha-1]_{q}}{2} \xi_{1}\right]$. As in the proof of Theorem 3.1, $u_{1}^{*}, u_{2}^{*}$ are two positive solutions for $\lambda=0$. This completes the proof of the theorem.

Denote the integer part of $m$ by $[m]$. Generally, we have the following theorem.

Theorem 3.7 Suppose that there exists $m+1$ positive numbers $\xi_{1}<\xi_{2}<\cdots<\xi_{m+1}$ such that one of the following conditions is satisfied:
$\left(H_{5}\right) \varphi\left(\xi_{2 j-1}\right)>\xi_{2 j-1} L, \phi\left(\xi_{2 j}\right)<\frac{l}{2} \xi_{2 j}, j=1,2, \ldots,\left[\frac{m+2}{2}\right]$;
$\left(H_{6}\right) \phi\left(\xi_{2 j-1}\right)<\frac{l}{2} \xi_{2 j-1}, \varphi\left(\xi_{2 j}\right)>\xi_{2 j} L, j=1,2, \ldots,\left[\frac{m+2}{2}\right]$.
Then the BVP (1.1) has at least m positive solutions $u_{i}^{*} \in K, i=1,2, \ldots, m$, such that $\xi_{i}<\left\|u_{i}^{*}\right\|<\xi_{i+1}$ for $\lambda \in\left(0, \frac{\left(\gamma+[\alpha-2]_{q} \beta\right)[\alpha-1]_{q}}{2} \xi_{1}\right]$. If, in addition, $f(t, 0) \not \equiv 0$ on $[0,1]$, then the conclusion is true for $\lambda=0$.

## 4 Examples

Example 4.1 The fractional $q$-difference boundary value problem

$$
\left\{\begin{array}{l}
D_{0.5}^{2.5} u(t)+\frac{2 e^{t}}{5\left(1+e^{t}\right)}\left(\tan ^{-1} u+t^{2}+t \sin ^{2} t+1\right)=0, \quad 0<t<1  \tag{4.1}\\
u(0)=\left(D_{0.5} u\right)(0)=0, \quad 0.25\left(D_{0.5} u\right)(1)+0.75\left(D_{0.5}^{2} u\right)(1)=\lambda
\end{array}\right.
$$

has a unique positive solution for any $\lambda \in(0,+\infty)$.

Proof In this case, $\alpha=2.5, q=0.5, \gamma=0.25, \beta=0.75, \lambda>0$. Let

$$
f(t, u)=\frac{2 e^{t}}{5\left(1+e^{t}\right)}\left(\tan ^{-1} u+t^{2}+t \sin ^{2} t+1\right), \quad(t, u) \in[0,1] \times(0,+\infty)
$$

and $h(t)=\frac{2 e^{t}}{5\left(1+e^{t}\right)}$. It is easy to prove that

$$
\begin{aligned}
|f(t, u)-f(t, v)| & \leq h(t)\left|\tan ^{-1} u-\tan ^{-1} v\right| \\
& \leq h(t)|u-v|, \quad \text { for }(t, u),(t, v) \in[0,1] \times[0,+\infty)
\end{aligned}
$$

A simple computation showed

$$
\left(\gamma+[\alpha-2]_{q} \beta\right) \Gamma_{q}(\alpha)=\left(0.25+[0.5]_{0.5} \times 0.75\right) \Gamma_{0.5}(2.5) \approx 0.9168
$$

and

$$
\begin{aligned}
\Lambda_{2} & =\int_{0}^{1} s^{\alpha-1}\left(\gamma(1-q s)^{(\alpha-2)}+[\alpha-2]_{q} \beta(1-q s)^{(\alpha-3)}\right) \cdot \frac{2 e^{s}}{5\left(1+e^{s}\right)} d_{q} s \\
& \leq \frac{2}{5} \int_{0}^{1} s^{\alpha-1}\left(\gamma(1-q s)^{(\alpha-2)}+[\alpha-2]_{q} \beta(1-q s)^{(\alpha-3)}\right) d_{q} s
\end{aligned}
$$

$$
\begin{aligned}
& \leq \frac{2}{5} \int_{0}^{1}\left(\gamma(1-q s)^{(\alpha-2)}+[\alpha-2]_{q} \beta(1-q s)^{(\alpha-3)}\right) d_{q} s \\
& \approx 0.3774
\end{aligned}
$$

which implies that

$$
\int_{0}^{1} s^{\alpha-1}\left(\gamma(1-q s)^{(\alpha-2)}+[\alpha-2]_{q} \beta(1-q s)^{(\alpha-3)}\right) h(s) d_{q} s<\frac{\left(\gamma+[\alpha-2]_{q} \beta\right) \Gamma_{q}(\alpha)}{2} .
$$

Obviously, for any $m \geq 2$, we have

$$
\frac{\Lambda_{1} \Lambda_{2}^{m-1}}{\left(\gamma+[\alpha-2]_{q} \beta\right)^{m}\left[\Gamma_{q}(\alpha)\right]^{m}} \leq \frac{0.3774}{0.9168 \times 2^{m-1}}<0.2058<\frac{1}{4} .
$$

Thus, Theorem 3.1 implies that the boundary value problem (4.1) has a unique positive solution for any $\lambda \in(0,+\infty)$.

Example 4.2 Consider the following fractional boundary value problem:

$$
\left\{\begin{array}{l}
D_{0.5}^{2.5} u(t)+u^{2}\left(\frac{1}{2} \cos \left(\pi t-\frac{\pi}{2}\right)+\frac{1}{4}\right)=0, \quad 0<t<1,  \tag{4.2}\\
u(0)=\left(D_{0.5} u\right)(0)=0, \quad 2\left(D_{0.5} u\right)(1)+7\left(D_{0.5}^{2} u\right)(1)=\lambda,
\end{array}\right.
$$

where $\alpha=2.5, q=0.5, \gamma=2, \beta=7$. Choosing $n=1$, then $\tau=q^{n}=0.5$.
By calculation, we get $\left(\gamma+[\alpha-2]_{q} \beta\right) \Gamma_{q}(\alpha) \approx 8.1132$. By Lemma 2.6, Lemma 2.8 and with the aid of a computer, we obtain that

$$
l=\left(\int_{0}^{1} G(1,0.5 s) d_{0.5} s\right)^{-1} \approx 1.6756
$$

and

$$
L=\left((0.5)^{\alpha-1} \int_{0.5}^{1} G(1,0.5 s) d_{0.5} s\right)^{-1} \approx 0.0657
$$

Let $f(t, u)=u^{2}\left(\frac{1}{2} \cos \left(\pi t-\frac{\pi}{2}\right)+\frac{1}{4}\right)$. Take $\xi_{1}=\frac{3}{4}, \xi_{2}=3$, then $\frac{\left(\gamma+[\alpha-2]_{q} \beta\right)[\alpha-1] q}{2} \xi_{1} \approx 2.9578$, and $f(t, u)$ satisfies
(i) $\phi\left(\frac{3}{4}\right)=\max \left\{u^{2}\left(\frac{1}{2} \cos \left(\pi t-\frac{\pi}{2}\right)+\frac{1}{4}\right):(t, u) \in[0,1] \times\left[0, \frac{3}{4}\right]\right\}=\frac{27}{64}<\frac{l}{2} \xi_{1} \approx 0.6283$;
(ii) $\varphi(3)=\min \left\{u^{2}\left(\frac{1}{2} \cos \left(\pi t-\frac{\pi}{2}\right)+\frac{1}{4}\right):(t, u) \in[0.5,1] \times[1.0608,3]\right\} \approx 0.2652>L \xi_{2} \approx$ 0.1971 .

So, by Theorem 3.5, the problem (4.2) has one positive solution $u^{*}$ such that $1 \leq\left\|u^{*}\right\|_{X} \leq$ 3 for $\lambda \in(0,2.9578]$.
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