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#### Abstract

In this paper, the stability of a class of time-delay Takagi-Sugeno (T-S) fuzzy Markovian jumping partial differential equations (PDEs) with $p$-Laplace diffusion are investigated, and several criteria for asymptotical stability and robust exponential stability are obtained. Different from all the previous related literature, the authors use the contraction mapping theory to obtain in this paper the existence of other solutions for PDEs with $p$-Laplace besides the trivial solution. In fact, if there is only the trivial solution for the PDEs, the stability criteria about the trivial solution would become meaningless. Moreover, infinitely many solutions for these PDEs of all the previous related literature can be obtained by employing the methods of this paper. In a word, the works of all the related literature were found more meaningful owing to the methods and results of this paper.


## 1 Introduction

In this paper, we are to study the stability of a class of delayed Takagi-Sugeno (T-S) fuzzy Markovian jumping $p$-Laplace partial differential equations (PDEs) which owns a wide range of physics and engineering backgrounds (see, e.g., [1-3]). Below, we shall introduce this Markovian jumping fuzzy mathematical model.
Given a complete probability space $(\boldsymbol{\Omega}, \mathcal{F}, \mathbb{P})$ with a natural filtration $\left\{\mathcal{F}_{t}\right\}_{t \geq 0}$, where $\boldsymbol{\Omega}$ is a sample space, $\mathcal{F}$ is $\sigma$-algebra of a subset of the sample space, and $\mathbb{P}$ is the probability measure defined on $\mathcal{F}$. Let $S=\{1,2, \ldots, N\}$ and the random form process $\{r(t), t \in[0,+\infty)\}$ be a homogeneous, finite-state Markovian process with right continuous trajectories with generator $\Pi=\left(\pi_{i j}\right)_{N \times N}$ and transition probability from mode $i$ at time $t$ to mode $j$ at time $t+\Delta t, i, j \in S$,

$$
\mathbb{P}(r(t+\delta)=j \mid r(t)=i)= \begin{cases}\pi_{i j} \delta+o(\delta), & j \neq i \\ 1+\pi_{i j} \delta+o(\delta), & j=i\end{cases}
$$

where $\pi_{i j} \geq 0$ is transition probability rate from $i$ to $j(j \neq i)$ and $\pi_{i i}=-\sum_{j=1, j \neq i}^{s} \pi_{i j}, \delta>0$ and $\lim _{\delta \rightarrow 0} o(\delta) / \delta=0$.

Let us consider the following delayed Markovian jumping PDEs:

$$
\begin{align*}
\frac{\partial u(t, x)}{\partial t}= & \nabla \cdot\left(\mathcal{D}(t, x, u) \circ \nabla_{p} u(t, x)\right)-\mathscr{B}(u(t, x))+\mathcal{C}(r(t), t) f(u(t, x)) \\
& +\mathcal{D}(r(t), t) g(u(t-\tau(r(t), t), x)), \quad t \geq 0, x \in \Omega \tag{1.1}
\end{align*}
$$

equipped with the initial condition

$$
\begin{equation*}
u(\theta, x)=\phi(\theta, x), \quad(\theta, x) \in[-\tau, 0] \times \Omega \tag{1.1a}
\end{equation*}
$$

and the zero-boundary condition

$$
\begin{equation*}
\mathfrak{B}\left[u_{i}(t, x)\right]=0, \quad(t, x) \in[-\tau,+\infty) \times \partial \Omega, i=1,2, \ldots, n, \tag{1.1b}
\end{equation*}
$$

where $p>1$ is a positive scalar, $\Omega \in R^{m}$ is a bounded domain with a smooth boundary $\partial \Omega$ of class $\mathcal{C}^{2}$ by $\Omega, u(t, x)=\left(u_{1}(t, x), u_{2}(t, x), \ldots, u_{n}(t, x)\right)^{T} \in R^{n}$. Below, $u(t, x)$ is always denoted by $u$ for the sake of convenience. $\mathcal{D}(t, x, u) \circ \nabla_{p} u(t, x)$ denotes the Hadamard product of matrix $\mathcal{D}(t, x, u)$ and $\nabla_{p} u$ (see [1] or [3]), and $\mathcal{D}(t, x, v)=\left(\mathcal{D}_{j k}(t, x, u)\right)_{n \times m}$ satisfies $\mathcal{D}_{j k}(t, x, u) \geq 0$ for all $j, k,(t, x, u)$. In mode $r(t)=i \in S=\{1,2, \ldots, N\}$, we denote $\mathcal{C}_{i}(t)=$ $\mathcal{C}(r(t), t)$ and $\mathscr{D}_{i}(t)=\mathscr{D}(r(t), t)$. Denote by $\tau_{i}(t)$ the time delay $\tau(r(t), t)$, which satisfies $0 \leq$ $\tau_{i}(t) \leq \tau$ for any mode $i \in S$. Functions $\mathscr{B}(u)=\left(\mathscr{B}_{1}\left(u_{1}\right), \mathscr{B}_{2}\left(u_{2}\right), \ldots, \mathscr{B}_{n}\left(u_{n}\right)\right)^{T} \in R^{n}, f(u)=$ $\left(f_{1}\left(u_{1}\right), f_{2}\left(u_{2}\right), \ldots, f_{n}\left(u_{n}\right)\right)^{T} \in R^{n}, g(u)=\left(g_{1}\left(u_{1}\right), g_{2}\left(u_{2}\right), \ldots, g_{n}\left(u_{n}\right)\right)^{T} \in R^{n}$. Boundary condition (1.1b) is called the Dirichlet boundary condition if $\mathfrak{B}\left[u_{i}(t, x)\right]=u_{i}(t, x)$, and the Neumann boundary condition if $\mathfrak{B}\left[u_{i}(t, x)\right]=\frac{\partial u_{i}(t, x)}{\partial v}$. Here, $\frac{\partial u_{i}(t, x)}{\partial v}=\left(\frac{\partial u_{i}(t, x)}{\partial x_{1}}, \frac{\partial u_{i}(t, x)}{\partial x_{2}}, \ldots, \frac{\partial u_{i}(t, x)}{\partial x_{m}}\right)^{T}$ denotes the outward normal derivative on $\partial \Omega$.
Obviously, system (1.1) admits the following Markovian jumping Cohen-Grossberg neural networks as its special case.

$$
\begin{align*}
\frac{\partial u}{\partial t}= & \nabla \cdot\left(\mathcal{D}(t, x, u) \circ \nabla_{p} u\right) \\
& -\widetilde{A}(u)\left[\widetilde{B}(u)-\widetilde{C}_{i}(t) f(u)-\widetilde{D}_{i}(t) g\left(u\left(t-\tau_{i}(t), x\right)\right)\right] \tag{1.2}
\end{align*}
$$

For mode $i \in S$, system (1.1) is simply denoted as

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\nabla \cdot\left(\mathcal{D}(t, x, u) \circ \nabla_{p} u\right)-\mathcal{B}(u)+\mathcal{C}_{i}(t) f(u)+\mathscr{D}_{i}(t) g\left(u\left(t-\tau_{i}(t), x\right)\right) . \tag{1.3}
\end{equation*}
$$

The T-S fuzzy mathematical model with time delay is described as follows.
Fuzzy rule $j$
IF $\omega_{1}(t)$ is $\mu_{j 1}$ and $\ldots \omega_{s}(t)$ is $\mu_{j s}$ THEN

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\nabla \cdot\left(\mathcal{D}(t, x, u) \circ \nabla_{p} u\right)-\mathcal{B}(u)+\mathcal{C}_{i j}(t) f(u)+\mathcal{D}_{i j}(t) g\left(u\left(t-\tau_{i}(t), x\right)\right) \tag{1.4}
\end{equation*}
$$

where $\omega_{k}(t)(k=1,2, \ldots, s)$ is the premise variable, $\mu_{j k}(j=1,2, \ldots, r ; k=1,2, \ldots, s)$ is the fuzzy set that is characterized by a membership function, $r$ is the number of the IF-THEN rules, and $s$ is the number of the premise variables.

For any mode $r(t)=i \in S$, we assume that $\mathcal{C}_{i j}, \mathscr{D}_{i j}$ are real constant matrices of appropriate dimensions, and $\Delta \mathcal{C}_{i j}, \Delta \mathscr{D}_{i j}$ are real-valued matrix functions which stand for timevarying parameter uncertainties, satisfying

$$
\begin{equation*}
\mathcal{C}_{i j}(t)=\mathcal{C}_{i j}+\Delta \mathfrak{C}_{i j}(t), \quad \mathscr{D}_{i j}(t)=\mathscr{D}_{i j}+\Delta \mathscr{D}_{i j}(t) . \tag{1.5}
\end{equation*}
$$

By way of a standard fuzzy inference method, system (1.4) is inferred as follows:

$$
\begin{align*}
\frac{\partial u}{\partial t}= & \nabla \cdot\left(\mathcal{D}(t, x, u) \circ \nabla_{p} u\right)-\mathscr{B}(u) \\
& +\sum_{j=1}^{r} h_{j}(\omega(t))\left[\mathcal{C}_{i j}(t) f(u)+\mathscr{D}_{i j}(t) g\left(u\left(t-\tau_{i}(t), x\right)\right)\right] \tag{1.6}
\end{align*}
$$

where $\omega(t)=\left[\omega_{1}(t), \omega_{2}(t), \ldots, \omega_{s}(t)\right], h_{j}(\omega(t))=\frac{w_{j}(\omega(t))}{\sum_{k=1}^{r} w_{k}(\omega(t))}, w_{j}(\omega(t)): R^{s} \rightarrow[0,1](j=1,2$, $\ldots, r)$ is the membership function of the system with respect to the fuzzy rule $j . h_{j}$ can be regarded as the normalized weight of each IF-THEN rule, satisfying $h_{j}(\omega(t)) \geq 0$ and $\sum_{j=1}^{r} h_{j}(\omega(t))=1$. Motivated by some methods of the above-mentioned literature and recent related studies [6-15, 22-24], we are to investigate the stability of T-S fuzzy system (1.6).

## 2 Preparation

In this paper, we always assume the following.
(H1) Let $\mathfrak{B}(u)=\left(\mathscr{B}_{1}\left(u_{1}\right), \mathscr{B}_{2}\left(u_{2}\right), \ldots, \mathscr{B}_{n}\left(u_{n}\right)\right)^{T} \in R^{n}$, there exist positive definite diagonal matrices $\mathbb{B}=\operatorname{diag}\left(b_{1}, b_{2}, \ldots, b_{n}\right)$ and $\widetilde{\mathbb{B}}=\operatorname{diag}\left(\widetilde{b}_{1}, \widetilde{b}_{2}, \ldots, \widetilde{b}_{n}\right)$ such that

$$
\widetilde{b}_{j} \geq \sup _{r \in R} \mathcal{B}_{j}^{\prime}(r) \geq \inf _{r \in R} \mathcal{B}_{j}^{\prime}(r) \geq b_{j}, \quad \forall j=1,2, \ldots, n ;
$$

(H2) There exist constant diagonal matrices $G_{k}=\operatorname{diag}\left(G_{1}^{(k)}, G_{2}^{(k)}, \ldots, G_{n}^{(k)}\right)$,
$F_{k}=\operatorname{diag}\left(F_{1}^{(k)}, F_{2}^{(k)}, \ldots, F_{n}^{(k)}\right), k=1,2$, with $\left|F_{j}^{(1)}\right| \leq F_{j}^{(2)},\left|G_{j}^{(1)}\right| \leq G_{j}^{(2)}, j=1,2, \ldots, n$, such that

$$
F_{j}^{(1)} \leq \frac{f_{j}(r)}{r} \leq F_{j}^{(2)}, \quad G_{j}^{(1)} \leq \frac{g_{j}(r)}{r} \leq G_{j}^{(2)}, \quad \forall j=1,2, \ldots, n, \text { and } r \in R .
$$

In addition, one can assume that $u=0$ is a trivial solution of PDEs (1.6) provided that $\mathscr{B}(0)=f(0)=g(0)=0$. For any mode $i \in S$, the parameter uncertainties considered here are norm-bounded and of the following forms:

$$
\begin{equation*}
\left(\Delta \mathfrak{C}_{i j}(t) \quad \Delta \mathscr{D}_{i j}(t)\right)=E_{i j} \mathfrak{F}(t)\left(H_{i j} \quad M_{i j}\right), \quad \forall i \in S \tag{2.1}
\end{equation*}
$$

Here $\mathfrak{F}(t)$ is an unknown matrix function satisfying $\left|\mathfrak{F}^{T}(t) \| \mathfrak{F}(t)\right| \leq I$, and $E_{i j}, G_{i j}, H_{i j}$ are known real constant matrices. Throughout this paper, for a matrix $C=\left(c_{i j}\right)_{n \times n}$, we denote the matrix $|C|=\left(\left|c_{i j}\right|\right)_{n \times n}$. In addition, we denote by $I$ the identity matrix with compatible dimension and denote $\|u\|_{2}^{2}=\int_{\Omega} u^{2}(t, x) d x$.

Definition 2.1 For any given scalar $p>1$, system (1.6) is said to be global stochastic exponential robust stability in the mean square if for every initial condition $\phi \in L_{\mathcal{F}_{0}}^{2}([-\tau, 0] \times$ $\left.\Omega ; R^{n}\right), r(0)=i_{0}$, there exist scalars $\beta>0$ and $\gamma>0$ such that for any solution $u\left(t, x ; \phi, i_{0}\right)$,

$$
\mathbb{E}\left(\left\|u\left(t, x ; \phi, i_{0}\right)\right\|_{2}^{2}\right) \leq \gamma e^{-\beta t}\left[\sup _{-\tau \leq \theta \leq 0} \mathbb{E}\left(\|\phi(\theta, x)\|_{2}^{2}\right)\right], \quad t \geq 0
$$

for all admissible uncertainties satisfying (2.1).

Note that Definition 2.1 actually provides the definition about the global stochastic exponential robust stability for the trivial solution $u=0$ of PDEs (1.6).

Lemma 2.1 ([4]) Let $\varepsilon>0$ be any given scalar, and let $\mathcal{M}$, $\mathfrak{E}$ and $\mathcal{K}$ be matrices with appropriate dimensions. If $\mathcal{K}^{T} \mathcal{K} \leq I$, then we have

$$
\mathcal{M K E E}+\mathfrak{E}^{T} \mathcal{K}^{T} \mathcal{M}^{T} \leq \varepsilon^{-1} \mathcal{M} \mathcal{M}^{T}+\varepsilon \mathfrak{E}^{T} \mathfrak{E} .
$$

Lemma 2.2 (Schur complement [5]) Given matrices $\mathcal{Q}(t), \mathcal{S}(t)$ and $\mathcal{R}(t)$ with appropriate dimensions, where $\mathcal{Q}(t)=\mathcal{Q}(t)^{T}, \mathcal{R}(t)=\mathcal{R}(t)^{T}$, then

$$
\left(\begin{array}{cc}
\mathcal{Q}(t) & \mathcal{S}(t) \\
\mathcal{S}^{T}(t) & \mathcal{R}(t)
\end{array}\right)>0
$$

if and only if

$$
\mathcal{R}(t)>0, \quad \mathcal{Q}(t)-\mathcal{S}(t) \mathcal{R}^{-1}(t) \mathcal{S}^{T}(t)>0 ;
$$

or

$$
\mathcal{Q}(t)>0, \quad \mathcal{R}(t)-\mathcal{S}^{T}(t) \mathcal{Q}^{-1}(t) \mathcal{S}^{T}(t)>0
$$

where $\mathcal{Q}(t), \mathcal{S}(t)$ and $\mathcal{R}(t)$ are dependent on $t$.

## 3 Main result

In this section, we assume that the time-varying delays $\tau_{i}(t)$ satisfy $0 \leq \tau_{i}(t) \leq \tau$ with $\dot{\tau}_{i}(t)+$ $\sum_{l \in S} \pi_{i l} \tau_{l}(t) \leq a_{0}<1$ for any mode $i \in S$.

Theorem 3.1 Let $p>1$. Assume that there exist a positive scalar $\alpha<1$ and a sequence of positive scalars $c_{j k}^{i l}$ and $d_{j k}^{i l}$ with $\left|c_{j k}^{i l}(t)\right| \leq c_{j k}^{i l}$ and $\left|d_{j k}^{i l}(t)\right| \leq d_{j k}^{i l}$ for all $i, k, t \geq 0$ such that

$$
\begin{equation*}
\max _{j}\left(\frac{\widetilde{b}_{j}-b_{j}}{b_{j}}\right)+\left(\max _{k}\left(\left|c_{j k}^{i l}\right| F_{k}^{(2)}\right)+\max _{k}\left(\left|d_{j k}^{i l}\right| G_{k}^{(2)}\right)\right) \sum_{j=1}^{n} \frac{r}{b_{j}} \leq \alpha<1 . \tag{3.1}
\end{equation*}
$$

If, in addition, there exist a positive scalar $\beta>0$ and positive definite diagonal matrices $P_{i}(i \in S), L_{1}, L_{2}$ and $Q$ such that the following LMI conditions hold:

$$
\left(\begin{array}{cc}
\Omega_{i 1} & \Omega_{i 2}  \tag{3.2}\\
* & \Omega_{i 3}
\end{array}\right)<0, \quad \forall i \in S,
$$

where $\mathcal{C}_{i l}(t)=\left(c_{j k}^{i l}(t)\right)_{n \times n}, \mathscr{D}_{i l}(t)=\left(d_{j k}^{i l}(t)\right)_{n \times n}$,

$$
\begin{aligned}
& \Omega_{i 1}=\left(\begin{array}{cccccc}
\mathcal{A}_{i 1} & 0 & \left(F_{1}+F_{2}\right) L_{1}+P_{i} \sum_{j=1}^{r}\left|\mathcal{C}_{i j}\right| & P_{i} \sum_{j=1}^{r}\left|\mathscr{D}_{i j}\right| \\
* & \mathcal{A}_{i 2} & & 0 & & \left(G_{1}+G_{2}\right) L_{2} \\
* & * & & -2 L_{1} & & 0 \\
* & * & & * & & \\
\Omega_{i 2}=\left(\begin{array}{llllllll}
\mathcal{M}_{1} & \mathfrak{E}_{1}^{T} & \mathcal{M}_{2} & \mathfrak{E}_{2}^{T} & \cdots & \cdots & \mathcal{M}_{r} & \mathfrak{E}_{r}^{T}
\end{array}\right),
\end{array}\right.
\end{aligned}
$$

$$
\begin{aligned}
& \Omega_{i 3}=\left(\begin{array}{cccccccc}
-I_{1} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
* & -I_{2} & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & -I_{3} & 0 & 0 & 0 & 0 & 0 \\
* & * & * & -I_{4} & 0 & 0 & 0 & 0 \\
* & * & * & * & \ddots & 0 & 0 & 0 \\
* & * & * & * & \cdots & * & -I_{2 r-1} & 0 \\
* & * & * & * & * & \cdots & * & -I_{2 r}
\end{array}\right), \\
& \mathcal{A}_{i 1}=-2 P_{i} \mathbb{B}+\sum_{l \in S} \pi_{i l} P_{l}+\beta P_{i}+Q-2 F_{1} L_{1} F_{2}, \\
& \mathcal{A}_{i 2}=-\left(1-a_{0}\right) e^{-\tau \beta} Q-2 G_{1} L_{2} G_{2}, \\
& I_{j}=I, \quad \forall j=1,2, \ldots, 2 r, \\
& \mathcal{M}_{j}=\left(\begin{array}{c}
P_{i}\left|E_{i j}\right| \\
0 \\
0 \\
0
\end{array}\right), \quad \mathfrak{E}_{j}=\left(\begin{array}{c}
0 \\
0 \\
\left|H_{i j}^{T}\right| \\
\left|M_{i j}^{T}\right|
\end{array}\right)^{T},
\end{aligned}
$$

then system (1.6) is global stochastic exponential robust stability in the mean square.

Proof The whole proof may be divided into two big steps.
Step 1. Firstly show the existence of solutions for system (1.6) though it owns a trivial solution obviously. We may consider the existence of a class of solutions that $u(t, x)=$ $u(t)$ for all $x \in \Omega$, and $\mathfrak{B}[u(t, x)]=0$ for all $(t, x) \in[-\tau,+\infty) \times \partial \Omega$. For any given initial condition $\phi(\theta)$, we show that there exists at least the above-mentioned solution for PDEs (1.6), satisfying the initial condition $u(\theta)=\phi(\theta)$ for all $\theta \in[-\tau, 0]$. So, in this section, we only need to consider the existence of solutions for the following system:

$$
\left\{\begin{array}{l}
\frac{d u(t)}{d t}=-\mathscr{B}(u(t))+\sum_{j=1}^{r} h_{j}(\omega(t))\left[\mathcal{C}_{i j}(t) f(u(t))+\mathscr{D}_{i j}(t) g\left(u\left(t-\tau_{i}(t)\right)\right)\right], \quad t \geq 0, i \in S, \\
u(\theta)=\phi(\theta), \quad-\tau \leq \theta \leq 0
\end{array}\right.
$$

or equivalently,

$$
\left\{\begin{align*}
\frac{d u_{j}(t)}{d t}= & -\mathcal{B}_{j}\left(u_{j}(t)\right)+\sum_{l=1}^{r} h_{l}(\omega(t))\left[\sum_{k=1}^{n} c_{j k}^{i l}(t) f_{k}\left(u_{k}(t)\right)\right.  \tag{3.3}\\
& \left.+\sum_{k=1}^{n} d_{j k}^{i l}(t) g_{k}\left(u_{k}\left(t-\tau_{i}(t)\right)\right)\right], \quad t \geq 0, i \in S, \forall j \\
u_{j}(\theta)= & \phi_{j}(\theta), \quad-\tau \leq \theta \leq 0, \forall j
\end{align*}\right.
$$

where $j=1,2, \ldots, n$.
To apply the fixed point theory, we need to define the complete metric space as follows.

Let $\Theta=\Theta_{1} \times \Theta_{2} \times \cdots \times \Theta_{n}$, and let $\Theta_{j}(j=1,2, \ldots, n)$ be the space consisting of functions $q_{j}(t):[-\tau, \infty) \rightarrow R$ satisfying
(a) $q_{j}(t)$ is continuous on $t \in[0, \infty)$;
(b) $q_{j}(\theta)=\phi_{j}(\theta),-\tau \leq \theta \leq 0$.

In fact, it is not difficult to verify that the above space $\Theta$ is a complete space provided that it is equipped with the following metric:

$$
\operatorname{dist}(\hat{q}, \breve{q})=\sum_{j=1}^{n}\left(\sup _{t \geq-\tau}\left|\hat{q}_{j}(t)-\breve{q}_{j}(t)\right|\right),
$$

where $\hat{q}=\hat{q}(t)=\left(\hat{q}_{1}(t), \hat{q}_{2}(t), \ldots, \hat{q}_{n}(t)\right)^{T} \in \Theta$ and $\breve{q}=\breve{q}(t)=\left(\breve{q}_{1}(t), \breve{q}_{2}(t), \ldots, \breve{q}_{n}(t)\right)^{T} \in \Theta$.
Define the operator $\Phi$ acting on $\Theta$ for $u(t)=\left(u_{1}(t), \ldots, u_{j}(t), \ldots, u_{n}(t)\right)^{T} \in \Theta$ such that $\Phi(u)(t)=\left(\Phi\left(u_{1}\right)(t), \ldots, \Phi\left(u_{j}\right)(t), \ldots, \Phi\left(u_{n}\right)(t)\right)$, where $\Phi\left(u_{j}\right)(t):[-\tau, \infty) \rightarrow R$ satisfies

$$
\begin{aligned}
\Phi\left(u_{j}\right)(t)= & e^{-b_{j} t} \phi_{j}(0)+e^{-b_{j} t} \int_{0}^{t} e^{b_{j} s}\left[-\left(\mathcal{B}_{j}\left(u_{j}(s)\right)-b_{j} u_{j}(s)\right)\right. \\
& \left.+\sum_{l=1}^{r} h_{l}(\omega(s))\left(\sum_{k=1}^{n} c_{j k}^{i l}(s) f_{k}\left(u_{k}(s)\right)+\sum_{k=1}^{n} d_{j k}^{i l}(s) g_{k}\left(u_{k}\left(s-\tau_{i}(s)\right)\right)\right)\right] d s,
\end{aligned}
$$

$$
\begin{equation*}
t \geq 0, i \in S \tag{3.4}
\end{equation*}
$$

and $\Phi\left(u_{j}\right)(\theta)=\phi_{j}(\theta),-\tau \leq \theta \leq 0$ for each $j=1,2, \ldots, n$.
In view of the fact that $\Phi\left(u_{j}\right)(0)=\phi_{j}(0)$ for each $j$, it is not difficult to verify that the fixed point of $\Phi$ is the solution of system (3.3), and the solution of (3.3) is the fixed point of $\Phi$. So we only need to prove that $\Phi$ has the corresponding fixed point on $\Theta$ for any given initial condition $\phi(\theta)$.

Next, we claim that $\Phi\left(\Theta_{j}\right) \subset \Theta_{j}$ for each $j=1,2, \ldots, n$.
Indeed, for any given $u_{j}(t) \in \Theta_{j}$, it follows from (3.4) and the assumptions on $f_{j}, g_{j}$ that $\Phi\left(u_{j}\right)(t)$ is continuous on $t \in[0, \infty)$, and hence condition (a) is satisfied. In addition, $\Phi\left(u_{j}\right)(\theta)=\phi_{j}(\theta),-\tau \leq \theta \leq 0$, and then condition (b) holds. Thereby, $\Phi\left(\Theta_{j}\right) \subset \Theta_{j}$ for all $j$.
Finally, we claim that $\Phi$ is a contraction mapping on $\Theta$.
Indeed, for $u(t)=\left(u_{1}(t), \ldots, u_{j}(t), \ldots, u_{n}(t)\right)^{T} \in \Theta, v(t)=\left(v_{1}(t), \ldots, v_{j}(t), \ldots, v_{n}(t)\right)^{T} \in \Theta$, we have

$$
\left|\Phi\left(u_{j}\right)(t)-\Phi\left(v_{j}\right)(t)\right| \leq J_{j 1}+J_{j 2}+J_{j 3}
$$

where

$$
\begin{aligned}
& J_{j 1}=e^{-b_{j} t} \int_{0}^{t} e^{b_{j} s}\left[\left|\left(\mathcal{B}_{j}\left(u_{j}(s)\right)-b_{j} u_{j}(s)\right)-\left(\mathcal{B}_{j}\left(v_{j}(s)\right)-b_{j} v_{j}(s)\right)\right|\right] d s, \\
& J_{j 2}=e^{-b_{j} t} \int_{0}^{t} e^{b_{j} s} \sum_{l=1}^{r}\left|h_{l}(\omega(s))\right|\left(\sum_{k=1}^{n}\left|c_{j k}^{i l}(s)\right|\left|f_{k}\left(u_{k}(s)\right)-f_{k}\left(v_{k}(s)\right)\right|\right) d s, \\
& J_{j 3}=e^{-b_{j} t} \int_{0}^{t} e^{b_{j} s} \sum_{l=1}^{r}\left|h_{l}(\omega(s))\right|\left(\sum_{k=1}^{n}\left|d_{j k}^{i l}(s)\right|\left|g_{k}\left(u_{k}\left(s-\tau_{i}(s)\right)\right)-g_{k}\left(v_{k}\left(s-\tau_{i}(s)\right)\right)\right|\right) d s .
\end{aligned}
$$

We can get, by the differential mean value theorem,

$$
J_{j 1} \leq\left(\widetilde{b}_{j}-b_{j}\right) \sup _{t \geq 0}\left|u_{j}(t)-v_{j}(t)\right| e^{-b_{j} t} \int_{0}^{t} e^{b_{j} s} d s \leq \frac{\widetilde{b}_{j}-b_{j}}{b_{j}} \sup _{t \geq-\tau}\left|u_{j}(t)-v_{j}(t)\right|,
$$

and obtain, by the assumptions on $f, g$,

$$
J_{j 2} \leq \frac{r}{b_{j}} \sum_{k=1}^{n}\left|c_{j k}^{i l}\right| F_{k}^{(2)} \sup _{t \geq-\tau}\left|u_{k}(t)-v_{k}(t)\right| \leq \frac{r}{b_{j}} \max _{k}\left(\left|c_{j k}^{i l}\right| F_{k}^{(2)}\right) \operatorname{dist}(u, v)
$$

and

$$
\begin{aligned}
J_{j 3} & \leq r \sum_{k=1}^{n}\left|d_{j k}^{i l}\right| G_{k}^{(2)} \sup _{t \geq 0}\left|u_{k}\left(t-\tau_{i}(t)\right)-v_{k}\left(t-\tau_{i}(t)\right)\right| e^{-b_{j} t} \int_{0}^{t} e^{b_{j} s} d s \\
& \leq \frac{r}{b_{j}} \max _{k}\left(\left|d_{j k}^{i l}\right| G_{k}^{(2)}\right) \operatorname{dist}(u, v) .
\end{aligned}
$$

Then we have

$$
\begin{aligned}
\sup _{t \geq-\tau}\left|\Phi\left(u_{j}\right)(t)-\Phi\left(v_{j}\right)(t)\right| \leq & \frac{\widetilde{b}_{j}-b_{j}}{b_{j}} \sup _{t \geq-\tau}\left|u_{j}(t)-v_{j}(t)\right|+\frac{r}{b_{j}} \max _{k}\left(\left|c_{j k}^{i l}\right| F_{k}^{(2)}\right) \operatorname{dist}(u, v) \\
& +\frac{r}{b_{j}} \max _{k}\left(\left|d_{j k}^{i l}\right| G_{k}^{(2)}\right) \operatorname{dist}(u, v) .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& \operatorname{dist}(\Phi(u), \Phi(v)) \\
& \quad= \sum_{j=1}^{n} \sup _{t \geq-\tau}\left|\Phi\left(u_{j}\right)(t)-\Phi\left(v_{j}\right)(t)\right| \\
& \quad \leq\left[\max _{j}\left(\frac{\widetilde{b}_{j}-b_{j}}{b_{j}}\right)+\left(\max _{k}\left(\left|c_{j k}^{i l}\right| F_{k}^{(2)}\right)+\max _{k}\left(\left|d_{j k}^{i l}\right| G_{k}^{(2)}\right)\right) \sum_{j=1}^{n} \frac{r}{b_{j}}\right] \operatorname{dist}(u, v) \\
& \quad \leq \alpha \operatorname{dist}(u, v),
\end{aligned}
$$

which implies that $\Phi$ is a contraction mapping on $\Theta$. And then the contraction mapping theory yields that $\Phi$ has the fixed point $u(t)$ on $\Theta$, which means $u(t)$ is the solution to system (3.3) for a given initial condition $\phi(\theta)$.

Remark 3.1 If the number of the IF-THEN rules $r=1$, then (1.6) is just (1.1). Hence, we have also shown the existence of solutions for (1.1).

Remark 3.2 From the arbitrariness of initial condition $\phi(\theta)$, we know that system (1.6) may in all probability own infinitely many solutions under zero-boundary condition (1.1b). Below, we shall show that all the above-mentioned solutions converge to the trivial solution $u=0$ as $t \rightarrow \infty$ for an arbitrary initial condition $\phi(\theta)$. In fact, we shall prove that the trivial solution of PDEs (1.6) is globally exponentially stable. However, in much previous related literature (e.g., [3]), the existence of solutions for PDEs is not discussed. Naturally, people want to ask whether the system owns the other solutions besides the trivial solution. Now we provide a sufficient condition for the existence. Compared with [3], it is a major advance. In addition, we provide the first method, by which we can also give similar sufficient conditions for the existence of the PDEs in the previous related literature, including [3].

Step 2. We prove that system (1.6) is global stochastic exponential robust stability in the mean square.
Consider the Lyapunov-Krasovskii functional:

$$
V(t, i)=V_{1 i}+V_{2 i}, \quad \forall i \in S
$$

where

$$
\begin{aligned}
& V_{1 i}=e^{\beta t} \int_{\Omega} u^{T}(t, x) P_{i} u(t, x) d x \\
& V_{2 i}=e^{\beta t} \int_{\Omega} \int_{-\tau_{i}(t)}^{0} e^{\beta \theta} u^{T}(t+\theta, x) Q u(t+\theta, x) d \theta d x
\end{aligned}
$$

$\mathcal{L}$ is the weak infinitesimal operator such that $\mathcal{L} V(t, u(t, x), i)=\mathcal{L} V_{1 i}+\mathcal{L} V_{2 i}$ for any given $i \in S$. Then we have

$$
\begin{aligned}
\mathcal{L} V_{1 i}= & e^{\beta t}\left\{2 \int_{\Omega} u^{T} P_{i}\left(\nabla \cdot\left(\mathcal{D}(t, x, u) \circ \nabla_{p} u\right)\right) d x-2 \int_{\Omega} u^{T} P_{i} \mathcal{B}(u(t, x)) d x\right. \\
& +2 \int_{\Omega} \sum_{j=1}^{r} h_{j}(\omega(t))\left[u^{T} P_{i} \mathcal{C}_{i j}(t) f(u)+u^{T} P_{i} \mathcal{D}_{i j}(t) g\left(u\left(t-\tau_{i}(t), x\right)\right)\right] d x \\
& \left.+\int_{\Omega} u^{T}\left(\sum_{l \in S} \pi_{i l} P_{l}\right) u d x\right\}+\beta e^{\beta t} \int_{\Omega} u^{T} P_{i} u d x,
\end{aligned}
$$

where $u=u(t, x)$ is a solution for PDEs (1.6).

$$
\begin{aligned}
\mathcal{L} V_{2 i}= & e^{\beta t} \int_{\Omega} u^{T} Q u d x \\
& -\left(1-\dot{\tau}_{i}(t)-\sum_{l \in S} \pi_{i l} \tau_{l}(t)\right) e^{\beta\left(t-\tau_{i}(t)\right)} \int_{\Omega} u^{T}\left(t-\tau_{i}(t), x\right) Q u\left(t-\tau_{i}(t), x\right) d x \\
\leq & e^{\beta t}\left[\int_{\Omega} u^{T} Q u d x-\left(1-a_{0}\right) e^{-\tau \beta} \int_{\Omega} u^{T}\left(t-\tau_{i}(t), x\right) Q u\left(t-\tau_{i}(t), x\right) d x\right] \\
= & e^{\beta t}\left[\int_{\Omega}\left|u^{T}\right| Q|u| d x-\left(1-a_{0}\right) e^{-\tau \beta} \int_{\Omega}\left|u^{T}\left(t-\tau_{i}(t), x\right)\right| Q\left|u\left(t-\tau_{i}(t), x\right)\right| d x\right] .
\end{aligned}
$$

It follows immediately by [3, Lemma 6] that

$$
2 \int_{\Omega} u^{T} P_{i}\left(\nabla \cdot\left(\mathcal{D}(t, x, u) \circ \nabla_{p} u\right)\right) d x \leq 0 .
$$

Condition (H1) derives that

$$
\begin{equation*}
\int_{\Omega} u^{T} P_{i} \mathcal{B}(u(t, x)) d x \geq \int_{\Omega} u^{T} P_{i} \mathbb{B} u d x=\int_{\Omega}\left|u^{T}\right| P_{i} \mathbb{B}|u| d x . \tag{3.5}
\end{equation*}
$$

From (H2), we have

$$
\begin{equation*}
2\left|f^{T}(u)\right| L_{1}|f(u)|-2\left|u^{T}\right|\left(F_{1}+F_{2}\right) L_{1}|f(u)|+2\left|u^{T}\right| F_{1} L_{1} F_{2}|u| \leq 0, \tag{3.6}
\end{equation*}
$$

$$
\begin{align*}
& 2\left|g^{T}\left(u\left(t-\tau_{i}(t), x\right)\right)\right| L_{2}\left|g\left(u\left(t-\tau_{i}(t), x\right)\right)\right|+2\left|u^{T}\left(t-\tau_{i}(t), x\right)\right| G_{1} L_{2} G_{2}\left|u\left(t-\tau_{i}(t), x\right)\right| \\
& \quad \leq 2\left|u^{T}\left(t-\tau_{i}(t), x\right)\right|\left(G_{1}+G_{2}\right) L_{2}\left|g\left(u\left(t-\tau_{i}(t), x\right)\right)\right| . \tag{3.7}
\end{align*}
$$

Combining the above analysis results in

$$
\begin{equation*}
\mathcal{L} V(t, v(t, x), i) \leq e^{\beta t} \int_{\Omega} \zeta^{T}(t, x) \mathfrak{A}_{i} \zeta(t, x) d x, \tag{3.8}
\end{equation*}
$$

where

$$
\mathfrak{A}_{i}=\left(\begin{array}{cccc}
\mathcal{A}_{i 1} & 0 & \left(F_{1}+F_{2}\right) L_{1}+P_{i} \sum_{j=1}^{r} h_{j}(\omega(t)) \mathcal{C}_{i j}(t) & P_{i} \sum_{j=1}^{r} h_{j}(\omega(t)) \mathscr{D}_{i j}(t) \\
* & \mathcal{A}_{i 2} & 0 & \left(G_{1}+G_{2}\right) L_{2} \\
* & * & -2 L_{1} & 0 \\
* & * & * & -2 L_{2}
\end{array}\right)
$$

and $\zeta(t, x)=\left(\left|u^{T}(t, x)\right|,\left|u^{T}(t-\tau(t), x)\right|,\left|f^{T}(u(t, x))\right|,\left|g^{T}\left(u\left(t-\tau_{i}(t), x\right)\right)\right|\right)^{T}$.
In addition, we have

$$
\begin{align*}
& 2 \int_{\Omega} u^{T} P_{i} \sum_{j=1}^{r} h_{j}(\omega(t)) \mathcal{C}_{i j}(t) f(u(t, x)) d x \\
& \quad \leq 2 \int_{\Omega}\left[\left|u^{T}\right| P_{i} \sum_{j=1}^{r}\left(\left|\mathcal{C}_{i j}\right|+\left|\Delta \mathcal{C}_{i j}\right|\right)|f(u(t, x))|\right] d x \\
& \quad \leq 2 \int_{\Omega}\left[\left|u^{T}\right| P_{i} \sum_{j=1}^{r}\left(\left|\mathcal{C}_{i j}\right|+\left|E_{i j}\right||\mathfrak{F}(t)|\left|H_{i j}\right|\right)|f(u(t, x))|\right] d x . \tag{3.9}
\end{align*}
$$

Similarly,

$$
\begin{align*}
& 2 \int_{\Omega} u^{T} P_{i} \sum_{j=1}^{r} h_{j}(\omega(t)) \mathscr{D}_{i j}(t) g\left(u\left(t-\tau_{i}(t), x\right)\right) d x \\
& \quad \leq 2 \int_{\Omega}\left[\left|u^{T}\right| P_{i} \sum_{j=1}^{r}\left(\left|\mathscr{D}_{i j}\right|+\left|E_{i j}\right||\mathfrak{F}(t)|\left|M_{i j}\right|\right)\left|g\left(u\left(t-\tau_{i}(t), x\right)\right)\right|\right] d x . \tag{3.10}
\end{align*}
$$

Further, we can apply the Schur complement to (3.2) and derive $\mathfrak{A}_{i}<0$. Hence, $\mathcal{L} V(t, i) \leq 0$. Define

$$
\mathcal{V}(t, i)=\int_{\Omega} u^{T}(t, x) P_{i} u(t, x) d x+\int_{\Omega} \int_{-\tau_{i}(t)}^{0} e^{\beta \theta} u^{T}(t+\theta, x) Q u(t+\theta, x) d \theta d x
$$

Then we get $V(t, i)=e^{\beta t} \mathcal{V}(t, i)$, satisfying $\mathcal{L}\left(e^{\beta t} \mathcal{V}(t, i)\right)=\mathcal{L} V(t, i) \leq 0$.
Further, by applying the Dynkin formula, we can derive that for any $i \in S$,

$$
\begin{equation*}
e^{\beta t} \mathbb{E} \mathcal{V}(t)-\mathbb{E} \mathcal{V}(0)=\mathbb{E} \int_{0}^{t} \mathcal{L}\left(e^{\beta s} \mathcal{V}(s)\right) d s \leq 0 \quad \text { for all } t \geq 0 \tag{3.11}
\end{equation*}
$$

Now, for any $\phi(\theta, x) \in L_{\mathcal{F}_{0}}^{2}\left([-\tau, 0] \times \Omega ; R^{n}\right)$ and any system mode $i \in S$, the solution $u\left(t, x, \phi, i_{0}\right)$ of system (1.6) with the initial value $\phi$ satisfies

$$
\begin{align*}
& \min _{i \in S}\left\{\underline{\alpha}_{i}\right\} e^{\beta t} \mathbb{E}\left(\left\|u\left(t, x, \phi, i_{0}\right)\right\|_{2}^{2}\right) \\
& \quad \leq \underline{\alpha}_{i} e^{\beta t} \mathbb{E}\left(\left\|u\left(t, x, \phi, i_{0}\right)\right\|_{2}^{2}\right) \\
& \quad \leq e^{\beta t} \mathbb{E} \mathcal{V}(t, u(t, x), i) \leq \mathbb{E} \mathcal{V}(0, u(0, x), i) \\
& \quad \leq \mathbb{E}\left(\bar{\alpha}_{i}\|\phi(0)\|_{2}^{2}\right)+\mathbb{E}\left(\int_{-\tau}^{0} \int_{\Omega} e^{\beta \theta}\left[\phi^{T}(\theta, x) Q \phi(\theta, x)\right] d x d \theta\right) \\
& \quad \leq\left(\max _{i \in S}\left\{\bar{\alpha}_{i}\right\}+\lambda_{\max } Q\right) \sup _{-\tau \leq \theta \leq 0} \mathbb{E}\left(\|\phi(\theta)\|_{2}^{2}\right), \quad t \geq 0, \tag{3.12}
\end{align*}
$$

or

$$
\begin{equation*}
\mathbb{E}\left(\left\|v\left(t, x ; \phi, i_{0}\right)\right\|_{2}^{2}\right) \leq \gamma e^{-\beta t} \sup _{-\tau \leq \theta \leq 0} \mathbb{E}\left(\|\phi(\theta, x)\|_{2}^{2}\right), \quad t \geq 0 \tag{3.13}
\end{equation*}
$$

where positive scalars $\underline{\alpha}_{i}, \bar{\alpha}_{i}$ satisfy $\underline{\alpha}_{i} I \leq P_{i}$ and $\bar{\alpha} I \geq P_{i}$ for any mode $i \in S$, scalars $\gamma=$ $\frac{1}{\min _{i \in S}\left\{\underline{\alpha}_{i}\right\}}\left(\max _{i \in S}\left\{\bar{\alpha}_{i}\right\}+\lambda_{\max } Q\right)>0, \beta>0$. Therefore, we can see by (3.13) and Definition 2.1 that system (1.6) is global stochastic exponential robust stability in the mean square.

Remark 3.3 It is the first time to obtain the robust exponential stability criterion for TS fuzzy PDEs (1.6). Theorem 3.1 admits more effectiveness and less conservatism due to the large allowable variation range of time-delay, which will be illustrated by a numerical example (below).

Remark 3.4 System (1.6) encompasses a wide range of physics and engineering backgrounds so that we can apply our Theorem 3.1 to the case of Cohen-Grossberg neural networks. We consider the following T-S fuzzy Markovian jumping CGNNs with $p$-Laplace diffusion:

$$
\begin{align*}
\frac{\partial u}{\partial t}= & \nabla \cdot\left(\mathcal{D}(t, x, u) \circ \nabla_{p} u\right) \\
& -A(u)\left\{\mathcal{B}(u)-\sum_{j=1}^{r} h_{j}(\omega(t))\left[\mathcal{C}_{i j}(t) f(u)+\mathscr{D}_{i j}(t) g\left(u\left(t-\tau_{i}(t), x\right)\right)\right]\right\} \tag{3.14}
\end{align*}
$$

where $A(u)=\operatorname{diag}\left(a_{1}\left(u_{1}(t, x)\right), a_{2}\left(u_{2}(t, x)\right), \ldots, a_{n}\left(u_{n}(t, x)\right)\right)$, satisfying

$$
0<\underline{a}_{j} \leq a_{j}(r) \leq \bar{a}_{j}, \quad j=1,2, \ldots, n .
$$

Denote $\underline{A}=\operatorname{diag}\left(\underline{a}_{1}, \underline{a}_{2}, \ldots, \underline{a}_{n}\right)$ and $\bar{A}=\operatorname{diag}\left(\bar{a}_{1}, \bar{a}_{2}, \ldots, \bar{a}_{n}\right)$.

Corollary 3.2 Assume $p>1$. CGNNs (3.14) is global exponential robust stability in the mean square if there exist a positive scalar $\beta>0$ and positive definite diagonal matrices $P_{i}$ $(i \in S), L_{1}, L_{2}$ and $Q$ such that the following LMI conditions hold:

$$
\left(\begin{array}{cc}
\widetilde{\Omega}_{i 1} & \widetilde{\Omega}_{i 2} \\
* & \Omega_{i 3}
\end{array}\right)<0, \quad \forall i \in S,
$$

where

$$
\begin{aligned}
& \widetilde{\Omega}_{i 1}=\left(\begin{array}{cccc}
\tilde{\mathcal{A}}_{i 1} & 0 & \left(F_{1}+F_{2}\right) L_{1}+P_{i} \bar{A} \sum_{j=1}^{r}\left|\mathcal{C}_{i j}\right| & P_{i} \bar{A} \sum_{j=1}^{r}\left|\mathcal{D}_{i j}\right| \\
* & \mathcal{A}_{i 2} & 0 & \left(G_{1}+G_{2}\right) L_{2} \\
* & * & -2 L_{1} & 0 \\
* & * & * & -2 L_{2}
\end{array}\right), \\
& \widetilde{\Omega}_{i 2}=\left(\begin{array}{llllllll}
\widetilde{\mathcal{M}}_{1} & \mathfrak{E}_{1}^{T} & \widetilde{\mathcal{M}}_{2} & \mathfrak{E}_{2}^{T} & \ldots & \ldots & \widetilde{\mathcal{M}}_{r} & \mathfrak{E}_{r}^{T}
\end{array}\right), \\
& \widetilde{\mathcal{M}}_{j}=\left(\begin{array}{c}
P_{i} \bar{A}\left|E_{i j}\right| \\
0 \\
0 \\
0
\end{array}\right), \quad \mathfrak{E}_{j}=\left(\begin{array}{c}
0 \\
0 \\
\left|H_{i j}^{T}\right| \\
\left|M_{i j}^{T}\right|
\end{array}\right)^{T}, \\
& \tilde{\mathcal{A}}_{i 1}=-2 P_{i} \underline{A B}+\sum_{l \in S} \pi_{i l} P_{l}+\beta P_{i}+Q-2 F_{1} L_{1} F_{2} .
\end{aligned}
$$

## 4 A numerical example

Example 4.1 Consider the T-S fuzzy $p$-Laplace PDEs with Markovian jumping parameters as follows.

Fuzzy rule 1:
IF $\omega_{1}(t)$ is $\mu_{11}$ and $\ldots \omega_{s}(t)$ is $\mu_{1 s}$, THEN

$$
\begin{align*}
\frac{\partial u}{\partial t}= & \nabla \cdot\left(\mathcal{D}(t, x, u) \circ \nabla_{p} u\right)-\mathcal{B}(u)+\mathcal{C}_{i 1}(t) f(u) \\
& +\mathscr{D}_{i 1}(t) g\left(u\left(t-\tau_{i}(t), x\right)\right), \quad i \in S \tag{4.1}
\end{align*}
$$

Fuzzy rule 2:
IF $\omega_{2}(t)$ is $\mu_{21}$ and $\ldots \omega_{s}(t)$ is $\mu_{2 s}$, THEN

$$
\begin{align*}
\frac{\partial u}{\partial t}= & \nabla \cdot\left(\mathcal{D}(t, x, u) \circ \nabla_{p} u\right)-\mathcal{B}(u)+\mathcal{C}_{i 2}(t) f(u) \\
& +\mathscr{D}_{i 2}(t) g\left(u\left(t-\tau_{i}(t), x\right)\right), \quad i \in S, \tag{4.2}
\end{align*}
$$

where $\Omega=\left\{\left(x_{1}, x_{2}\right)^{T} \in R^{2}:\left|x_{k}\right|<\sqrt{2}, k=1,2\right\}, x=\left(x_{1}, x_{2}\right)^{T} \in \Omega, u=\left(u_{1}^{T}(t, x), u_{2}^{T}(t, x)\right)^{T} \in$ $R^{2}$, and we select the Neumann boundary condition. Let $S=\{1,2\}$ and $\pi_{11}=-0.8, \pi_{12}=0.8$; $\pi_{21}=0.5, \pi_{22}=-0.5$.

$$
\begin{aligned}
& \mathcal{C}_{11}=\left(\begin{array}{cc}
0.2 & 0.01 \\
0.01 & 0.1
\end{array}\right), \quad \mathcal{C}_{12}=\left(\begin{array}{cc}
0.1 & 0.01 \\
0.01 & 0.2
\end{array}\right), \quad \mathcal{C}_{21}=\left(\begin{array}{cc}
0.3 & 0.01 \\
0.01 & 0.1
\end{array}\right), \\
& \mathcal{C}_{22}=\left(\begin{array}{cc}
0.1 & 0.01 \\
0.01 & 0.3
\end{array}\right), \quad \mathscr{D}_{11}=\left(\begin{array}{cc}
0.2 & -0.02 \\
-0.02 & 0.1
\end{array}\right), \quad \mathscr{D}_{12}=\left(\begin{array}{cc}
0.1 & -0.02 \\
-0.02 & 0.2
\end{array}\right), \\
& \mathscr{D}_{21}=\left(\begin{array}{cc}
0.3 & -0.02 \\
-0.02 & 0.1
\end{array}\right), \quad \mathcal{D}_{22}=\left(\begin{array}{cc}
0.1 & -0.02 \\
-0.02 & 0.3
\end{array}\right), \\
& E_{11}=E_{12}=E_{21}=E_{22}=\left(\begin{array}{cc}
0.01 & 0.001 \\
0.001 & 0.02
\end{array}\right) ;
\end{aligned}
$$

$$
\begin{aligned}
& H_{11}=H_{12}=H_{21}=H_{22}=\left(\begin{array}{cc}
0.02 & 0.001 \\
0.001 & 0.01
\end{array}\right)=M_{11}=M_{12}=M_{21}=M_{22} ; \\
& \mathbb{B}=\left(\begin{array}{cc}
1.4 & 0 \\
0 & 1.5
\end{array}\right), \quad F_{2}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)=G_{2}, \quad F_{1}=\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right)=G_{1} .
\end{aligned}
$$

Let $\beta=0.001$ and $\tau(t) \equiv \tau=126.8$. According to Theorem 3.1, we can solve LMI conditions (3.2) by using Matlab LMI Toolbox and obtain $t \min =-0.0017<0$, which implies feasible (see [3, Remark 29(3)] for detail). Further, the corresponding matrices are extracted as follows:

$$
\begin{array}{ll}
P_{1}=\left(\begin{array}{cc}
14.8733 & 0 \\
0 & 14.7277
\end{array}\right), \quad P_{2}=\left(\begin{array}{cc}
12.8235 & 0 \\
0 & 12.7377
\end{array}\right), \\
Q=\left(\begin{array}{cc}
5.4959 & 0 \\
0 & 6.3540
\end{array}\right), \quad L_{1}=\left(\begin{array}{cc}
5.0231 & 0 \\
0 & 5.4188
\end{array}\right), \\
L_{2}=\left(\begin{array}{cc}
4.8404 & 0 \\
0 & 5.5999
\end{array}\right) .
\end{array}
$$

Hence, we conclude from Theorem 3.1 that PDEs (4.1)-(4.2) is global exponential robust stability in the mean square.

Remark 4.1 Example 4.1 illustrates the effectiveness and less conservatism due to the allowable upper bound of time-delay $(\tau=126.8)$.

## 5 Conclusions and further studies

The stability of the nonlinear $p$-Laplace $(p>1)$ Markovian jumping dynamic PDEs was first studied in [17]. Since then, there have been a lot of related literature [1-3, 16-18] involving the stability analysis of the nonlinear $p$-Laplace ( $p>1$ ) dynamic PDEs under various complicated and practical factors, such as impulse, parameter uncertainties and so on. However, in all the previous related literature, the existence of solutions of those PDEs was neglected. Naturally, people want to know whether there are other solutions besides the trivial solution. If there exists only the trivial solution as the unique solution for the PDEs, all those stability criteria about the trivial solution would become meaningless though these PDEs of all the previous related literature can actually own infinitely many solutions only if the similar sufficient conditions are also given. So, in this paper, we present a sufficient condition for the existence of PDEs (1.6) in our Theorem 3.1 by way of the contraction mapping theory. Moreover, we have provided the methods, by which the existence of solutions for those PDEs in the above related literature can similarly be proved. The works of all the above related literature become more meaningful owing to the contribution of this paper (see Remark 3.2). So the further study is no longer the existence of solutions for dynamic PDEs with the nonlinear $p$-Laplace.
Note that almost all the above related literature did not point out the role that the nonlinear $p$-Laplace items play, except [17]. In fact, when $p=2,2$-Laplace is the linear Laplace, and there are many papers (see, e.g., $[9,10,19-21]$ ) in which the Laplace diffusion item plays its role in their stability criteria for the linear Laplace PDEs can be considered in the special Hilbert space $H^{1}(\Omega)$ that can be orthogonally decomposed into the direct sum
of infinitely many eigenfunction spaces. However, the nonlinear $p$-Laplace ( $p>1, p \neq 2$ ) brings great difficulties, for the nonlinear $p$-Laplace PDEs should be considered in the frame of Sobolev space $W^{1, p}(\Omega)$ that is only a reflexive Banach space. Indeed, owing to the great difficulties, the authors only provide in [17] the stability criterion in which the nonlinear $p$-Laplace items play roles in the case of $1<p<2$. So a further profound study is very interesting, which may call for some new mathematical methods, and even new mathematical theories. Under the Dirichlet or Neumann boundary condition, the problem of the role of the nonlinear $p$-Laplace $(p>2$ or $p>1)$ item in the stability criteria for PDEs still remains open and challenging.
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