# On the prescribed variable exponent mean curvature impulsive system boundary value problems 

Li Yin ${ }^{1}$, Xiaopin Liu ${ }^{2}$, Jingjing Liu ${ }^{2}$ and Qihu Zhang ${ }^{2 *}$
Dedicated to Professor Xianling Fan on his 70 birthday.

## "Correspondence

zhangqihu@yahoo.com
${ }^{2}$ College of Mathematics and Information Science, Zhengzhou University of Light Industry, Zhengzhou, Henan 450002, China Full list of author information is available at the end of the article

Abstract
This paper investigates the existence of solutions for prescribed variable exponent mean curvature impulsive system, with periodic-like, Dirichlet, and Neumann boundary value conditions, respectively. The proof of our main result is based upon the Leray-Schauder degree. The sufficient conditions for the existence of solutions are given.
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## 1 Introduction

In this paper, we consider the existence of solutions for the prescribed variable exponent mean curvature system

$$
\begin{equation*}
-\left(\varphi\left(t, u^{\prime}\right)\right)^{\prime}+f\left(t, u, u^{\prime}\right)=0, \quad t \in(0, T), t \neq t_{i} \tag{1}
\end{equation*}
$$

where $u:[0, T] \rightarrow \mathbb{R}^{N}$, with the following impulsive conditions:

$$
\begin{align*}
& \lim _{t \rightarrow t_{i}^{+}} u(t)-\lim _{t \rightarrow t_{i}^{-}} u(t)=A_{i}\left(\lim _{t \rightarrow t_{i}^{-}} u(t), \lim _{t \rightarrow t_{i}^{-}} u^{\prime}(t)\right), \quad i=1, \ldots, k  \tag{2}\\
& \lim _{t \rightarrow t_{i}^{+}} \varphi\left(t, u^{\prime}(t)\right)-\lim _{t \rightarrow t_{i}^{-}} \varphi\left(t, u^{\prime}(t)\right)=B_{i}\left(\lim _{t \rightarrow t_{i}^{-}} u(t), \lim _{t \rightarrow t_{i}^{-}} u^{\prime}(t)\right), \quad i=1, \ldots, k, \tag{3}
\end{align*}
$$

and one of the following boundary value conditions:

$$
\begin{align*}
& u(0)=u(T), \quad \text { and } \quad \varphi\left(0, u^{\prime}(0)\right)=\varphi\left(T, u^{\prime}(T)\right),  \tag{4}\\
& u(0)=u(T)=0,  \tag{5}\\
& u^{\prime}(0)=u^{\prime}(T)=0, \tag{6}
\end{align*}
$$

where

$$
\varphi(t, x)=\frac{|x|^{p(t)-1} x}{\left(1+|x|^{q(t) p(t)}\right)^{\frac{1}{q(t)}}}, \quad \forall t \in[0, T], x \in \mathbb{R}^{N},
$$

$p, q \in C\left([0, T], \mathbb{R}^{+}\right)$are absolutely continuous; and $p, q$ satisfy $p(t) \geq 1, q(t) \geq 1 .-\left(\varphi\left(t, u^{\prime}\right)\right)^{\prime}$ is called the variable exponent mean curvature operator; $0<t_{1}<t_{2}<\cdots<t_{k}<T ; A_{i}, B_{i} \in$ $C\left(\mathbb{R}^{N} \times \mathbb{R}^{N}, \mathbb{R}^{N}\right)$.
If $p(0)=p(T)$ and $q(0)=q(T)$, then $\varphi\left(0, u^{\prime}(0)\right)=\varphi\left(T, u^{\prime}(T)\right)$ implies $u^{\prime}(0)=u^{\prime}(T)$, and (4) is the periodic boundary value condition. Thus we call (4) the periodic-like boundary value condition.

The system (1)-(3) is called a prescribed variable exponent mean curvature impulsive system. It has three characteristics, i.e. impulsive, mean curvature and variable exponent. Let us simply introduce the three characteristics.

The theory of impulsive differential equations describes processes which experience a sudden change of their state at certain moments, such as mechanical systems with impact, biological systems such as heart beats, blood flows, population dynamics, theoretical physics, radiophysics, pharmacokinetics, mathematical economy, chemical technology, electric technology, metallurgy, ecology, industrial robotics, biotechnology processes, chemistry, engineering, control theory, medicine, and so on. There are many results on the Laplacian impulsive differential equations boundary value problems (see [1-13]). The results as regards $p$-Laplacian impulsive differential equations boundary value problems are more difficult due to the nonlinearity of $p$-Laplacian (see [14-18]). Because of the impulsive conditions and the non-continuity of solutions, this paper has more difficulties than [19]. In many papers about the usual Laplacian impulsive problems, the authors use the impulsive condition $\lim _{t \rightarrow t_{i}^{+}} u^{\prime}(t)-\lim _{t \rightarrow t_{i}^{-}} u^{\prime}(t)=B_{i}\left(\lim _{t \rightarrow t_{i}^{-}} u(t), \lim _{t \rightarrow t_{i}^{-}} u^{\prime}(t)\right)$, but we think that the condition (3) is better in this paper. Therefore, we should consider what kind of impulsive condition is suitable for prescribed variable exponent mean curvature problems, it is a difference between this paper with the usual Laplacian impulsive problems.
Simultaneously, system (1) is a kind of mean curvature system. This kind of problems has attracted more and more attentions recently (see [20-28]). In [19], the authors generalized the usual mean curvature systems to variable exponent mean curvature systems, and discuss the existence of solutions of (1) with periodic-like boundary value condition (without impulsive conditions). In [29], the authors dealt with the existence of solutions and nonnegative solutions of (1)-(3) with initial boundary value condition. This paper deals with the existence of solutions of (1)-(3) with periodic-like boundary value condition, Neumann boundary value condition, or Dirichlet boundary value condition, respectively. This paper was motivated by [19, 29]. Similar to [19, 29], the proof of our main result is based upon the Leray-Schauder degree, but this paper is more difficult than [19, 29].
System (1) is also a kind of variable exponent equations. The variable exponent equations arise from the study of nonlinear elasticity, electrorheological fluids and image restoration, etc. We refer readers to [30-33] for detailed application backgrounds. There are many results on this kind of problems [30-48]. Many results show that problems with variable exponent growth conditions are more complex than those with constant exponent growth conditions. For instance we have the following.
(a) If $\Omega \subset \mathbb{R}^{N}$ is a bounded domain, the infimum $\lambda_{p(\cdot)}$ of the eigenvalue of $p(x)$-Laplacian is zero in general, and the $p(x)$-Laplacian does not have the so-called first eigenfunction (see [39]); but the fact that $\lambda_{p}>0$ is very important in the study of $p$-Laplacian problems, and the first eigenfunction of the $p$-Laplacian was used to construct subsolutions of a $p$-Laplacian problem successfully (see [49]).
(b) For variable exponent function $L^{p(\cdot)}\left(\mathbb{R}^{N}\right)$, the norm $|\cdot|_{p(\cdot)}$ is not invariant for the translational coordinate transformation, i.e. under the usual Luxemburg norm $|\cdot|_{p(\cdot)}$, we have $|u(x)|_{p(\cdot)} \neq\left|u\left(x+x_{0}\right)\right|_{p(\cdot)}$ in general (see [50]).
(c) In [51], the author generalized the Picone identities for half-linear elliptic operators with $p(x)$-Laplacians and applications to Sturmian comparison theory, but the formula is different from the constant exponent case.
In this paper, we investigate the existence of solutions for the prescribed variable exponent mean curvature impulsive differential system boundary value problems, the proof of our main result is based upon the Leray-Schauder degree.
This paper is divided into four sections; in the second section, we will discuss the existence of solutions of variable exponent mean curvature impulsive system periodic-like boundary value problems. In the third section, we will discuss the existence of solutions of variable exponent mean curvature impulsive system Dirichlet boundary value problems. Finally, in the fourth section, we will discuss the existence of solutions of variable exponent mean curvature impulsive system Neumann boundary value problems.

## 2 Periodic-like boundary value problems

In this section, we will discuss the existence of solutions of variable exponent mean curvature impulsive system periodic-like boundary value problems, i.e. the existence of solutions of (1)-(4). In order to do that, we give the following notations and basic assumptions:
For any $v \in \mathbb{R}^{N}, v^{j}$ will denote the $j$ th component of $v$; the inner product in $\mathbb{R}^{N}$ will be denoted by $\langle\cdot, \cdot\rangle ;|\cdot|$ will denote the absolute value and the Euclidean norm on $\mathbb{R}^{N}$. Denote $J=[0, T], J^{\prime}=[0, T] \backslash\left\{t_{0}, t_{1}, \ldots, t_{k+1}\right\}, J_{0}=\left[t_{0}, t_{1}\right], J_{i}=\left(t_{i}, t_{i+1}\right], i=1, \ldots, k$, where $t_{0}=0, t_{k+1}=T$. Denote $J_{i}^{o}$ the interior of $J_{i}, i=0,1, \ldots, k$. Let $P C\left(J, \mathbb{R}^{N}\right)=\{x$ : $J \rightarrow \mathbb{R}^{N} \mid x \in C\left(J_{i}, \mathbb{R}^{N}\right), i=0,1, \ldots, k$, and $x\left(t_{i}^{+}\right)$exists for $\left.i=1, \ldots, k\right\} ; P C^{1}\left(J, \mathbb{R}^{N}\right)=\{x \in$ $P C\left(J, \mathbb{R}^{N}\right) \mid x^{\prime} \in C\left(J_{i}^{o}, \mathbb{R}^{N}\right), \lim _{t \rightarrow t_{i}^{+}} u^{\prime}(t)$ and $\lim _{t \rightarrow t_{i+1}^{-}} u^{\prime}(t)$ exist for $\left.i=0,1, \ldots, k\right\}$. For any $u(t)=\left(u^{1}(t), \ldots, u^{N}(t)\right) \in P C\left(J, \mathbb{R}^{N}\right)$, we denote $\left|u^{i}\right|_{0}=\sup \left\{\left|u^{i}(t)\right| \mid t \in J^{\prime}\right\}$. Obviously, $P C\left(J, \mathbb{R}^{N}\right)$ is a Banach space with the norm $\|u\|_{0}=\left(\sum_{i=1}^{N}\left|u^{i}\right|_{0}^{2}\right)^{\frac{1}{2}}, P C^{1}\left(J, \mathbb{R}^{N}\right)$ is a Banach space with the norm $\|u\|_{1}=\|u\|_{0}+\left\|u^{\prime}\right\|_{0}$. In the following, $P C\left(J, \mathbb{R}^{N}\right)$ and $P C^{1}\left(J, \mathbb{R}^{N}\right)$ will be simply denoted by $P C$ and $P C^{1}$, respectively. Denote $L^{1}=L^{1}\left(J, \mathbb{R}^{N}\right)$, and the norm in $L^{1}$ is $\|u\|_{L^{1}}=\left[\sum_{i=1}^{N}\left(\int_{0}^{T}\left|u^{i}(r)\right| d r\right)^{2}\right]^{\frac{1}{2}}$.

Let $N \geq 1$, the function $f: J \times \mathbb{R}^{N} \times \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ is assumed to be Caratheodory, and by this we mean:
(i) for almost every $t \in J$ the function $f(t, \cdot, \cdot)$ is continuous;
(ii) for each $(x, y) \in \mathbb{R}^{N} \times \mathbb{R}^{N}$ the function $f(\cdot, x, y)$ is measurable on $J$;
(iii) for each $R>0$ there is a $\beta_{R} \in L^{1}(J, \mathbb{R})$ such that, for almost every $t \in J$ and every $(x, y) \in \mathbb{R}^{N} \times \mathbb{R}^{N}$ with $|x| \leq R,|y| \leq R$, one has $|f(t, x, y)| \leq \beta_{R}(t)$.
We say a function $u: J \rightarrow \mathbb{R}^{N}$ is a solution of (1) if $u \in P C^{1}$ with $\varphi\left(t, u^{\prime}\right)$ absolutely continuous on $J_{i}^{o}, i=0,1, \ldots, k$, which satisfies (1) a.e. on $J$.

In fact, the above notations and basic assumptions will be used in throughout the paper.

### 2.1 Preliminary

In this subsection, we will make some preparations.

Lemma 2.1 (see [19]) $\varphi$ is a continuous function and satisfies the following.
(i) For any $t \in J, \varphi(t, \cdot)$ is strictly monotone, i.e.

$$
\left\langle\varphi\left(t, x_{1}\right)-\varphi\left(t, x_{2}\right), x_{1}-x_{2}\right\rangle>0, \quad \text { for any } x_{1}, x_{2} \in \mathbb{R}^{N}, x_{1} \neq x_{2} .
$$

(ii) For any fixed $t \in J, \varphi(t, \cdot)$ is a homeomorphism from $\mathbb{R}^{N}$ to

$$
E=\left\{x \in \mathbb{R}^{N}| | x \mid<1\right\} .
$$

For any $t \in J$, we denote by $\varphi^{-1}(t, \cdot)$ the inverse operator of $\varphi(t, \cdot)$, then

$$
\varphi^{-1}(t, x)=\left(1-|x|^{q(t)}\right)^{\frac{-1}{p(t) q(t)}}|x|^{\frac{1}{p(t)}-1} x, \quad \text { for } x \in E \backslash\{0\}, \varphi^{-1}(t, 0)=0 .
$$

Let us now consider the following simple problem:

$$
\begin{equation*}
\left(\varphi\left(t, u^{\prime}(t)\right)\right)^{\prime}=g(t), \quad t \in(0, T), t \neq t_{i} \tag{7}
\end{equation*}
$$

with the following impulsive boundary value conditions:

$$
\left\{\begin{array}{l}
\lim _{t \rightarrow t_{i}^{+}} u(t)-\lim _{t \rightarrow t_{i}^{-}} u\left(t_{i}\right)=a_{i}, \quad i=1, \ldots, k  \tag{8}\\
\lim _{t \rightarrow t_{i}^{+}} \varphi\left(t, u^{\prime}(t)\right)-\lim _{t \rightarrow t_{i}^{-}} \varphi\left(t, u^{\prime}(t)\right)=b_{i}, \quad i=1, \ldots, k \\
u(0)=u(T), \quad \varphi\left(0, u^{\prime}(0)\right)=\varphi\left(T, u^{\prime}(T)\right),
\end{array}\right.
$$

where $a_{i}, b_{i} \in \mathbb{R}^{N}, \sum_{i=1}^{k}\left|b_{i}\right|<1 ; g \in L^{1}$ and satisfies $\int_{0}^{T} g(t) d t+\sum_{i=1}^{k} b_{i}=0$.
Denote

$$
L_{m}^{1}=\left\{v \in L^{1} \mid \int_{0}^{T} v(r) d r=0\right\} .
$$

Let $h(t)=g(t)+\frac{1}{T} \sum_{i=1}^{k} b_{i}$, then $h \in L_{m}^{1}$. If $u$ is a solution of (7) with (8), by integrating (7) from 0 to $t$, we find that

$$
\begin{equation*}
\varphi\left(t, u^{\prime}(t)\right)=\varphi\left(0, u^{\prime}(0)\right)+\sum_{t_{i}<t} b_{i}+\int_{0}^{t}\left[h(r)-\frac{1}{T} \sum_{i=1}^{k} b_{i}\right] d r, \quad \forall t \in J^{\prime} \tag{9}
\end{equation*}
$$

Denote $\rho=\varphi\left(0, u^{\prime}(0)\right)$. Define operator $F: L^{1} \longrightarrow P C$ as

$$
F(g)(t)=\int_{0}^{t} g(t) d t, \quad \forall t \in J, \forall g \in L^{1}
$$

From (9) and (ii) in Lemma 2.1, we can see that

$$
\sup _{t \in J}\left|\varphi\left(t, u^{\prime}(t)\right)\right|=\sup _{t \in J}\left|\rho+\sum_{t_{i}<t} b_{i}+F\left(h-\frac{1}{T} \sum_{i=1}^{k} b_{i}\right)(t)\right|<1 .
$$

Denote

$$
\begin{aligned}
\widetilde{D}_{b}= & \left\{h \in L_{m}^{1} \mid \text { there exists } \rho \in \mathbb{R}^{N}\right. \text { such that } \\
& \left.\sup _{t \in J}\left|\rho+\sum_{t_{i}<t} b_{i}+F\left(h-\frac{1}{T} \sum_{i=1}^{k} b_{i}\right)(t)\right|<1\right\} .
\end{aligned}
$$

By (9), we have

$$
u(t)=u(0)+\sum_{t_{i}<t} a_{i}+F\left\{\varphi^{-1}\left[t,\left(\rho+\sum_{t_{i}<t} b_{i}+F\left(h-\frac{1}{T} \sum_{i=1}^{k} b_{i}\right)\right)\right]\right\}(t), \quad \forall t \in J,
$$

the boundary value conditions imply that

$$
\sum_{i=1}^{k} a_{i}+\int_{0}^{T} \varphi^{-1}\left\{t,\left[\rho+\sum_{t_{i}<t} b_{i}+F\left(h-\frac{1}{T} \sum_{i=1}^{k} b_{i}\right)(t)\right]\right\} d t=0
$$

Denote $a=\left(a_{1}, \ldots, a_{k}\right) \in \mathbb{R}^{k N}, b=\left(b_{1}, \ldots, b_{k}\right) \in \mathbb{R}^{k N}$. It is easy to see that $\rho$ is dependent on $a, b$ and $h$. For fixed $a, b \in \mathbb{R}^{k N}, h \in \widetilde{D}_{b}$, we define

$$
\Lambda_{(a, b, h)}(\rho)=\sum_{i=1}^{k} a_{i}+\int_{0}^{T} \varphi^{-1}\left\{t,\left[\rho+\sum_{t_{i}<t} b_{i}+F\left(h-\frac{1}{T} \sum_{i=1}^{k} b_{i}\right)(t)\right]\right\} d t
$$

Denote

$$
\begin{aligned}
D_{a, b}= & \left\{h \in L_{m}^{1} \mid \text { there exists } \rho \in \mathbb{R}^{N}\right. \text { such that } \\
& \left.\sup _{t \in J}\left|\rho+\sum_{t_{i}<t} b_{i}+F\left(h-\frac{1}{T} \sum_{i=1}^{k} b_{i}\right)(t)\right|<1 \text { and } \Lambda_{(a, b, h)}(\rho)=0\right\} .
\end{aligned}
$$

If (7) with (8) has a solution in $P C^{1}$, we must have $h=g(t)+\frac{1}{T} \sum_{i=1}^{k} b_{i} \in D_{a, b}$.
Denote $W_{m}=\mathbb{R}^{2 k N} \times L_{m}^{1}$ with the norm

$$
\|w\|_{W_{m}}=\sum_{i=1}^{k}\left|a_{i}\right|+\sum_{i=1}^{k}\left|b_{i}\right|+\|h\|_{L^{1}}, \quad \forall w=(a, b, h) \in W_{m},
$$

then $W_{m}$ is a Banach space.
Denote

$$
\begin{align*}
& C_{*}=\frac{1}{6 N} \min _{t \in J}\left|\varphi^{-1}\left(t, \frac{1}{6 N}\right)\right|, \quad \mathcal{M}_{1}=\left\{\left(a_{1}, \ldots, a_{k}\right) \in \mathbb{R}^{k N}\left|\sum_{i=1}^{k}\right| a_{i} \left\lvert\,<\frac{1}{4} T C_{*}\right.\right\},  \tag{10}\\
& \mathcal{M}_{2}=\left\{\left(b_{1}, \ldots, b_{k}\right) \in \mathbb{R}^{k N}\left|\sum_{i=1}^{k}\right| b_{i} \left\lvert\,<\frac{1}{12 N}\right.\right\} . \tag{11}
\end{align*}
$$

Lemma 2.2 The function $\Lambda_{w}(\cdot)$ has the following properties:
(1 ${ }^{0}$ ) For any fixed $(a, b) \in \mathcal{M}_{1} \times \mathcal{M}_{2}, \forall h \in D_{a, b}$ the equation

$$
\Lambda_{w}(\rho)=0, \quad \text { where } w=(a, b, h) \in W_{m}
$$

has a unique solution $\rho(w) \in \mathbb{R}^{N}$.
( $2^{0}$ ) For any fixed $a=\left(a_{1}, \ldots, a_{k}\right) \in \mathcal{M}_{1}, b=\left(b_{1}, \ldots, b_{k}\right) \in \mathcal{M}_{2}, D_{a, b}$ contains the open ball $E\left(0, \frac{1}{12}\right):=\left\{u \in L_{m}^{1} \left\lvert\,\|u\|_{L^{1}}<\frac{1}{12}\right.\right\}$, and then one defines a mapping $\rho: \mathcal{M}_{1} \times \mathcal{M}_{2} \times$ $E\left(0, \frac{1}{12}\right) \rightarrow \mathbb{R}^{N}$.
(3 ${ }^{0}$ ) The function $\rho: \mathcal{M}_{1} \times \mathcal{M}_{2} \times E\left(0, \frac{1}{12}\right) \rightarrow \mathbb{R}^{N}$, defined in $\left(2^{0}\right)$, is continuous and bounded.
$\left(4^{0}\right)$ For any fixed $a=\left(a_{1}, \ldots, a_{k}\right) \in \mathcal{M}_{1}, b=\left(b_{1}, \ldots, b_{k}\right) \in \mathcal{M}_{2}$, the set $D_{a, b}$ is open and unbounded in $L_{m}^{1}$.

Proof $\left(1^{0}\right)$ From the definition of $D_{a, b}$, for any fixed $(a, b) \in \mathcal{M}_{1} \times \mathcal{M}_{2}, \forall h \in D_{a, b}$, the equation $\Lambda_{w}(\rho)=0$ has at least one solution. Since $\varphi(t, \cdot)$ is strictly monotone, we can see that $\varphi^{-1}(t, \cdot)$ is strictly monotone. Thus, the equation $\Lambda_{w}(\rho)=0$ has a unique solution $\rho(w) \in \mathbb{R}^{N}$.
$\left(2^{0}\right)$ Let $h \in E\left(0, \frac{1}{12}\right)$, then $0 \leq\|h\|_{L^{1}}<\frac{1}{12}$. Denote

$$
g=h-\frac{1}{T} \sum_{i=1}^{k} b_{i}, \quad A=\left\{x \in \mathbb{R}^{N}| | x \left\lvert\,<\frac{2}{3}\right.\right\} .
$$

Obviously, for any $(a, b, h) \in \mathcal{M}_{1} \times \mathcal{M}_{2} \times E\left(0, \frac{1}{12}\right)$, for any $\rho \in \bar{A}, \Lambda_{(a, b, h)}(\rho)$ is well defined, i.e.,

$$
\sup _{t \in J}\left|\rho+\sum_{t_{i}<t} b_{i}+F(g)(t)\right|<1 .
$$

Observe that $0 \leq\left|\sum_{t_{i}<t} b_{i}+F(g)(t)\right|<\frac{1}{4}$ and $\frac{5}{12}<\left|\rho+\sum_{t_{i}<t} b_{i}+F(g)(t)\right|<\frac{11}{12}$ for any $(t, \rho) \in J \times \partial A$.
Since $\left|\rho+\sum_{t_{i}<t} b_{i}+F(g)(t)\right|-\left|\sum_{t_{i}<t} b_{i}+F(g)(t)\right|>\frac{1}{6}$ for any $(t, \rho) \in J \times \partial A$, we have

$$
\begin{aligned}
\left\langle\Lambda_{w}(\rho), \rho\right\rangle= & \left\langle\sum_{i=1}^{k} a_{i}, \rho\right\rangle+\int_{0}^{T}\left\langle\varphi^{-1}\left\{t,\left[\rho+\sum_{t_{i}<t} b_{i}+F(g)(t)\right]\right\}, \rho+\sum_{t_{i}<t} b_{i}+F(g)(t)\right\rangle d t \\
& -\int_{0}^{T}\left\langle\varphi^{-1}\left\{t,\left[\rho+\sum_{t_{i}<t} b_{i}+F(g)(t)\right]\right\}, \sum_{t_{i}<t} b_{i}+F(g)(t)\right\rangle d t \\
\geq & \int_{0}^{T}\left(1-\left|\rho+\sum_{t_{i}<t} b_{i}+F(g)(t)\right|^{q(t)}\right)^{\frac{-1}{p(t) q(t)}} \\
& \times\left|\rho+\sum_{t_{i}<t} b_{i}+F(g)(t)\right|^{\frac{1}{p(t)}+1} d t-\frac{2}{3} \sum_{i=1}^{k}\left|a_{i}\right| \\
& -\int_{0}^{T}\left(1-\left|\rho+\sum_{t_{i}<t} b_{i}+F(g)(t)\right|^{q(t)}\right)^{\frac{-1}{p(t) q(t)}}
\end{aligned}
$$

$$
\begin{aligned}
& \times\left|\rho+\sum_{t_{i}<t} b_{i}+F(g)(t)\right|^{\frac{1}{p(t)}}\left|\sum_{t_{i}<t} b_{i}+F(g)(t)\right| d t \\
= & \int_{0}^{T}\left(1-\left|\rho+\sum_{t_{i}<t} b_{i}+F(g)(t)\right|^{q(t)}\right)^{\frac{-1}{p(t) q(t)}}\left|\rho+\sum_{t_{i}<t} b_{i}+F(g)(t)\right|^{\frac{1}{p(t)}} \\
& \times\left(\left|\rho+\sum_{t_{i}<t} b_{i}+F(g)(t)\right|-\left|\sum_{t_{i}<t} b_{i}+F(g)(t)\right|\right) d t-\frac{2}{3} \sum_{i=1}^{k}\left|a_{i}\right| \\
\geq & C_{*} \int_{0}^{T}\left(\left|\rho+\sum_{t_{i}<t} b_{i}+F(g)(t)\right|-\left|\sum_{t_{i}<t} b_{i}+F(g)(t)\right|\right) d t-\frac{2}{3} \sum_{i=1}^{k}\left|a_{i}\right| \\
\geq & \frac{1}{6} T C_{*}-\frac{2}{3} \sum_{i=1}^{k}\left|a_{i}\right|>0 .
\end{aligned}
$$

This means that $\left\langle\Lambda_{w}(\rho), \rho\right\rangle>0$ for any $\rho \in \partial A$.
For any fixed $(a, b, x) \in \mathcal{M}_{1} \times \mathcal{M}_{2} \times E\left(0, \frac{1}{12}\right)$, let us consider

$$
\Gamma_{1}(\rho, \lambda)=\lambda \Lambda_{(a, b, x)}(\rho)+(1-\lambda) \rho .
$$

It is easy to see that $\Gamma_{1}(\rho, \lambda)=0$ has no solution on $\partial A$ for any $\lambda \in[0,1]$. According to the homotopy invariance property of the Brouwer degree, we can see that $\Lambda_{w}(\rho)=0$ possesses a solution in $A$. Thus $E\left(0, \frac{1}{12}\right) \subset D_{a, b}$, and one then defines a mapping $\rho: \mathcal{M}_{1} \times$ $\mathcal{M}_{2} \times E\left(0, \frac{1}{12}\right) \rightarrow \mathbb{R}^{N}$.
$\left(3^{0}\right)$ For any $(a, b, h) \in \mathcal{M}_{1} \times \mathcal{M}_{2} \times E\left(0, \frac{1}{12}\right)$, from the definition of $D_{a, b}$, we have

$$
\sup _{t \in J}\left|\rho+\sum_{t_{i}<t} b_{i}+F\left(h-\frac{1}{T} \sum_{i=1}^{k} b_{i}\right)(t)\right|<1 .
$$

Since $\sum_{t_{i}<0} b_{i}+F\left(h-\frac{1}{T} \sum_{i=1}^{k} b_{i}\right)(0)=0$, we have

$$
|\rho|=\left|\rho+\sum_{t_{i}<0} b_{i}+F\left(h-\frac{1}{T} \sum_{i=1}^{k} b_{i}\right)(0)\right|<1 .
$$

Thus the mapping $\rho$ is bounded.
Now, let us prove the continuity of $\rho$. Let $w_{n}=\left(a_{n}, b_{n}, h_{n}\right) \in \mathcal{M}_{1} \times \mathcal{M}_{2} \times E\left(0, \frac{1}{12}\right)$ is a convergent sequence in $\mathcal{M}_{1} \times \mathcal{M}_{2} \times E\left(0, \frac{1}{12}\right)$, and $w_{n} \rightarrow w_{0}=\left(a_{0}, b_{0}, h_{0}\right) \in \mathcal{M}_{1} \times \mathcal{M}_{2} \times$ $E\left(0, \frac{1}{12}\right)$ as $n \rightarrow+\infty$, where $b_{0}=\left(b_{1,0}, \ldots, b_{k, 0}\right)$. Since $\left\{\rho\left(w_{n}\right)\right\}$ is a bounded sequence, it contains a convergent subsequence $\left\{\rho\left(w_{n_{j}}\right)\right\}$. We may assume that $\rho\left(w_{n_{j}}\right) \rightarrow \rho_{0}$ as $j \rightarrow+\infty$.
If $\Lambda_{w_{0}}\left(\rho_{0}\right)$ is well defined, i.e., $\sup _{t \in J}\left|\rho_{0}+\sum_{t_{i}<t} b_{i, 0}+F\left(h_{0}-\frac{1}{T} \sum_{i=1}^{k} b_{i, 0}\right)(t)\right|<1$. Since $\Lambda_{w_{n_{j}}}\left(\rho\left(w_{n_{j}}\right)\right)=0$, letting $j \rightarrow+\infty$, we have $\Lambda_{w_{0}}\left(\rho_{0}\right)=0$. Combining with $\left(1^{0}\right)$, we get $\rho_{0}=$ $\rho\left(w_{0}\right)$. This means that $\rho$ is continuous.
It only remains to prove that $\Lambda_{w_{0}}\left(\rho_{0}\right)$ is well defined.
Denote by $E^{*} \subset \mathbb{R}^{N}$ an open ball which centered at $\rho\left(w_{0}\right)$ such that $\Lambda_{w_{0}}(\cdot)$ is well defined on $\overline{E^{*}}$. According to Lemma 2.1, we have

$$
\left\langle\Lambda_{w_{0}}(\rho), \rho-\rho\left(w_{0}\right)\right\rangle=\left\langle\Lambda_{w_{0}}(\rho)-\Lambda_{w_{0}}\left(\rho\left(w_{0}\right)\right), \rho-\rho\left(w_{0}\right)\right\rangle \geq 0, \quad \forall \rho \in \overline{E^{*}}
$$

$$
\left\langle\Lambda_{w_{0}}(\rho), \rho-\rho\left(w_{0}\right)\right\rangle>0, \quad \forall \rho \in \partial \overline{E^{*}}
$$

It is easy to see that there exists a neighborhood $U \subset E\left(0, \frac{1}{12}\right)$ of $h_{0}$ in $L_{m}^{1}, U_{1} \subset \mathcal{M}_{1}$ is a neighborhood of $a_{0}, U_{2} \subset \mathcal{M}_{2}$ is a neighborhood of $b_{0}$, such that, for each $(a, b, y) \in$ $U_{1} \times U_{2} \times U, \Lambda_{(a, b, y)}(\cdot)$ is well defined on $\overline{E^{*}}$. In addition, the mapping

$$
(a, b, y) \longmapsto \inf _{\rho \in \partial E^{*}}\left\langle\Lambda_{(a, b, y)}(\rho), \rho-\rho\left(w_{0}\right)\right\rangle
$$

is easily seen to be continuous in $U_{1} \times U_{2} \times U$. Thus, there exists a neighborhood $V_{1} \times$ $V_{2} \times V \subset U_{1} \times U_{2} \times U$ of $w_{0}$ such that

$$
\left\langle\Lambda_{(a, b, x)}(\rho), \rho-\rho\left(w_{0}\right)\right\rangle>0, \quad \forall \rho \in \partial \overline{E^{*}}, \forall(a, b, x) \in V_{1} \times V_{2} \times V .
$$

For any fixed $(a, b, x) \in V_{1} \times V_{2} \times V$, let us consider

$$
\Gamma_{2}(\rho, \lambda)=\lambda \Lambda_{(a, b, x)}(\rho)+(1-\lambda)\left(\rho-\rho\left(w_{0}\right)\right) .
$$

Obviously, $\Gamma_{2}(\rho, \lambda)=0$ has no solution on $\partial \overline{E^{*}}$ for any $\lambda \in[0,1]$.
For any $(a, b, x) \in V_{1} \times V_{2} \times V$, according to the homotopy invariance property of the Brouwer degree, we conclude that the equation $\Lambda_{(a, b, x)}(\rho)=0$ has its (unique) solution on $\overline{E^{*}}$. Since $w_{n_{j}} \rightarrow w_{0}$ as $j \rightarrow+\infty$, we have $w_{n_{j}} \in V_{1} \times V_{2} \times V$ when $j$ is large enough, and $\rho\left(w_{n_{j}}\right) \in \overline{E^{*}}$. Since $\rho\left(w_{n_{j}}\right) \rightarrow \rho_{0}$ as $j \rightarrow+\infty, \rho_{0} \in \overline{E^{*}}$. This means that $\Lambda_{w_{0}}\left(\rho_{0}\right)$ is well defined.
$\left(4^{0}\right)$ Let $u_{n}(t)=\frac{n}{N T} \sin \frac{4 n \pi t}{T} \cdot(1,0, \ldots, 0)$, then $u_{n} \in L_{m}^{1}$. Denote $A_{0}=\left\{x \in \mathbb{R}^{N}| | x \left\lvert\,<\frac{1}{2}\right.\right\}$. For any $n \in N^{+}, \forall a \in \mathcal{M}_{1}, \forall b \in \mathcal{M}_{2}$ and $\forall \rho \in A_{0}$, we can see the following function is well defined:

$$
\Lambda_{n}(\rho)=\sum_{i=1}^{k} a_{i}+\int_{0}^{T} \varphi^{-1}\left\{t,\left[\rho+\sum_{t_{i}<t} b_{i}+F\left(u_{n}-\frac{1}{T} \sum_{i=1}^{k} b_{i}\right)(t)\right]\right\} d t .
$$

If $|\rho|=\frac{1}{2}$, then there exists some $\rho^{j}$ such that $\left|\rho^{j}\right| \geq \frac{1}{2 N}$. Without loss of generality, we may assume that $\rho^{j} \geq \frac{1}{2 N}$. Since $\sup _{t \in J}\left|F\left(u_{n}\right)(t)\right| \leq \frac{1}{2 N \pi}$ and $\sum_{i=1}^{k}\left|b_{i}\right|<\frac{1}{12 N}$, we have

$$
\left|\sum_{t_{i}<t} b_{i}+F\left(u_{n}-\frac{1}{T} \sum_{i=1}^{k} b_{i}\right)(t)\right|<\frac{1}{12 N}+\frac{1}{2 N \pi}+\frac{1}{12 N}<\frac{1}{3 N}, \quad \forall t \in J .
$$

Denote $z_{n}(t)=\rho+\sum_{t_{i}<t} b_{i}+F\left(u_{n}-\frac{1}{T} \sum_{i=1}^{k} b_{i}\right)$. Obviously, $\frac{1}{6}<\left|z_{n}(t)\right|<\frac{5}{6}, \forall t \in J$.
Since $\rho^{j} \geq \frac{1}{2 N}$, the $j$ th component $z_{n}^{j}$ of $z_{n}$ satisfies $z_{n}^{j}(t)>\frac{1}{6 N}, \forall t \in J$. Notice that $p(t) \geq 1$, then we can see that the $j$ th component $\left(\varphi^{-1}\left(t, z_{n}(t)\right)\right)^{j}$ of $\varphi^{-1}\left(t, z_{n}(t)\right)$ satisfies

$$
\begin{aligned}
\left(\varphi^{-1}\left(t, z_{n}(t)\right)\right)^{j} & =\left(1-\left|z_{n}(t)\right|^{q(t)}\right)^{\frac{-1}{p(t) q}(t)}\left|z_{n}(t)\right|^{\frac{1}{p(t)}-1} z_{n}^{j}(t) \\
& \geq\left(1-\left|\frac{1}{6 N}\right|^{q(t)}\right)^{\frac{-1}{p(t) q(t)}}\left|\frac{1}{6 N}\right|^{\frac{1}{p(t)}-1} \frac{1}{6 N} \geq C_{*} .
\end{aligned}
$$

Consider $\Phi(\rho, \lambda)=\lambda \Lambda_{n}(\rho)+(1-\lambda) \rho$. Since $C_{*}=\frac{1}{6 N} \min _{t \in J} \varphi^{-1}\left(t, \frac{1}{6 N}\right)$ and $\sum_{i=1}^{k}\left|a_{i}\right|<$ $\frac{1}{4} T C_{*}$, we have $\Lambda_{n}^{j}(\rho)>T C_{*}-\sum_{i=1}^{k}\left|a_{i}\right|>0$. Hence $\Lambda_{n}^{j}(\rho)$ and $\rho^{j}$ have the same sign, then
$\Phi(\rho, \lambda)$ has no solution on $\partial A_{0}$ for any $\lambda \in[0,1]$. Thus

$$
d_{B}\left(\Phi(\rho, 1), A_{0}, 0\right)=d_{B}\left(\Phi(\rho, 0), A_{0}, 0\right)=1
$$

Thus $0=\Phi(\rho, 1)=\Lambda_{n}(\rho)$ has a solution on $\overline{A_{0}}$. Therefore $\left\{u_{n}\right\} \subset D_{a, b}$, This means that $D_{a, b}$ is unbounded.

Similar to the proof of $\left(3^{0}\right)$, for any $w_{0}=\left(a, b, h_{0}\right) \in\{(a, b)\} \times D_{a, b}$, there exists a neighborhood $V \subseteq U$ of $h_{0}$, and a neighborhood $E^{*} \subset \mathbb{R}^{N}$ of $\rho\left(w_{0}\right)$ such that $\Lambda_{(a, b, x)}(\rho)$ is well defined for any $(a, b, x) \in\{(a, b)\} \times V$ and $\rho \in \overline{E^{*}}$, which satisfies the requirement that, for any $(a, b, x) \in\{(a, b)\} \times V, \Lambda_{(a, b, x)}(\rho)=0$ has a solution $\rho \in \overline{E^{*}}$. This means that the set $D_{a, b}$ is open in $L_{m}^{1}$.
This completes the proof.

We continue now with our argument previous to Lemma 2.2. Let us define

$$
\begin{aligned}
& P: P C^{1} \rightarrow P C^{1}, \quad u \longmapsto u(0) ; \quad Q: L^{1} \rightarrow L^{1}, \quad h \longmapsto \frac{1}{T} \int_{0}^{T} h(t) d t \\
& \Theta_{b}: L^{1} \rightarrow L^{1}, \quad h \longmapsto(I-Q) h-\frac{1}{T} \sum_{i=1}^{k} b_{i}, \quad \text { for any fixed } b \in \mathbb{R}^{N}
\end{aligned}
$$

We can split $L^{1}$ as $L^{1}=L_{m}^{1}+\mathcal{F}_{2}$, where $\mathcal{F}_{2}$ is the $N$-dimensional subspace of constant mappings. The operator $Q$ is a continuous projection from $L^{1}$ onto $\mathcal{F}_{2}$. Let us consider the subset $\widehat{D}_{a, b}$ of $L^{1}$ which is given by

$$
\widehat{D}_{a, b}=D_{a, b}+\mathcal{F}_{2},
$$

and define the nonlinear operator $K_{(a, b)}: \widehat{D}_{a, b} \rightarrow P C^{1}$, as

$$
K_{(a, b)}(h)(t)=F\left\{\varphi^{-1}\left[t,\left(\rho+\sum_{t_{i}<t} b_{i}+F(h)\right)\right]\right\}(t), \quad \forall t \in J .
$$

We say $\bar{U}$ is a closed equi-integrable set in $\widehat{D}_{a, b}$, if there exists $\beta \in L^{1}$, such that, for any $u \in \bar{U}$,

$$
|u(t)| \leq \beta(t) \quad \text { a.e. on } J .
$$

Lemma 2.3 If $(a, b) \in \mathcal{M}_{1} \times \mathcal{M}_{2}$, then the operator $\left(K_{(a, b)} \circ \Theta_{b}\right)(\cdot)$ is continuous and sends closed equi-integrable subsets of $\widehat{D}_{a, b}$ into relatively compact sets in $P C^{1}$.

Proof It is easy to check that $\left(K_{(a, b)} \circ \Theta_{b}\right)(h)(\cdot) \in P C^{1}, \forall h \in \widehat{D}_{a, b}$. Since

$$
\left(K_{(a, b)} \circ \Theta_{b}\right)(h)^{\prime}(t)=\varphi^{-1}\left\{t,\left[\rho+\sum_{t_{i}<t} b_{i}+F\left(\Theta_{b}(h)\right)\right]\right\}, \quad \forall t \in J,
$$

it is easy to check that $\left(K_{(a, b)} \circ \Theta_{b}\right)(\cdot)$ is a continuous operator from $\widehat{D}_{a, b}$ to $P C^{1}$.

Let now $\bar{U}$ be a closed equi-integrable set in $\widehat{D}_{a, b}$, then there exists $\beta \in L^{1}$, such that, for any $u \in \bar{U}$,

$$
|u(t)| \leq \beta(t) \quad \text { a.e. on } J .
$$

We want to show that $\left(K_{(a, b)} \circ \Theta_{b}\right)(\bar{U}) \subset P C^{1}$ is a compact set.
Let $\left\{u_{n}\right\}$ is a sequence in $\left(K_{(a, b)} \circ \Theta_{b}\right)(\bar{U})$, then there exists a sequence $\left\{h_{n}\right\} \in \bar{U}$ such that $u_{n}=\left(K_{(a, b)} \circ \Theta_{b}\right)\left(h_{n}\right)$. For any $r_{1}, r_{2} \in J$, we have

$$
\left|F\left(\Theta_{b}\left(h_{n}\right)\right)\left(r_{1}\right)-F\left(\Theta_{b}\left(h_{n}\right)\right)\left(r_{2}\right)\right| \leq\left|\int_{r_{1}}^{r_{2}} \beta(t) d t\right|+\left|r_{1}-r_{2}\right| \frac{1}{T}\left(\int_{0}^{T} \beta(t) d t+\left|\sum_{i=1}^{k} b_{i}\right|\right)
$$

Hence the sequence $\left\{F\left(\Theta_{b}\left(h_{n}\right)\right)\right\}$ is uniformly bounded and equi-continuous. By the Ascoli-Arzela theorem, there exists a subsequence of $\left\{F\left(\Theta_{b}\left(h_{n}\right)\right)\right\}$ (which we rename the same) is convergent in PC. According to the bounded continuity of the operator $\rho$, we can choose a subsequence of $\left\{\rho\left(a, b, \Theta_{b}\left(h_{n}\right)\right)+F\left(\Theta_{b}\left(h_{n}\right)\right)\right\}$ (which we still denote $\left.\left\{\rho\left(a, b, \Theta_{b}\left(h_{n}\right)\right)+F\left(\Theta_{b}\left(h_{n}\right)\right)\right\}\right)$ which is convergent in $P C$, then the sequence

$$
\varphi\left(t,\left(K_{(a, b)} \circ \Theta_{b}\right)\left(h_{n}\right)^{\prime}(t)\right)=\rho+\sum_{t_{i}<t} b_{i}+F\left(\Theta_{b}\left(h_{n}\right)\right)
$$

is convergent according to the norm in $P C$, by which, combined with the continuous of $\varphi^{-1}$, we can see

$$
\left(K_{(a, b)} \circ \Theta_{b}\right)\left(h_{n}\right)^{\prime}(t)=\varphi^{-1}\left[t,\left(\rho+\sum_{t_{i}<t} b_{i}+F\left(\Theta_{b}\left(h_{n}\right)\right)\right)\right](t), \quad \forall t \in J
$$

is convergent according to the norm in $P C$.
Since

$$
\left(K_{(a, b)} \circ \Theta_{b}\right)\left(h_{n}\right)(t)=F\left\{\varphi^{-1}\left[t,\left(\rho+\sum_{t_{i}<t} b_{i}+F\left(\Theta_{b}\left(h_{n}\right)\right)\right)\right]\right\}(t), \quad \forall t \in J,
$$

according to the continuity of $\varphi^{-1}$, we can see $\left(K_{(a, b)} \circ \Theta_{b}\right)\left(h_{n}\right)$ is convergent in $P C$. Thus we conclude that $\left\{u_{n}\right\}$ is convergent in $P C^{1}$. This completes the proof.

We denote by $N_{f}(u): P C^{1} \rightarrow L^{1}$ the Nemytskii operator associated to $f$ defined by

$$
\begin{equation*}
N_{f}(u)(t)=f\left(t, u(t), u^{\prime}(t)\right), \quad \text { a.e. on } J . \tag{12}
\end{equation*}
$$

Denote

$$
\begin{aligned}
& \Theta_{\#}\left(N_{f}\right)(u)=(I-Q) N_{f}(u)-\frac{1}{T} \sum_{i=1}^{k} B_{i}, \\
& K(u)=F\left\{\varphi^{-1}\left[t,\left(\rho+\sum_{t_{i}<t} B_{i}+F\left(\Theta_{\#}\left(N_{f}\right)(u)\right)\right)\right]\right\}(t),
\end{aligned}
$$

and

$$
\Lambda_{u}^{*}(\rho)=\sum_{i=1}^{k} A_{i}+\int_{0}^{T} \varphi^{-1}\left\{t,\left[\rho+\sum_{t_{i}<t} B_{i}+\int_{0}^{t} f\left(r, u, u^{\prime}\right) d r\right]\right\} d t
$$

where $A_{i}=A_{i}\left(\lim _{t \rightarrow t_{i}^{-}} u(t), \lim _{t \rightarrow t_{i}^{-}} u^{\prime}(t)\right), B_{i}=B_{i}\left(\lim _{t \rightarrow t_{i}^{-}} u(t), \lim _{t \rightarrow t_{i}^{-}} u^{\prime}(t)\right), \rho$ is a solution of $\Lambda_{u}^{*}(\rho)=0$.

We assume
$\left(\mathrm{H}_{1}\right) \sum_{i=1}^{k}\left|A_{i}(x, y)\right|<\frac{1}{4} T C_{*}$ and $\sum_{i=1}^{k}\left|B_{i}(x, y)\right|<\frac{1}{12 N}, \forall(x, y) \in \mathbb{R}^{2 N}$.
Lemma 2.4 If $\left(\mathrm{H}_{1}\right)$ is satisfied, then $u$ is a solution of (1)-(4) if and only if $u$ is a solution of the following abstract operator equation:

$$
\begin{equation*}
u=P u+\sum_{t_{i}<t} A_{i}+\frac{1}{T} \sum_{i=1}^{k} B_{i}+Q N_{f}(u)+K(u) . \tag{13}
\end{equation*}
$$

Proof (i) If $u$ is a solution of (1)-(4), by integrating (1) from 0 to $t$, we find that

$$
\begin{equation*}
\varphi\left(t, u^{\prime}(t)\right)=\rho+\sum_{t_{i}<t} B_{i}+\int_{0}^{t} f\left(t, u, u^{\prime}\right) d t . \tag{14}
\end{equation*}
$$

From (4), we have

$$
\frac{1}{T} \sum_{i=1}^{k} B_{i}+\frac{1}{T} \int_{0}^{T} f\left(t, u, u^{\prime}\right) d t=\frac{1}{T} \sum_{i=1}^{k} B_{i}+Q N_{f}(u)=0
$$

thus $\Theta_{\#}\left(N_{f}\right)(u)=N_{f}(u)$.
From (14), we have

$$
u=P u+\sum_{t_{i}<t} A_{i}+\frac{1}{T} \sum_{i=1}^{k} B_{i}+Q N_{f}(u)+K(u)
$$

where $\rho$ satisfies

$$
\sum_{i=1}^{k} A_{i}+F\left\{\varphi^{-1}\left[t,\left(\rho+\sum_{t_{i}<t} B_{i}+F\left(\Theta_{\#}\left(N_{f}\right)(u)\right)\right)\right]\right\}(T)=0
$$

Hence $u$ is a solution of (13).
(ii) If $u$ is a solution of (13), it is easy to see that (2) is satisfied. Let $t=0$, we have

$$
u(0)=P u+\frac{1}{T} \sum_{i=1}^{k} B_{i}+Q N_{f}(u)
$$

then

$$
\begin{equation*}
\frac{1}{T} \sum_{i=1}^{k} B_{i}+Q N_{f}(u)=0 \tag{15}
\end{equation*}
$$

thus $\Theta_{\#}\left(N_{f}\right)(u)=N_{f}(u)$.

By the definition of the mapping $\rho$, we have

$$
\sum_{i=1}^{k} A_{i}+F\left\{\varphi^{-1}\left[t,\left(\rho+\sum_{t_{i}<t} B_{i}+F\left(\Theta_{\#}\left(N_{f}\right)(u)\right)\right)\right]\right\}(T)=0
$$

then $u(0)=u(T)$. From (13) and (15), we also have

$$
\begin{align*}
& \varphi\left(t, u^{\prime}\right)=\rho+\sum_{t_{i}<t} B_{i}+F\left(\Theta_{\#}\left(N_{f}\right)(u)\right)(t), \quad t \in(0, T), t \neq t_{i},  \tag{16}\\
& \left(\varphi\left(t, u^{\prime}\right)\right)^{\prime}=f\left(t, u, u^{\prime}\right), \quad t \in(0, T), t \neq t_{i} .
\end{align*}
$$

From (16), we find that (3) is satisfied. Since $\sum_{i=1}^{k} B_{i}+F\left(\Theta_{\#}\left(N_{f}\right)(u)\right)(T)=0$, we have

$$
\varphi\left(0, u^{\prime}(0)\right)=\varphi\left(T, u^{\prime}(T)\right)
$$

Hence $u$ is a solution of (1)-(4). This completes the proof.

### 2.2 Existence of solutions

In this subsection, we will apply the Leray-Schauder degree to deal with the existence of solutions of (1)-(4).

Theorem 2.5 If $\left(\mathrm{H}_{1}\right)$ is satisfied, $\Omega \subset P C^{1}$ is open bounded such that the following conditions hold:
$\left(1^{0}\right)$ For any $u \in \bar{\Omega}$, the mapping $t \rightarrow f\left(t, u, u^{\prime}\right)$ belongs to $\left\{u \in L^{1} \left\lvert\,\|u\|_{L^{1}}<\frac{1}{24}\right.\right\}$.
$\left(2^{0}\right)$ For each $\lambda \in(0,1)$, the problem

$$
\left\{\begin{array}{l}
\left(\varphi\left(t, u^{\prime}\right)\right)^{\prime}=\lambda f\left(t, u, u^{\prime}\right), \quad t \in(0, T), t \neq t_{i},  \tag{17}\\
\lim _{t \rightarrow t_{i}^{+}} u(t)-\lim _{t \rightarrow t_{i}^{-}} u(t) \\
\quad=\lambda A_{i}\left(\lim _{t \rightarrow t_{i}^{-}} u(t), \lim _{t \rightarrow t_{i}^{-}-} u^{\prime}(t)\right), \quad i=1, \ldots, k \\
\lim _{t \rightarrow t_{i}^{+}} \varphi\left(t, u^{\prime}(t)\right)-\lim _{t \rightarrow t_{i}^{-}} \varphi\left(t, u^{\prime}(t)\right) \\
\quad=\lambda B_{i}\left(\lim _{t \rightarrow t_{i}^{-}} u(t), \lim _{t \rightarrow t_{i}^{-}} u^{\prime}(t)\right), \quad i=1, \ldots, k \\
u(0)=u(T), \quad \text { and } \quad \varphi\left(0, u^{\prime}(0)\right)=\varphi\left(T, u^{\prime}(T)\right)
\end{array}\right.
$$

has no solution on $\partial \Omega$.
(3 ${ }^{0}$ ) The equation

$$
\begin{equation*}
\omega(l):=\frac{1}{T} \int_{0}^{T} f(t, l, 0) d t+\frac{1}{T} \sum_{i=1}^{k} B_{i}(l, 0)=0 \tag{18}
\end{equation*}
$$

has no solution on $\partial \Omega \cap \mathcal{F}_{2}$.
(4 $4^{0}$ ) The Brouwer degree $d_{B}\left[\omega, \Omega \cap \mathcal{F}_{2}, 0\right] \neq 0$.
Then (1)-(4) has a solution on $\bar{\Omega}$.

## Proof Denote

$$
\begin{equation*}
A_{i}=A_{i}\left(\lim _{t \rightarrow t_{i}^{-}} u(t), \lim _{t \rightarrow t_{i}^{-}} u^{\prime}(t)\right), \quad B_{i}=B_{i}\left(\lim _{t \rightarrow t_{i}^{-}} u(t), \lim _{t \rightarrow t_{i}^{-}} u^{\prime}(t)\right) . \tag{19}
\end{equation*}
$$

Let us consider the following impulsive equation:

$$
\left\{\begin{array}{l}
\left(\varphi\left(t, u^{\prime}\right)\right)^{\prime}=\lambda N_{f}(u)+(1-\lambda)\left[Q N_{f}(u)+\frac{1}{T} \sum_{i=1}^{k} B_{i}\right], \quad t \in(0, T), t \neq t_{i},  \tag{20}\\
\lim _{t \rightarrow t_{i}^{+}} u(t)-\lim _{t \rightarrow t_{i}^{-}} u(t)=\lambda A_{i}, \quad i=1, \ldots, k \\
\lim _{t \rightarrow t_{i}^{+}} \varphi\left(t, u^{\prime}(t)\right)-\lim _{t \rightarrow t_{i}^{-}} \varphi\left(t, u^{\prime}(t)\right)=\lambda B_{i}, \quad i=1, \ldots, k \\
u(0)=u(T), \quad \varphi\left(0, u^{\prime}(0)\right)=\varphi\left(T, u^{\prime}(T)\right)
\end{array}\right.
$$

For any $\lambda \in(0,1]$, observe that, if $u$ is a solution to (17) or $u$ is a solution to (20), we have necessarily

$$
Q N_{f}(u)+\frac{1}{T} \sum_{i=1}^{k} B_{i}=0 .
$$

This means that (17) and (20) have the same solutions for $\lambda \in(0,1]$.
We denote $N(\cdot, \cdot): P C^{1} \times[0,1] \rightarrow L^{1}$ defined by

$$
N(u, \lambda)=\lambda N_{f}(u)+(1-\lambda)\left[Q N_{f}(u)+\frac{1}{T} \sum_{i=1}^{k} B_{i}\right],
$$

where $N_{f}(u)$ is defined by (12). Denote

$$
\begin{aligned}
& \Theta_{\lambda}: P C^{1} \rightarrow P C^{1}, \quad u \longmapsto(I-Q) N(u, \lambda)-\frac{\lambda}{T} \sum_{i=1}^{k} B_{i}, \\
& K_{\lambda}(u)(t)=F\left\{\varphi^{-1}\left[t,\left(\rho+\lambda \sum_{t_{i}<t} B_{i}+F\left(\Theta_{\lambda}(u)\right)\right)\right]\right\}(t), \quad \forall t \in J,
\end{aligned}
$$

where $\rho=\rho(\lambda, u)$ is the solution of $\lambda \sum_{i=1}^{k} A_{i}+K_{\lambda}(u)=0$.
Obviously

$$
\Theta_{\lambda}(u)=(I-Q) \lambda N_{f}(u)-\frac{\lambda}{T} \sum_{i=1}^{k} B_{i}, \quad \text { and } \quad \Theta_{0}(\cdot)=0 .
$$

From $\left(1^{0}\right)$, we can see that $(I-Q) \lambda N_{f}(u) \in E\left(0, \frac{1}{12}\right) \subset L_{m}^{1}, \forall u \in \bar{\Omega}, \forall \lambda \in[0,1]$. Combining $\left(\mathrm{H}_{1}\right)$ and Lemma 2.2, we can see that there exists only one $\rho=\rho(\lambda, u) \in \mathcal{F}_{2}$ such that

$$
\sup _{t \in J}\left|\rho+\lambda \sum_{t_{i}<t} B_{i}+F\left(\Theta_{\lambda}(u)\right)\right|<1 \quad \text { and } \quad \lambda \sum_{i=1}^{k} A_{i}+K_{\lambda}(u)=0, \quad \forall \lambda \in[0,1], \forall u \in \bar{\Omega} .
$$

Let

$$
\begin{aligned}
\Phi_{f}(u, \lambda) & :=P u+\lambda \sum_{t_{i}<t} A_{i}+\lambda \frac{1}{T} \sum_{i=1}^{k} B_{i}+Q N(u, \lambda)+K_{\lambda}(u) \\
& =P u+\lambda \sum_{t_{i}<t} A_{i}+\frac{1}{T} \sum_{i=1}^{k} B_{i}+Q N_{f}(u)+K_{\lambda}(u),
\end{aligned}
$$

then the fixed point of $\Phi_{f}(u, 1)$ is a solution for (1)-(4). Also problem (20) can be written in the equivalent form

$$
\begin{equation*}
u=\Phi_{f}(u, \lambda) . \tag{21}
\end{equation*}
$$

Since $f$ is Caratheodory, it is easy to see that $N(\cdot, \cdot)$ is continuous and sends bounded sets into equi-integrable sets. According to Lemma 2.3, we can conclude that $\Phi_{f}$ is compact continuous on $\bar{\Omega} \times[0,1]$. From Lemma 2.4 , we can see that the problem (1)-(4) is equivalent to $u=\Phi_{f}(u, 1)$. We assume that for $\lambda=1$, (21) does not have a solution on $\partial \Omega$, otherwise we complete the proof. Now, from hypothesis $\left(2^{0}\right)$, it follows that (21) has no solution for $(u, \lambda) \in \partial \Omega \times(0,1]$. For $\lambda=0,(20)$ is equivalent to the following usual differential equation boundary value problem:

$$
\left\{\begin{array}{l}
-\left(\varphi\left(t, u^{\prime}\right)\right)^{\prime}=Q N_{f}(u)+\frac{1}{T} \sum_{i=1}^{k} B_{i}\left(\lim _{t \rightarrow t_{i}^{-}} u(t), \lim _{t \rightarrow t_{i}^{-}} u^{\prime}(t)\right), \quad t \in(0, T), \\
u(0)=u(T), \quad \text { and } \quad \varphi\left(0, u^{\prime}(0)\right)=\varphi\left(T, u^{\prime}(T)\right),
\end{array}\right.
$$

and if $u$ is a solution to this problem, we must have

$$
\begin{equation*}
\int_{0}^{T} f\left(t, u(t), u^{\prime}(t)\right) d t+\sum_{i=1}^{k} B_{i}\left(\lim _{t \rightarrow t_{i}^{-}} u(t), \lim _{t \rightarrow t_{i}^{-}} u^{\prime}(t)\right)=0 . \tag{22}
\end{equation*}
$$

When $\lambda=0$, the problem is a usual differential equation boundary value problem. Hence $\varphi\left(t, u^{\prime}(t)\right) \equiv c$, where $c \in \mathcal{F}_{2}$ is a constant mapping. Since $u(0)=u(T)$, for any $i \in\{1, \ldots, N\}$, there exists $r_{0}^{i} \in(0, T)$, such that $\left(u^{i}\right)^{\prime}\left(r_{0}^{i}\right)=0$, hence $\left(u^{i}\right)^{\prime} \equiv 0$, and we have $u \equiv l \in \mathcal{F}_{2}$. Thus, by (22) we have

$$
\int_{0}^{T} f(r, l, 0) d r+\sum_{i=1}^{k} B_{i}(l, 0)=0
$$

which, together with hypothesis $\left(2^{0}\right)$, implies that $u=l \notin \partial \Omega$. Thus we have proved that (21) has no solution $(u, \lambda)$ on $\partial \Omega \times[0,1]$, and then we find that, for each $\lambda \in[0,1]$, the Leray-Schauder degree $d_{L S}\left[I-\Phi_{f}(\cdot, \lambda), \Omega, 0\right]$ is well defined. From the homotopy invariant property of that degree, we have

$$
d_{L S}\left[I-\Phi_{f}(\cdot, 1), \Omega, 0\right]=d_{L S}\left[I-\Phi_{f}(\cdot, 0), \Omega, 0\right]
$$

When $\lambda=0$, we have $\Theta_{0}(\cdot)=0$, and $K_{0}(u)=0, \forall u \in P C^{1}$. Thus

$$
\Phi_{f}(u, 0)=P u+\frac{1}{T} \sum_{i=1}^{k} B_{i}+Q N_{f}(u)+K_{0}(u)=P u+\frac{1}{T} \sum_{i=1}^{k} B_{i}+Q N_{f}(u),
$$

and then all the solutions of $u-\Phi_{f}(u, 0)=0$ belong to $\mathcal{F}_{2}$. Thus

$$
u-\Phi_{f}(u, 0)=u-P u-\frac{1}{T} \sum_{i=1}^{k} B_{i}-Q N_{f}(u)=-\frac{1}{T} \sum_{i=1}^{k} B_{i}-Q N_{f}(u), \quad \text { on } \bar{\Omega} \cap \mathcal{F}_{2} .
$$

By the properties of the Leray-Schauder degree, we have

$$
d_{L S}\left[I-\Phi_{f}(\cdot, 0), \Omega, 0\right]=(-1)^{N} d_{B}\left[\omega, \Omega \cap \mathcal{F}_{2}, 0\right]
$$

where the function $\omega$ is defined in (18) and $d_{B}$ denotes the Brouwer degree. Since, by hypothesis $\left(4^{0}\right)$, this last degree is different from zero. Thus (1)-(4) has a solution. This completes the proof.

In the following, we will give an application of Theorem 2.5.
Assume:
$\left(\mathrm{H}_{2}\right) f(t, u, v)=\delta g(t, u, v)$, where $\delta$ is a positive parameter, and

$$
g(t, u, v)=\tau(t)\left(|u|^{q_{1}(t)-1} u+\mu(t)|v|^{q_{2}(t)}\right)+\gamma(t),
$$

where $q_{1}, q_{2} \in C(I, \mathbb{R})$, and $0 \leq q_{1}(t)<q_{2}(t), \forall t \in J$ or $0 \leq q_{2}(t)<q_{1}(t), \forall t \in J$.
$\left(\mathrm{H}_{3}\right) \mu=\left(\mu^{1}, \ldots, \mu^{N}\right) \in C\left(J, \mathbb{R}^{N}\right), \tau \in C(J, \mathbb{R})$, and $\tau$ satisfies $\tau_{1} \leq \min _{t \in J}|\tau(t)| \leq$ $\max _{t \in J}|\tau(t)| \leq \tau_{2}$, where $\tau_{1}$ and $\tau_{2}$ are positive constants.

Obviously, there exists a positive constant $\varepsilon$ such that

$$
C_{\#}:=\min _{t \in J}\left(\frac{\sigma}{2 N}\left|\frac{\sigma}{2} \varepsilon\right|^{q_{1}(t)}-\|\mu\|_{0}|N \varepsilon|^{q_{2}(t)}\right)>0
$$

where $\sigma=\frac{4 T}{4 T+1}$.
$\left(\mathrm{H}_{4}\right) \quad \sum_{i=1}^{k}\left|A_{i}\right| \leq \frac{\sigma}{4} \varepsilon, \sum_{i=1}^{k}\left|B_{i}\right| \leq \min \left\{\frac{1}{4} T \delta \tau_{1} C_{\#}, \min _{t \in I} \frac{\left.\frac{\varepsilon}{4 T+1}\right|^{p(t)}}{2\left(1+|N \varepsilon|^{q(t) p(t)} \frac{1}{q(t)}\right.}\right\}$.
$\left(\mathrm{H}_{5}\right) A_{i}^{j}(x, y) y^{j} \geq 0, \forall x, y \in \mathbb{R}^{N}, i=1, \ldots, k, j=1, \ldots, N$, and $\sum_{i=1}^{k} B_{i}(l, 0)=0, \forall l \in \mathbb{R}^{N}$.
$\left(\mathrm{H}_{6}\right) \gamma=\left(\gamma^{1}, \ldots, \gamma^{N}\right) \in C\left(J, \mathbb{R}^{N}\right)$ satisfies $\left|\gamma^{i}\right|_{0}<\frac{1}{2} \tau_{1} C_{\#}$, for any $j=1, \ldots, N$.
Denote

$$
\Omega_{\varepsilon}=\left\{u \in P C^{1} \mid \max _{1 \leq j \leq N}\left(\left|u^{j}\right|_{0}+\left|\left(u^{j}\right)^{\prime}\right|_{0}\right)<\varepsilon\right\} .
$$

Obviously, $\Omega_{\varepsilon}$ is an open subset of $P C^{1}$.

Theorem 2.6 If $\left(\mathrm{H}_{1}\right)-\left(\mathrm{H}_{6}\right)$ are satisfied, then problem (1)-(4) has at least one solution on $\overline{\Omega_{\varepsilon}}$, when the positive parameter $\delta$ is small enough.

Proof We denote $N(\cdot, \cdot): P C^{1} \times[0,1] \rightarrow L^{1}$ defined by

$$
N(u, \lambda)=\lambda N_{f}(u)+(1-\lambda)\left[Q N_{f}(u)+\frac{1}{T} \sum_{i=1}^{k} B_{i}\right],
$$

where $N_{f}(u)$ is defined by (12).

Let us consider the following problem:

$$
\begin{align*}
u & =\Phi_{f}(u, \lambda):=P u+\lambda \sum_{t_{i}<t} A_{i}+\lambda \frac{1}{T} \sum_{i=1}^{k} B_{i}+Q N(u, \lambda)+K_{\lambda}(u) \\
& =P u+\lambda \sum_{t_{i}<t} A_{i}+\frac{1}{T} \sum_{i=1}^{k} B_{i}+Q N_{f}(u)+K_{\lambda}(u) . \tag{23}
\end{align*}
$$

Obviously, $u$ is a solution of (1)-(4) if and only if $u$ is a solution of the abstract equation (23) when $\lambda=1$. We only need to prove that the conditions of Theorem 2.5 are satisfied.
$\left(1^{0}\right)$ When the positive parameter $\delta$ is small enough, for any $u \in \overline{\Omega_{\varepsilon}}$, we can see that the mapping $t \longmapsto \delta g\left(t, u, u^{\prime}\right)$ belongs to $\left\{u \in L^{1} \left\lvert\,\|u\|_{L^{1}}<\frac{1}{24}\right.\right\}$.
$\left(2^{0}\right)$ We shall prove that for each $\lambda \in(0,1)$ the problem

$$
\left\{\begin{array}{l}
\left(\varphi\left(t, u^{\prime}\right)\right)^{\prime}=\lambda f\left(t, u, u^{\prime}\right), \quad t \in(0, T), t \neq t_{i}, \\
\lim _{t \rightarrow t_{i}^{+}} u(t)-\lim _{t \rightarrow t_{i}^{-}} u(t)=\lambda A_{i}\left(\lim _{t \rightarrow t_{i}^{-}} u(t), \lim _{t \rightarrow t_{i}^{-}} u^{\prime}(t)\right), \quad i=1, \ldots, k, \\
\lim _{t \rightarrow t_{i}^{+}} \varphi\left(t, u^{\prime}(t)\right)-\lim _{t \rightarrow t_{i}^{-}} \varphi\left(t, u^{\prime}(t)\right) \\
\quad=\lambda B_{i}\left(\lim _{t \rightarrow t_{i}^{-}} u(t), \lim _{t \rightarrow t_{i}^{-}} u^{\prime}(t)\right), \quad i=1, \ldots, k \\
u(0)=u(T), \quad \text { and } \quad \varphi\left(0, u^{\prime}(0)\right)=\varphi\left(T, u^{\prime}(T)\right)
\end{array}\right.
$$

has no solution on $\partial \Omega_{\varepsilon}$.
If it is false, then there exists a $\lambda \in(0,1)$, and $u \in \partial \Omega_{\varepsilon}$ is a solution of (23). We have

$$
\varphi\left(t, u^{\prime}\right)=\rho+\lambda \sum_{t_{i}<t} B_{i}+\int_{0}^{t} \lambda f\left(r, u, u^{\prime}\right) d r, \quad \forall t \in J^{\prime}
$$

From the boundary value condition (4), we have

$$
\begin{equation*}
\int_{0}^{T} f\left(r, u, u^{\prime}\right) d r+\sum_{i=1}^{k} B_{i}=0 . \tag{24}
\end{equation*}
$$

Since $u \in \partial \Omega_{\varepsilon}$, there exists an $j \in\{1, \ldots, N\}$ such that $\left|u^{j}\right|_{0}+\left|\left(u^{j}\right)^{\prime}\right|_{0}=\varepsilon$.
(i) Suppose that $\left|u^{j}\right|_{0} \geq \sigma \varepsilon$, then $\left|\left(u^{j}\right)^{\prime}\right|_{0} \leq(1-\sigma) \varepsilon$. Let $0<r_{2}<r_{1}<T$, according to (2) and $\left(\mathrm{H}_{4}\right)$, we have

$$
\begin{aligned}
\left|u^{j}\left(r_{1}\right)-u^{j}\left(r_{2}\right)\right| & =\left|\int_{r_{2}}^{r_{1}}\left(u^{j}\right)^{\prime}(r) d r+\sum_{r_{2}<t_{i}<r_{1}} A_{i}\right| \\
& \leq \int_{0}^{T}\left|\left(u^{j}\right)^{\prime}(r)\right| d r+\sum_{r_{2}<t_{i}<r_{1}}\left|A_{i}\right| \\
& \leq \int_{0}^{T}(1-\sigma) \varepsilon d r+\sum_{i=1}^{k}\left|A_{i}\right| \leq \frac{\sigma}{4} \varepsilon+\frac{\sigma}{4} \varepsilon=\frac{\sigma}{2} \varepsilon .
\end{aligned}
$$

Since $\left|u^{j}\right|_{0} \geq \sigma \varepsilon$, we get $\left|u^{j}(t)\right| \geq \frac{\sigma}{2} \varepsilon$ for any $t \in J$. Obviously, $u^{j}$ has constant sign on $J$.

The condition $\left(\mathrm{H}_{3}\right)$ means that $\tau$ has constant sign on $J$. Thus $\tau u^{j}$ also has constant sign on $J$. Assume that $\tau u^{j}$ is positive, then we have

$$
\begin{aligned}
& \int_{0}^{T} f^{j}\left(t, u, u^{\prime}\right) d t+\sum_{i=1}^{k} B_{i}^{j} \\
& \quad \geq \int_{0}^{T} \delta\left\{|\tau(t)|\left(|u(t)|^{q_{1}(t)-1}\left|u^{j}(t)\right|-\left|\mu^{j}\right|_{0}\left|u^{\prime}(t)\right|^{q_{2}(t)}\right)-\left|\gamma^{j}(t)\right|\right\} d t-\sum_{i=1}^{k}\left|B_{i}\right| \\
& \quad \geq \frac{1}{4} T \delta \tau_{1} C_{\#}>0
\end{aligned}
$$

This is a contradiction to (24).
Assume that $\tau u^{i}$ is negative, from $\left(\mathrm{H}_{4}\right)$ and $\left(\mathrm{H}_{6}\right)$, then we have

$$
\begin{aligned}
& \int_{0}^{T} f^{j}\left(t, u, u^{\prime}\right) d t+\sum_{i=1}^{k} B_{i}^{j} \\
& \quad \leq \int_{0}^{T}-\delta\left\{|\tau(t)|\left(|u(t)|^{q_{1}(t)-1}\left|u^{j}(t)\right|-\left|\mu^{j}\right|_{0}\left|u^{\prime}(t)\right|^{q_{2}(t)}\right)-\left|\gamma^{j}(t)\right|\right\} d t+\sum_{i=1}^{k}\left|B_{i}\right| \\
& \quad \leq-\frac{1}{4} T \delta \tau_{1} C_{\#}<0
\end{aligned}
$$

This is a contradiction to (24).
(ii) Suppose that $\left|u^{j}\right|_{0}<\sigma \varepsilon$, then $(1-\sigma) \varepsilon<\left|\left(u^{j}\right)^{\prime}\right|_{0} \leq \varepsilon$. This implies that $\left|\left(u^{j}\right)^{\prime}\left(s_{2}\right)\right|>(1-$ $\sigma) \varepsilon=\frac{1}{4 T+1} \varepsilon$ for some $s_{2} \in J^{\prime}$. Without loss of generality, we may assume that $\left(u^{j}\right)^{\prime}\left(s_{2}\right)>0$, the discussion of the case of $\left(u^{j}\right)^{\prime}\left(s_{2}\right)<0$ is similar.
$\left(\mathrm{a}^{0}\right)$ Suppose that $\inf _{t \in J^{\prime}}\left(u^{j}\right)^{\prime}(t)>0$. From $\left(\mathrm{H}_{5}\right)$, we have

$$
A_{i}^{j}\left(\lim _{t \rightarrow t_{i}^{-}} u(t), \lim _{t \rightarrow t_{i}^{-}} u^{\prime}(t)\right) \geq 0, \quad i=1, \ldots, k .
$$

Since

$$
u^{j}(t)=u^{j}(0)+\int_{0}^{t}\left(u^{j}\right)^{\prime}(t) d t+\sum_{t_{i}<t} A_{i}^{j}
$$

we can see that $u^{j}(t)$ is increasing, and $u^{j}(T)>u^{j}(0)$. This is a contradiction to (4).
$\left(\mathrm{b}^{0}\right)$ Suppose that $\inf _{t \in J^{\prime}}\left(u^{j}\right)^{\prime}(t)<0$. Then there exists $r_{0}^{j} \in J^{\prime}$ such that $\left(u^{j}\right)^{\prime}\left(r_{0}^{j}\right)<0$. Denote

$$
\varphi^{j}\left(t, u^{\prime}\right)(t)=\frac{\left|u^{\prime}\right|^{p(t)-1}\left(u^{j}\right)^{\prime}(t)}{\left(1+\left|u^{\prime}\right|^{q(t) p(t)}\right)^{\frac{1}{q(t)}}} .
$$

We have

$$
\varphi^{j}\left(s_{2}, u^{\prime}\right)\left(s_{2}\right)-\varphi^{j}\left(r_{0}^{j}, u^{\prime}\right)\left(r_{0}^{j}\right)=\lambda \int_{r_{0}^{j}}^{s_{2}} f^{j}\left(t, u, u^{\prime}\right) d t+\lambda \sum_{r_{0}^{j}<t_{i}<s_{2}} B_{i}^{j}+\lambda \sum_{s_{2}<t_{i}<r_{0}^{j}} B_{i}^{j} .
$$

According to $\left(\mathrm{H}_{2}\right)$ and $\left(\mathrm{H}_{4}\right)$, when the positive parameter $\delta$ is small enough, we have

$$
\begin{aligned}
& \frac{\left\lvert\, \frac{\varepsilon}{4 T+1}\right.}{\left(1+|N \varepsilon|^{q\left(s_{2}\right)}\right.}\left.\leq \mid \varphi^{j}\left(s_{2}\right) p u^{\prime}\right)\left(s_{2}\right)\left|\leq\left|\varphi^{j}\left(s_{2}, u^{\prime}\right)\left(s_{2}\right)-\varphi^{j}\left(t_{0}^{j}, u^{\prime}\right)\left(t_{0}^{j}\right)\right|\right. \\
& \leq \lambda \int_{0}^{T\left(s_{2}\right)} \\
&\left|f^{j}\left(t, u, u^{\prime}\right)\right| d t+\lambda\left|\sum_{r_{0}^{j}<t_{i}<s_{2}} B_{i}^{j}\right|+\lambda\left|\sum_{s_{2}<t_{i}<r_{0}^{j}} B_{i}^{j}\right| \\
& \leq \delta \int_{0}^{T} \tau_{2}\left[|N \varepsilon|^{q_{1}(r)}+\|\mu\|_{0}|N \varepsilon|^{q_{2}(t)}+\|\gamma\|_{0}\right] d t+\sum_{i=1}^{k}\left|B_{i}\right| \\
&<\frac{\left|\frac{\varepsilon}{4 T+1}\right|^{p\left(s_{2}\right)}}{\left(1+|N \varepsilon|^{q\left(s_{2}\right) p\left(s_{2}\right)}\right)^{\frac{1}{q\left(s_{2}\right)}}}
\end{aligned}
$$

This is a contradiction to (4).
$\left(\mathrm{c}^{0}\right)$ Suppose that $\inf _{t \in J^{\prime}}\left(u^{j}\right)^{\prime}(t)=0$. Similar to the proof of $\left(\mathrm{b}^{0}\right)$, we can get a contradiction to (4).

Summarizing this argument, for each $\lambda \in(0,1)$, problem (23) has no solution on $\partial \Omega_{\varepsilon}$.
$\left(3^{0}\right)$ From $\left(\mathrm{H}_{2}\right),\left(\mathrm{H}_{5}\right)$, and $\left(\mathrm{H}_{6}\right)$, it is easy to see that

$$
\omega(l)=\int_{0}^{T} f(t, l, 0) d t+\sum_{i=1}^{k} B_{i}(l, 0)=\int_{0}^{T}\left(\tau(t)|l|^{q_{1}(t)-1} l+\gamma(t)\right) d t=0
$$

has no solution on $\partial \Omega \cap \mathcal{F}_{2}$.
$\left(4^{0}\right)$ Let

$$
h(t, l, \lambda)=\lambda \omega(l)+(1-\lambda) \frac{\tau(t)}{|\tau(t)|} l=\lambda \int_{0}^{T}\left(\tau(t)|l|^{q_{1}(t)-1} l+\gamma(t)\right) d t+(1-\lambda) \frac{\tau(t)}{|\tau(t)|} l .
$$

According to $\left(\mathrm{H}_{6}\right)$, it is easy to see that $\omega^{i}(l)$ and $\frac{\tau(t)}{|\tau(t)|} i^{i}$ have the same sign for any $\left|l^{i}\right|=\varepsilon$.
Denote

$$
\Psi(l, \lambda)=\int_{0}^{T} h(t, l, \lambda) d t
$$

For any $\lambda \in[0,1]$, we see that $\Psi(l, \lambda)=0$ does not have solutions on $\partial \Omega_{\varepsilon} \cap \mathcal{F}_{2}$, then the Brouwer degree

$$
d_{B}\left[\omega, \Omega_{\varepsilon} \cap \mathcal{F}_{2}, 0\right]=d_{B}\left[\Psi(l, 1), \Omega_{\varepsilon} \cap \mathcal{F}_{2}, 0\right]=d_{B}\left[\Psi(l, 0), \Omega_{\varepsilon} \cap \mathcal{F}_{2}, 0\right] \neq 0
$$

Since (23) does not have solutions on $\partial \Omega_{\varepsilon}$, we have

$$
d_{L S}\left[I-\Phi_{f}(\cdot, 1), \Omega_{\varepsilon}, 0\right]=d_{L S}\left[I-\Phi_{f}(\cdot, 0), \Omega_{\varepsilon}, 0\right]
$$

Since

$$
d_{L S}\left[I-\Phi_{f}(\cdot, 0), \Omega_{\varepsilon}, 0\right]=(-1)^{N} d_{B}\left[\varpi, \Omega_{\varepsilon} \cap \mathcal{F}_{2}, 0\right]=(-1)^{N} d_{B}\left[\Psi(l, 0), \Omega_{\varepsilon} \cap \mathcal{F}_{2}, 0\right] \neq 0
$$

we have

$$
d_{L S}\left[I-\Phi_{f}(\cdot, 1), \Omega_{\varepsilon}, 0\right]=(-1)^{N} d_{B}\left[\varpi, \Omega_{\varepsilon} \cap \mathcal{F}_{2}, 0\right] \neq 0
$$

This completes the proof.

## 3 Dirichlet boundary value problems

In this section, we will discuss the existence of solutions of variable exponent mean curvature impulsive system Dirichlet boundary value problems, i.e. the existence of a solution of (1)-(3) and (5).

### 3.1 Preliminary

Let us now consider the following simple problem:

$$
\begin{equation*}
\left(\varphi\left(t, u^{\prime}(t)\right)\right)^{\prime}=g(t), \quad t \in(0, T), t \neq t_{i}, \tag{25}
\end{equation*}
$$

with the following impulsive boundary value conditions:

$$
\left\{\begin{array}{l}
\lim _{t \rightarrow t_{i}^{+}} u(t)-\lim _{t \rightarrow t_{i}^{-}} u(t)=a_{i}, \quad i=1, \ldots, k,  \tag{26}\\
\lim _{t \rightarrow t_{i}^{+}} \varphi\left(t, u^{\prime}(t)\right)-\lim _{t \rightarrow t_{i}^{-}} \varphi\left(t, u^{\prime}(t)\right)=b_{i}, \quad i=1, \ldots, k, \\
u(0)=u(T)=0,
\end{array}\right.
$$

where $a_{i}, b_{i} \in \mathbb{R}^{N}, \sum_{i=1}^{k}\left|b_{i}\right|<1 ; g \in L^{1}$.
If $u$ is a solution of (25) with (26), by integrating (25) from 0 to $t$, we find that

$$
\begin{equation*}
\varphi\left(t, u^{\prime}(t)\right)=\varphi\left(0, u^{\prime}(0)\right)+\sum_{t_{i}<t} b_{i}+\int_{0}^{t} g(t) d t, \quad \forall t \in J^{\prime} . \tag{27}
\end{equation*}
$$

Denote $\rho=\varphi\left(0, u^{\prime}(0)\right)$.
From the definition of $\varphi$, we can see that

$$
\sup _{t \in J}\left|\rho+\sum_{t_{i}<t} b_{i}+F(g)(t)\right|<1 .
$$

Denote

$$
\widetilde{U}_{b}=\left\{h \in L^{1} \mid \text { there exists } \rho \in \mathbb{R}^{N} \text { such that } \sup _{t \in J}\left|\rho+\sum_{t_{i}<t} b_{i}+F(h)(t)\right|<1\right\} .
$$

By (27), we have

$$
u(t)=\sum_{t_{i}<t} a_{i}+F\left\{\varphi^{-1}\left[t,\left(\rho+\sum_{t_{i}<t} b_{i}+F(g)\right)\right]\right\}(t), \quad \forall t \in J .
$$

The boundary value conditions imply that

$$
\sum_{i=1}^{k} a_{i}+\int_{0}^{T} \varphi^{-1}\left\{t,\left[\rho+\sum_{t_{i}<t} b_{i}+F(g)(t)\right]\right\} d t=0 .
$$

Denote $a=\left(a_{1}, \ldots, a_{k}\right) \in \mathbb{R}^{k N}, b=\left(b_{1}, \ldots, b_{k}\right) \in \mathbb{R}^{k N}$. It is easy to see that $\rho$ is dependent on $a, b$, and $g$. For fixed $g \in \widetilde{U}_{b}, a \in \mathbb{R}^{k N}$, we define

$$
\Lambda_{(a, b, g)}(\rho)=\sum_{i=1}^{k} a_{i}+\int_{0}^{T} \varphi^{-1}\left\{t,\left[\rho+\sum_{t_{i}<t} b_{i}+F(g)(t)\right]\right\} d t .
$$

Denote

$$
\begin{aligned}
U_{a, b}= & \left\{h \in \tilde{U}_{b} \mid \text { there exists } \rho \in \mathbb{R}^{N}\right. \text { such that } \\
& \left.\sup _{t \in J}\left|\rho+\sum_{t_{i}<t} b_{i}+F(h)(t)\right|<1 \text { and } \Lambda_{(a, b, h)}(\rho)=0\right\} .
\end{aligned}
$$

If (25) with (26) has a solution in $P C^{1}$, we must have $g(\cdot) \in U_{a, b}$.
Denote $W=\mathbb{R}^{2 k N} \times L^{1}$ with the norm

$$
\|w\|_{W}=\sum_{i=1}^{k}\left|a_{i}\right|+\sum_{i=1}^{k}\left|b_{i}\right|+\|g\|_{L^{1}}, \quad \forall w=(a, b, g) \in W
$$

then $W$ is a Banach space.
Copying the proof of Lemma 2.2, we have the following.

Lemma 3.1 The function $\Lambda_{w}(\cdot)$ has the following properties:
(1 $1^{0}$ ) For any fixed $(a, b) \in \mathcal{M}_{1} \times \mathcal{M}_{2}, \forall h \in U_{a, b}$, the equation

$$
\Lambda_{w}(\rho)=0, \quad \text { where } w=(a, b, h) \in W
$$

has a unique solution $\rho(w) \in \mathbb{R}^{N}$, where $\mathcal{M}_{1}, \mathcal{M}_{2}$ are defined in (10) and (11).
$\left(2^{0}\right)$ For any fixed $a=\left(a_{1}, \ldots, a_{k}\right) \in \mathcal{M}_{1}, b=\left(b_{1}, \ldots, b_{k}\right) \in \mathcal{M}_{2}, U_{a, b}$ contains the open ball $E_{\#}\left(0, \frac{1}{12}\right):=\left\{u \in L^{1} \left\lvert\,\|u\|_{L^{1}}<\frac{1}{12}\right.\right\}$, and then defines a mapping $\rho: \mathcal{M}_{1} \times \mathcal{M}_{2} \times$ $E_{\#}\left(0, \frac{1}{12}\right) \rightarrow \mathbb{R}^{N}$.
$\left(3^{0}\right)$ The function $\rho: \mathcal{M}_{1} \times \mathcal{M}_{2} \times E_{\#}\left(0, \frac{1}{12}\right) \rightarrow \mathbb{R}^{N}$, defined in $\left(2^{0}\right)$, is continuous and bounded.
$\left(4^{0}\right)$ For any fixed $a=\left(a_{1}, \ldots, a_{k}\right) \in \mathcal{M}_{1}, b=\left(b_{1}, \ldots, b_{k}\right) \in \mathcal{M}_{2}$, the set $U_{a, b}$ is open and unbounded in $L^{1}$.

We continue now with our argument previous to Lemma 3.1.
Define the nonlinear operator $K_{(a, b)}: U_{a, b} \rightarrow P C^{1}$, as

$$
K_{(a, b)}(h)(t)=F\left\{\varphi^{-1}\left[t,\left(\rho+\sum_{t_{i}<t} b_{i}+F(h)\right)\right]\right\}(t), \quad \forall t \in J .
$$

Similar to the proof of the Lemma 2.3, we have the following.

Lemma 3.2 $\operatorname{If}(a, b) \in \mathcal{M}_{1} \times \mathcal{M}_{2}$, then the operator $K_{(a, b)}(\cdot)$ is continuous and sends closed equi-integrable subsets of $U_{a, b}$ into relatively compact sets in $P C^{1}$.

Denote

$$
G(u)=F\left\{\varphi^{-1}\left[t,\left(\rho+\sum_{t_{i}<t} B_{i}+F\left(N_{f}\right)(u)\right)\right]\right\}(t)
$$

and

$$
\Lambda_{u}^{*}(\rho)=\sum_{i=1}^{k} A_{i}+\int_{0}^{T} \varphi^{-1}\left\{t,\left[\rho+\sum_{t_{i}<t} B_{i}+\int_{0}^{t} f\left(r, u, u^{\prime}\right) d r\right]\right\} d t,
$$

where $A_{i}, B_{i}$ are defined in (19), $\rho$ is a solution of $\Lambda_{u}^{*}(\rho)=0$.

Similar to the proof of Lemma 2.4, we have the following.

Lemma 3.3 If $\left(\mathrm{H}_{1}\right)$ is satisfied, then $u$ is a solution of (1)-(3) and (5), if and only if $u$ is a solution of the following abstract operator equation:

$$
u=\sum_{t_{i}<t} A_{i}+G(u) .
$$

### 3.2 Existence of solutions

In this subsection, we will apply the Leray-Schauder degree to deal with the existence of solutions of (1)-(3) and (5).

Theorem 3.4 If $\left(\mathrm{H}_{1}\right)$ is satisfied, $\Omega \subset P C^{1}$ is open bounded such that the following conditions hold:
$\left(1^{0}\right)$ For any $u \in \bar{\Omega}$, the mapping $t \rightarrow f\left(t, u, u^{\prime}\right)$ belongs to $\left\{u \in L^{1} \left\lvert\,\|u\|_{L^{1}}<\frac{1}{12}\right.\right\}$.
$\left(2^{0}\right)$ For each $\lambda \in(0,1)$, the problem

$$
\left\{\begin{array}{l}
\left(\varphi\left(t, u^{\prime}\right)\right)^{\prime}=\lambda f\left(t, u, u^{\prime}\right), \quad t \in(0, T), t \neq t_{i},  \tag{28}\\
\lim _{t \rightarrow t_{i}^{+}} u(t)-\lim _{t \rightarrow t_{i}^{-}} u(t) \\
\quad=\lambda A_{i}\left(\lim _{t \rightarrow t_{i}^{-}} u(t), \lim _{t \rightarrow t_{i}^{-}} u^{\prime}(t)\right), \quad i=1, \ldots, k \\
\lim _{t \rightarrow t_{i}^{+}} \varphi\left(t, u^{\prime}(t)\right)-\lim _{t \rightarrow t_{i}^{-}} \varphi\left(t, u^{\prime}(t)\right) \\
\quad=\lambda B_{i}\left(\lim _{t \rightarrow t_{i}^{-}} u(t), \lim _{t \rightarrow t_{i}^{-}} u^{\prime}(t)\right), \quad i=1, \ldots, k \\
u(0)=u(T)=0
\end{array}\right.
$$

has no solution on $\partial \Omega$;
$\left(3^{0}\right) 0 \in \Omega$.
Then (1)-(3), and (5) have a solution on $\bar{\Omega}$.

Proof Denote

$$
G_{\lambda}(u)(t)=F\left\{\varphi^{-1}\left[t,\left(\rho+\lambda \sum_{t_{i}<t} B_{i}+F\left(\lambda N_{f}(u)\right)\right)\right]\right\}(t), \quad \forall t \in J
$$

where $\rho=\rho(\lambda, u)$ is the solution of $\lambda \sum_{i=1}^{k} A_{i}+G_{\lambda}(u)=0, N_{f}(u)$ is defined by (12), $A_{i}, B_{i}$ are defined in (19).

From $\left(1^{0}\right)$, we can see that $\lambda N_{f}(u) \in E_{\#}\left(0, \frac{1}{12}\right) \subset L^{1}, \forall u \in \bar{\Omega}, \forall \lambda \in[0,1]$. Combining $\left(\mathrm{H}_{1}\right)$ and Lemma 3.1, we can see that there exists only one $\rho=\rho(\lambda, u) \in \mathcal{F}_{2}$ such that

$$
\sup _{t \in J}\left|\rho+\lambda \sum_{t_{i}<t} B_{i}+F\left(\lambda N_{f}(u)\right)\right|<1 \quad \text { and } \quad \lambda \sum_{i=1}^{k} A_{i}+G_{\lambda}(u)=0, \quad \forall \lambda \in[0,1], \forall u \in \bar{\Omega} .
$$

Let

$$
\Psi_{f}(u, \lambda):=\lambda \sum_{t_{i}<t} A_{i}+G_{\lambda}(u),
$$

then the fixed point of $\Psi_{f}(u, 1)$ is a solution for (1)-(3) and (5). Also problem (28) can be written in the equivalent form

$$
\begin{equation*}
u=\Psi_{f}(u, \lambda) . \tag{29}
\end{equation*}
$$

Since $f$ is Caratheodory, it is easy to see that $N(\cdot)$ is continuous and sends bounded sets into equi-integrable sets. According to Lemma 3.2, we can conclude that $\Psi_{f}$ is compact continuous on $\bar{\Omega} \times[0,1]$. From Lemma 3.3, we can see that problem (1)-(3) and (5) is equivalent to $u=\Psi_{f}(u, 1)$. We assume that for $\lambda=1$, (29) does not have a solution on $\partial \Omega$, otherwise we complete the proof. Now, from hypothesis $\left(2^{0}\right)$, it follows that (29) has no solution for $(u, \lambda) \in \partial \Omega \times(0,1]$. For $\lambda=0,(28)$ is equivalent to the following usual differential equation boundary value problem:

$$
\left\{\begin{array}{l}
-\left(\varphi\left(t, u^{\prime}\right)\right)^{\prime}=0, \quad t \in(0, T) \\
u(0)=u(T)=0
\end{array}\right.
$$

When $\lambda=0$, the problem is a usual differential equation boundary value problem. Hence $\varphi\left(t, u^{\prime}(t)\right) \equiv c$, where $c \in \mathcal{F}_{2}$ is a constant mapping. Since $u(0)=u(T)$, for any $i \in\{1, \ldots, N\}$, there exists $r_{0}^{i} \in(0, T)$, such that $\left(u^{i}\right)^{\prime}\left(r_{0}^{i}\right)=0$, hence $\left(u^{i}\right)^{\prime} \equiv 0$, we have $u \equiv l \in \mathcal{F}_{2}$. Thus, we have

$$
u=0,
$$

which, together with hypothesis $\left(3^{0}\right)$, implies that $0 \in \Omega$. Thus we have proved that (29) has no solution $(u, \lambda)$ on $\partial \Omega \times[0,1]$, then we see that, for each $\lambda \in[0,1]$, the Leray-Schauder degree $d_{L S}\left[I-\Psi_{f}(\cdot, \lambda), \Omega, 0\right]$ is well defined. From the condition $\left(3^{0}\right)$ and the homotopy invariant property of that degree, we have

$$
d_{L S}\left[I-\Psi_{f}(\cdot, 1), \Omega, 0\right]=d_{L S}\left[I-\Psi_{f}(\cdot, 0), \Omega, 0\right]=1 \neq 0
$$

Thus (1)-(3) and (5) has a solution. This completes the proof.

In the following, we will give an application of Theorem 3.4.
Assume the following.
$\left(\mathrm{H}_{7}\right) f(t, u, v)=\delta g(t, u, v)$, where $\delta$ is a positive parameter, $g$ is defined in $\left(\mathrm{H}_{2}\right)$.

Denote

$$
\Omega_{*}=\left\{\left.u \in P C^{1}\left|\|u\|_{1}<2 N(1+T) \max _{t \in J}\right| \varphi^{-1}\left(t, \frac{11}{12}\right) \right\rvert\,\right\} .
$$

Theorem 3.5 If $\left(\mathrm{H}_{1}\right)$ and $\left(\mathrm{H}_{7}\right)$ are satisfied, then problem (1)-(3) and (5) has at least one solution on $\overline{\Omega_{*}}$, when the positive parameter $\delta$ is small enough.

Proof Let us consider the following problem:

$$
\begin{equation*}
u=\Psi_{f}(u, \lambda):=\lambda \sum_{t_{i}<t} A_{i}+G_{\lambda}(u) . \tag{30}
\end{equation*}
$$

Obviously, $u$ is a solution of (1)-(3) and (5) if and only if $u$ is a solution of the abstract equation (30) when $\lambda=1$. We only need to prove that the conditions of Lemma 3.1 are satisfied.
$\left(1^{0}\right)$ When the positive parameter $\delta$ is small enough, for any $u \in \overline{\Omega_{*}}$, we can see that the mapping $t \longmapsto \delta g\left(t, u, u^{\prime}\right)$ belongs to $\left\{u \in L^{1} \left\lvert\,\|u\|_{L^{1}}<\frac{1}{12}\right.\right\}$.
$\left(2^{0}\right)$ We shall prove that for each $\lambda \in(0,1)$ the problem

$$
\left\{\begin{array}{l}
\left(\varphi\left(t, u^{\prime}\right)\right)^{\prime}=\lambda f\left(t, u, u^{\prime}\right), \quad t \in(0, T), t \neq t_{i}, \\
\lim _{t \rightarrow t_{i}^{+}} u(t)-\lim _{t \rightarrow t_{i}^{-}} u(t)=\lambda A_{i}\left(\lim _{t \rightarrow t_{i}^{-}} u(t), \lim _{t \rightarrow t_{i}^{-}} u^{\prime}(t)\right), \quad i=1, \ldots, k, \\
\lim _{t \rightarrow t_{i}^{+}} \varphi\left(t, u^{\prime}(t)\right)-\lim _{t \rightarrow t_{i}^{-}} \varphi\left(t, u^{\prime}(t)\right) \\
\quad=\lambda B_{i}\left(\lim _{t \rightarrow t_{i}^{-}} u(t), \lim _{t \rightarrow t_{i}^{-}} u^{\prime}(t)\right), \quad i=1, \ldots, k, \\
u(0)=u(T)=0
\end{array}\right.
$$

has no solution on $\partial \Omega_{*}$.
If it is false, then there exists a $\lambda \in(0,1)$, and $u \in \partial \Omega_{*}$ is a solution of (30). We have

$$
\varphi\left(t, u^{\prime}\right)=\rho+\lambda \sum_{t_{i}<t} B_{i}+\int_{0}^{t} \lambda f\left(r, u, u^{\prime}\right) d r, \quad \forall t \in J^{\prime}
$$

From the proof of Lemma 2.2, we can see that $|\rho|<\frac{2}{3}$. Obviously

$$
\left|\rho+\lambda \sum_{t_{i}<t} B_{i}+\int_{0}^{t} \lambda f\left(r, u, u^{\prime}\right) d r\right|<\frac{11}{12} .
$$

It is easy to verify that $\|u\|_{1}<2 N(1+T) \max _{t \in J}\left|\varphi^{-1}\left(t, \frac{11}{12}\right)\right|$.
This is a contradiction.
Thus, for each $\lambda \in(0,1)$, problem (30) has no solution on $\partial \Omega_{*}$.
$\left(3^{0}\right)$ Obviously $0 \in \Omega_{*}$.
This completes the proof.

## 4 Neumann boundary value problems

In this section, we will discuss the existence of solutions of variable exponent mean curvature impulsive system Neumann boundary value problems, i.e. the existence of a solution of (1)-(3) and (6).

### 4.1 Preliminary

Let us now consider the following simple problem:

$$
\begin{equation*}
\left(\varphi\left(t, u^{\prime}(t)\right)\right)^{\prime}=g(t), \quad t \in(0, T), t \neq t_{i} \tag{31}
\end{equation*}
$$

with the following impulsive boundary value conditions:

$$
\left\{\begin{array}{l}
\lim _{t \rightarrow t_{i}^{+}} u(t)-\lim _{t \rightarrow t_{i}^{-}} u\left(t_{i}\right)=a_{i}, \quad i=1, \ldots, k,  \tag{32}\\
\lim _{t \rightarrow t_{i}^{+}} \varphi\left(t, u^{\prime}(t)\right)-\lim _{t \rightarrow t_{i}^{-}} \varphi\left(t, u^{\prime}(t)\right)=b_{i}, \quad i=1, \ldots, k \\
u^{\prime}(0)=u^{\prime}(T)=0,
\end{array}\right.
$$

where $a_{i}, b_{i} \in \mathbb{R}^{N}, \sum_{i=1}^{k}\left|b_{i}\right|<1 ; g \in L^{1}$ and it satisfies $\int_{0}^{T} g(t) d t+\sum_{i=1}^{k} b_{i}=0$.
Denote $a=\left(a_{1}, \ldots, a_{k}\right) \in \mathbb{R}^{k N}, b=\left(b_{1}, \ldots, b_{k}\right) \in \mathbb{R}^{k N}$, and

$$
L_{m}^{1}=\left\{v \in L^{1} \mid \int_{0}^{T} v(t) d t=0\right\} .
$$

Let $h(t)=g(t)+\frac{1}{T} \sum_{i=1}^{k} b_{i}$, then $h \in L_{m}^{1} . u^{\prime}(0)=u^{\prime}(T)=0$ implies $\varphi\left(0, u^{\prime}(0)\right)=\varphi(T$, $\left.u^{\prime}(T)\right)=0$.

If $u$ is a solution of (31) with (32), by integrating (31) from 0 to $t$, we find that

$$
\begin{equation*}
\varphi\left(t, u^{\prime}(t)\right)=\sum_{t_{i}<t} b_{i}+\int_{0}^{t}\left[h(r)-\frac{1}{T} \sum_{i=1}^{k} b_{i}\right] d r, \quad \forall t \in J^{\prime} . \tag{33}
\end{equation*}
$$

From the definition of $\varphi$, we can see that

$$
\sup _{t \in J}\left|\varphi\left(t, u^{\prime}(t)\right)\right|=\sup _{t \in J}\left|\sum_{t_{i}<t} b_{i}+F\left(h-\frac{1}{T} \sum_{i=1}^{k} b_{i}\right)(t)\right|<1 .
$$

Denote

$$
V_{b}=\left\{\left.h \in L_{m}^{1}\left|\sup _{t \in J}\right| \sum_{t_{i}<t} b_{i}+F\left(h-\frac{1}{T} \sum_{i=1}^{k} b_{i}\right)(t) \right\rvert\,<1\right\} .
$$

By (33), we have

$$
u(t)=u(0)+\sum_{t_{i}<t} a_{i}+F\left\{\varphi^{-1}\left[t,\left(\sum_{t_{i}<t} b_{i}+F\left(h-\frac{1}{T} \sum_{i=1}^{k} b_{i}\right)\right)\right]\right\}(t), \quad \forall t \in J .
$$

We can split $L^{1}$ as $L^{1}=L_{m}^{1}+\mathcal{F}_{2}$, where $\mathcal{F}_{2}$ is the $N$-dimensional subspace of constant mappings. The operator $Q$ is a continuous projection from $L^{1}$ onto $\mathcal{F}_{2}$. Let us consider the subset $\widehat{V}_{b}$ of $L^{1}$ which is given by

$$
\widehat{V}_{b}=V_{b}+\mathcal{F}_{2},
$$

and the nonlinear operator $M_{*}: \widehat{V}_{b} \rightarrow P C^{1}$, as

$$
M_{*}(h)(t)=F\left\{\varphi^{-1}\left[t,\left(\sum_{t_{i}<t} b_{i}+F(h)\right)\right]\right\}(t), \quad \forall t \in J .
$$

Copying the proof of Lemma 2.3, we have the following.

Lemma 4.1 The operator $\left(M_{*} \circ \Theta_{b}\right)(\cdot)$ is continuous and sends closed equi-integrable subsets of $\widehat{V}_{b}$ into relatively compact sets in $P C^{1}$.
Denote

$$
\begin{aligned}
& \Theta_{\#}\left(N_{f}(u)\right)=(I-Q) N_{f}(u)-\frac{1}{T} \sum_{i=1}^{k} B_{i}, \\
& M(u)=F\left\{\varphi^{-1}\left[t,\left(\sum_{t_{i}<t} B_{i}+F\left(\Theta_{\#}\left(N_{f}(u)\right)\right)\right)\right]\right\},
\end{aligned}
$$

where $B_{i}$ is defined in (19).

Similar to the proof of Lemma 2.4, we have the following.

Lemma $4.2 u$ is a solution of (1)-(3) and (6) if and only if $u$ is a solution of the following abstract equation:

$$
u=P u+\sum_{t_{i}<t} A_{i}+\frac{1}{T} \sum_{i=1}^{k} B_{i}+Q N_{f}(u)+M(u)
$$

where $A_{i}, B_{i}$ are defined in (19).

### 4.2 Existence of solutions

In this subsection, we will apply the Leray-Schauder degree to deal with the existence of solutions for (1)-(3) and (6).
Assume the following.
$\left(\mathrm{H}_{8}\right) \quad \sum_{i=1}^{k}\left|B_{i}\right| \leq \frac{1}{3}$.
Theorem 4.3 If $\left(\mathrm{H}_{8}\right)$ is satisfied, $\Omega$ is an open bounded set in $P C^{1}$ such that the following conditions hold:
$\left(1^{0}\right)$ For any $u \in \bar{\Omega}$, the mapping $t \rightarrow f\left(t, u, u^{\prime}\right)$ belongs to $\left\{u \in L^{1} \left\lvert\,\|u\|_{L^{1}}<\frac{1}{6}\right.\right\}$.
$\left(2^{0}\right)$ For each $\lambda \in(0,1)$, the problem

$$
\left\{\begin{array}{l}
\left(\varphi\left(t, u^{\prime}\right)\right)^{\prime}=\lambda f\left(t, u, u^{\prime}\right), \quad t \in(0, T), t \neq t_{i}, \\
\lim _{t \rightarrow t_{i}^{+}} u(t)-\lim _{t \rightarrow t_{i}^{-}} u(t)=\lambda A_{i}\left(\lim _{t \rightarrow t_{i}^{-}} u(t), \lim _{t \rightarrow t_{i}^{-}} u^{\prime}(t)\right), \quad i=1, \ldots, k, \\
\lim _{t \rightarrow t_{i}^{+}} \varphi\left(t, u^{\prime}(t)\right)-\lim _{t \rightarrow t_{i}^{-}} \varphi\left(t, u^{\prime}(t)\right) \\
\quad=\lambda B_{i}\left(\lim _{t \rightarrow t_{i}^{-}} u(t), \lim _{t \rightarrow t_{i}^{-}} u^{\prime}(t)\right), \quad i=1, \ldots, k, \\
u^{\prime}(0)=u^{\prime}(T)=0
\end{array}\right.
$$

has no solution on $\partial \Omega$.
(3 ${ }^{0}$ ) The equation

$$
\omega(l):=\frac{1}{T} \int_{0}^{T} f(r, l, 0) d r+\frac{1}{T} \sum_{i=1}^{k} B_{i}(l, 0)=0
$$

has no solution on $\partial \Omega \cap \mathcal{F}_{2}$;
(4 $4^{0}$ ) The Brouwer degree $d_{B}\left[\omega, \Omega \cap \mathcal{F}_{2}, 0\right] \neq 0$.
Then (1)-(3) and (6) has a solution on $\bar{\Omega}$.

Proof It is similar to the proof of Theorem 2.6, we omit it here.

In the following, we will give an application of Theorem 4.3.
Assume the following.
$\left(\mathrm{H}_{9}\right) \quad \sum_{i=1}^{k} B_{i}(l, 0)=0, \forall l \in \mathbb{R}^{N}$.
$\left(\mathrm{H}_{10}\right) \quad \gamma=\left(\gamma^{1}, \ldots, \gamma^{N}\right) \in C\left(J, \mathbb{R}^{N}\right)$ satisfies $\left|\gamma^{i}\right|_{0}<\frac{1}{2} \tau_{1} C_{\#}$, for any $j=1, \ldots, N$, where $C_{\#}$ is defined before $\left(\mathrm{H}_{4}\right)$.

Denote

$$
\Omega_{\varepsilon}=\left\{u \in P C^{1} \mid \max _{1 \leq j \leq N}\left(\left|u^{j}\right|_{0}+\left|\left(u^{j}\right)^{\prime}\right|_{0}\right)<\varepsilon\right\} .
$$

Obviously, $\Omega_{\varepsilon}$ is an open subset of $P C^{1}$.
Theorem 4.4 If $\left(\mathrm{H}_{2}\right)-\left(\mathrm{H}_{4}\right)$ and $\left(\mathrm{H}_{8}\right)-\left(\mathrm{H}_{10}\right)$ are satisfied, then problem (1)-(3) and (6) has at least one solution on $\overline{\Omega_{\varepsilon}}$, when the positive parameter $\delta$ is small enough.

Proof We denote $N(\cdot, \cdot): P C^{1} \times[0,1] \rightarrow L^{1}$ defined by

$$
N(u, \lambda)=\lambda N_{f}(u)+(1-\lambda)\left[Q N_{f}(u)+\frac{1}{T} \sum_{i=1}^{k} B_{i}\right] .
$$

Let us consider the problem

$$
\begin{align*}
u & =\Phi_{f}(u, \lambda)=P u+\lambda \sum_{t_{i}<t} A_{i}+\lambda \frac{1}{T} \sum_{i=1}^{k} B_{i}+Q N(u, \lambda)+M_{\lambda}(u) \\
& =P u+\lambda \sum_{t_{i}<t} A_{i}+\frac{1}{T} \sum_{i=1}^{k} B_{i}+Q N_{f}(u)+M_{\lambda}(u), \tag{34}
\end{align*}
$$

where $A_{i}, B_{i}$ are defined in (19).
It is easy to see $u$ is a solution of (1)-(3) and (6) if and only if $u$ is a solution of the abstract equation (34) when $\lambda=1$. We only need to prove that the conditions of Theorem 4.3 are satisfied.
$\left(1^{0}\right)$ When the positive parameter $\delta$ is small enough, for any $u \in \overline{\Omega_{\varepsilon}}$, we can see that the mapping $t \longmapsto \delta g\left(t, u, u^{\prime}\right)$ belongs to $\left\{u \in L^{1} \left\lvert\,\|u\|_{L^{1}}<\frac{1}{6}\right.\right\}$.
$\left(2^{0}\right)$ We shall prove that for each $\lambda \in(0,1)$ the problem

$$
\left\{\begin{array}{l}
\left(\varphi\left(t, u^{\prime}\right)\right)^{\prime}=\lambda f\left(t, u, u^{\prime}\right), \quad t \in(0, T), t \neq t_{i}  \tag{35}\\
\lim _{t \rightarrow t_{i}^{+}} u(t)-\lim _{t \rightarrow t_{i}^{-}} u(t) \\
\quad=\lambda A_{i}\left(\lim _{t \rightarrow t_{i}^{-}} u(t), \lim _{t \rightarrow t_{i}^{-}} u^{\prime}(t)\right), \quad i=1, \ldots, k \\
\lim _{t \rightarrow t_{i}^{+}} \varphi\left(t, u^{\prime}(t)\right)-\lim _{t \rightarrow t_{i}^{-}} \varphi\left(t, u^{\prime}(t)\right) \\
\quad=\lambda B_{i}\left(\lim _{t \rightarrow t_{i}^{-}} u(t), \lim _{t \rightarrow t_{i}^{-}} u^{\prime}(t)\right), \quad i=1, \ldots, k \\
u^{\prime}(0)=u^{\prime}(T)=0,
\end{array}\right.
$$

has no solution on $\partial \Omega_{\varepsilon}$, i.e. (34) has no solution on $\partial \Omega_{\varepsilon}$.

If it is false, then there exists a $\lambda \in(0,1)$, and $u \in \partial \Omega_{\varepsilon}$ is a solution of (34). Integrating (35) from 0 to $t$, we have

$$
\varphi\left(t, u^{\prime}\right)=\lambda \sum_{t_{i}<t} B_{i}+\int_{0}^{t} \lambda f\left(t, u, u^{\prime}\right) d t, \quad \forall t \in J^{\prime}
$$

From the boundary value condition (6), we have

$$
\begin{equation*}
\int_{0}^{T} f\left(t, u, u^{\prime}\right) d t+\sum_{i=1}^{k} B_{i}=0 . \tag{36}
\end{equation*}
$$

Since $u \in \partial \Omega_{\varepsilon}$, there exists an $j \in\{1, \ldots, N\}$ such that $\left|u^{j}\right|_{0}+\left|\left(u^{j}\right)^{\prime}\right|_{0}=\varepsilon$.
(i) Suppose that $\left|u^{j}\right|_{0} \geq \sigma \varepsilon,(1-\sigma) \varepsilon \leq\left|\left(u^{j}\right)^{\prime}\right|_{0} \leq \varepsilon$.

Similar to the proof of (i) of $\left(2^{0}\right)$ of Theorem 2.6, we get a contradiction to (36).
(ii) Suppose that $\left|u^{j}\right|_{0}<\sigma \varepsilon,(1-\sigma) \varepsilon<\left|\left(u^{j}\right)^{\prime}\right|_{0} \leq \varepsilon$. This implies that $\left|\left(u^{j}\right)^{\prime}\left(r_{*}\right)\right|>(1-\sigma) \varepsilon=$ $\frac{1}{4 T+1} \varepsilon$ for some $r_{*} \in J$.
Denote

$$
\varphi^{j}\left(t, u^{\prime}\right)(t)=\frac{\left|u^{\prime}\right|^{p(t)-1}\left(u^{j}\right)^{\prime}(t)}{\left(1+\left|u^{\prime}\right|^{q(t) p(t)}\right)^{\frac{1}{q(t)}}} .
$$

Since $u^{\prime}(0)=u^{\prime}(T)=0$, we have

$$
\varphi^{j}\left(r_{*}, u^{\prime}\right)\left(r_{*}\right):=\frac{\left|u^{\prime}\right|^{p\left(r_{*}\right)-1}\left(u^{j}\right)^{\prime}\left(r_{*}\right)}{\left(1+\left|u^{\prime}\right|^{q\left(r_{*}\right) p\left(r_{*}\right)}\right)^{\frac{1}{q\left(r_{*}\right)}}}=\lambda \int_{0}^{r_{*}} f^{j}\left(r, u, u^{\prime}\right) d r+\lambda \sum_{0<t_{i}<r_{*}} B_{i}^{j} .
$$

According to $\left(\mathrm{H}_{10}\right)$, when the positive parameter $\delta$ is small enough, we have

$$
\begin{aligned}
\frac{\left|\frac{\varepsilon}{4 T+1}\right|^{p\left(r_{*}\right)}}{\left(1+|N \varepsilon|^{q\left(r_{*}\right) p\left(r_{*}\right)}\right)^{\frac{1}{q\left(r_{*}\right)}}} & \leq\left|\varphi^{j}\left(r_{*}, u^{\prime}\right)\left(r_{*}\right)\right| \leq \lambda \int_{0}^{r_{*}}\left|f^{j}\left(t, u, u^{\prime}\right)\right| d t+\lambda\left|\sum_{0<t_{i}<r_{*}} B_{i}^{j}\right| \\
& \leq \delta \int_{0}^{T} \tau_{2}\left[|N \varepsilon|^{q q_{1}(t)}+\|\mu\|_{0}|N \varepsilon|^{q q_{2}(t)}+\|\gamma\|_{0}\right] d t+\sum_{i=1}^{k}\left|B_{i}\right| \\
& <\frac{\left|\frac{\varepsilon}{4 T+1}\right| p^{\left(r_{*}\right)}}{\left(1+|N \varepsilon \varepsilon|^{q\left(r_{*}\right) p\left(r_{*}\right)}\right)^{\frac{1}{\left(r_{*}+\right)}}} .
\end{aligned}
$$

This is a contradiction.
Summarizing this argument, for each $\lambda \in(0,1)$, problem (34) has no solution on $\partial \Omega_{\varepsilon}$.
$\left(3^{0}\right)$ and $\left(4^{0}\right)$ similar to the proof of $\left(3^{0}\right)$ and $\left(4^{0}\right)$ of Theorem 2.6.
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