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#### Abstract

In the present study, the problem of a parabolic equation with nonlocal condition is investigated. The positivity of the second order differential operator $A^{x}$ defined by the formula $$
A^{x} u(x)=-u^{\prime \prime}(x)+\sigma u(x), \quad x \in(0,1)
$$


with the domain

$$
D\left(A^{x}\right)=\left\{u: u, u^{\prime \prime} \in C[0, I], u(0)=0, u^{\prime}(0)=u^{\prime}(I)+\beta u(I)\right\}
$$

is established in the Banach space $C[0,1]$ of all continuous functions $\phi(x)$ defined on [ 0,1 ] with the norm

$$
\|\phi\|_{c[0,1]}=\max _{0 \leq x \leq 1}|\phi(x)| .
$$

The well-posedness of this problem in Hölder spaces in $t$ is proved.
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## 1 Introduction

Parabolic equations have important applications in a wide range of fields such as physics, chemistry, biology, ecology, and other. In mathematical modeling, parabolic equations are used together with boundary conditions specifying the solution on the boundary of the domain. Dirichlet and Neumann conditions are examples of classical boundary conditions (see, for example, [1] and the references therein). In some cases, classical boundary conditions cannot describe a process or a phenomenon precisely. Therefore, mathematical models of various physical, chemical, biological, or environmental processes often involve nonclassical conditions. Such conditions usually are identified as nonlocal boundary conditions and reflect situations when the data on the domain boundary cannot be measured directly, or when the data on the boundary depend on the data inside the domain. The well-posedness of various nonlocal boundary value problems for partial differential and difference equations has been studied extensively by many researchers (see, e.g., [120] and the references given therein). However, the well-posedness of the problem for
a parabolic equation with nonlocal boundary conditions is not well investigated. In the present paper, we study the initial boundary value problem for a parabolic equation with nonlocal condition

$$
\left\{\begin{array}{l}
\frac{\partial u(t, x)}{\partial t}=a(x) \frac{\partial^{2} u(t, x)}{\partial x^{2}}-\sigma u(t, x)+f(t, x), \quad 0<x<l, 0<t<T  \tag{1}\\
u(t, 0)=0, \quad u_{x}(t, 0)=u_{x}(t, l)+\beta u(t, l), \quad 0 \leq t \leq T \\
u(0, x)=\varphi(x), \quad 0 \leq x \leq l
\end{array}\right.
$$

where $u(t, x)$ is an unknown function, $\varphi(x), a(x)$, and $f(t, x)$ are sufficiently smooth functions, $a(x) \geq \delta>0, \beta \geq 0$, and $\sigma>0$ is a sufficiently large number.
In the paper [21], initial boundary value problem (1) in the special case $a(x)=1$, $f(t, x)=0, \sigma=0$ was investigated by the separation of variables method. For this special case, we have the following spectral problem:

$$
\left\{\begin{array}{l}
-\frac{d^{2} v(x)}{d x^{2}}+\lambda v(x)=0, \quad 0<x<l,  \tag{2}\\
v(0)=0, \quad v^{\prime}(0)=v^{\prime}(l)+\beta v(l) .
\end{array}\right.
$$

It is well known that the differential operator $A_{0}$ defined by the formula

$$
A_{0} v=-\frac{d^{2} v}{d x^{2}}
$$

with the domain $D\left(A_{0}\right)=\left\{v \in C^{(2)}[0, l]: v(0)=0, v^{\prime}(0)=v^{\prime}(l)+\beta v(l)\right\}$ is not a self-adjoint and positive definite operator. Moreover, in the paper [22], it was proved that the system of eigenfunctions generated by this operator has no basis property in $L_{2}[0, l]$. In the paper [21], a special system of functions was proposed to expand this mixed problem by means of a slight modification of the separation of variables method. Finally, for the solution of this problem, a priori estimate in the norm of space $C\left([0, T], L_{2}[0, l]\right)$ was obtained. Note that the complete basis property of eigenfunctions of differential operators with constant coefficients and its applications have been studied by many scientists (see, e.g., [23-32] and the references given therein). Nevertheless, in a general case, the separation of variables method is not applicable.
In the present study, the well-posedness of a classical solution of problem (1) for a parabolic equation with nonlocal condition is investigated by the operator tool of monograph [33]. The stability estimates in $C([0, T], C[0, l])$ norm and coercive stability estimates in $C^{\alpha}([0, T], C[0, l])$ and $C_{0}^{\alpha}([0, T], C[0, l])$ norms for the solution of this problem are established.

## 2 Preliminaries. Main results

In the present paper, $C^{\alpha}([0, T], E)$ and $C_{0}^{\alpha}([0, T], E)(0<\alpha<1)$ stand for Banach spaces of all abstract continuous functions $\varphi(t)$ defined on $[0, T]$ with values in $E$ satisfying a Hölder condition for which the following norms are finite:

$$
\begin{aligned}
& \|\varphi\|_{C^{\alpha}([0, T], E)}=\|\varphi\|_{C([0, T], E)}+\sup _{0 \leq t<t+\tau \leq T} \frac{\|\varphi(t+\tau)-\varphi(t)\|_{E}}{\tau^{\alpha}}, \\
& \|\varphi\|_{C_{0}^{\alpha}([0, T], E)}=\|\varphi\|_{C([0, T], E)}+\sup _{0 \leq t<t+\tau \leq T} \frac{(t+\tau)^{\alpha}\|\varphi(t+\tau)-\varphi(t)\|_{E}}{\tau^{\alpha}},
\end{aligned}
$$

respectively. Here, $C([0, T], E)$ stands for the Banach space of all abstract continuous functions $\varphi(t)$ defined on $[0, T]$ with values in $E$ equipped with the norm

$$
\|\varphi\|_{C([0, T], E)}=\max _{0 \leq t \leq T}\|\varphi(t)\|_{E} .
$$

Definition 2.1 An operator $A$ densely defined in a Banach space $E$ with domain $D(A)$ is called positive in $E$ if its spectrum $\sigma_{A}$ lies in the interior of the sector of angle $\varphi, 0<\varphi<\pi$, symmetric with respect to the real axis; moreover, on the edges of this sector $S_{1}(\varphi)=\left\{\rho e^{i \varphi}\right.$ : $0 \leq \rho \leq \infty\}$ and $S_{2}(\varphi)=\left\{\rho e^{-i \varphi}: 0 \leq \rho \leq \infty\right\}$ and outside of the sector the resolvent $(\lambda-$ $A)^{-1}$ is subject to the bound (see [33])

$$
\left\|(A-\lambda)^{-1}\right\|_{E \rightarrow E} \leq \frac{M}{1+|\lambda|} .
$$

The infimum of all such angles $\varphi$ is called the spectral angle of the positive operator $A$ and is denoted by $\varphi(A)=\varphi(A, E)$. The operator $A$ is said to be strongly positive in a Banach space $E$ if $\varphi(A, E)<\frac{\pi}{2}$.

Throughout the present paper, we denote by $M$ positive constants which can be different from time to time and we are not interested in precise values. We will write $M(\alpha, \beta, \ldots)$ to stress the fact that the constant depends only on $\alpha, \beta, \ldots$.

With the help of the positive operator $A$, we introduce the fractional spaces $E_{\mu}=$ $E_{\mu}(E, A), 0<\mu<1$, consisting of all $v \in E$ for which the following norm is finite [33]:

$$
\begin{equation*}
\|\nu\|_{E_{\mu}}=\|\nu\|_{E}+\sup _{\lambda>0} \lambda^{1-\mu}\|A \exp \{-\lambda A\} v\|_{E} \tag{3}
\end{equation*}
$$

To formulate our results, we introduce the Banach space $C[0, l]$ of all continuous functions $\phi(x)$ defined on $[0, l]$ with the norm

$$
\|\phi\|_{C[0, l]}=\max _{0 \leq x \leq l}|\phi(x)| .
$$

Finally, we introduce a differential operator $A^{x}$ defined by the formula

$$
\begin{equation*}
A^{x} u=-a(x) \frac{d^{2} u}{d x^{2}}+\sigma u \tag{4}
\end{equation*}
$$

with the domain $D\left(A^{x}\right)=\left\{u \in C^{(2)}[0, l]: u(0)=0, u^{\prime}(0)=u^{\prime}(l)+\beta u(l)\right\}$.
We can rewrite problem (1) in the following abstract form:

$$
\left\{\begin{array}{l}
u_{t}(t)+A u(t)=f(t), \quad 0<t<T  \tag{5}\\
u(0)=\varphi
\end{array}\right.
$$

in a Banach space $E=C[0, l]$ with the unbounded operator $A=A^{x}$ defined by formula (4). Here, $f(t)=f(t, x)$ and $u(t)=u(t, x)$ are, respectively, known and unknown abstract functions defined on $(0, T)$ with values in $E=C[0, l], \varphi=\varphi(x)$ and $a=a(x)$ are given elements of $E=C[0, l]$.

The main result of the present paper is the following theorem on stability estimates of (1) in spaces $C([0, T], C[0, l])$ and coercive stability estimates in $C^{\alpha}([0, T], C[0, l])$ and $C_{0}^{\alpha}([0, T], C[0, l])$ norms for the solution of this problem.

Theorem 2.1 Assume that $\beta \geq 0, \varphi(x), \varphi_{x x}(x) \in C[0, l]$ and $f(t, x) \in C_{0}^{\alpha}([0, T], C[0, l])$. Then, for the solution of problem (1), the following stability estimate

$$
\|u\|_{C([0, T], C[0, l])} \leq M(\delta, \sigma, \alpha, l)\left[\|\varphi\|_{C[0, l]}+\|f\|_{C([0, T], C[0, l])}\right]
$$

and coercive stability estimate

$$
\begin{aligned}
& \left\|u_{t}\right\|_{C_{0}^{\alpha}([0, T], C[0, l])}+\left\|u_{x x}\right\|_{C_{0}^{\alpha}([0, T], C[0, l])} \\
& \quad \leq M(\delta, \sigma, \alpha, \beta, l)\left[\left\|\varphi_{x x}\right\|_{C[0, l]}+\|f\|_{C_{0}^{\alpha}([0, T], C[0, l])}\right]
\end{aligned}
$$

hold.

Theorem 2.2 Assume that $\beta \geq 0, \varphi(x), \varphi_{x x}(x) \in C[0, l]$ and

$$
\begin{equation*}
-a(x) \varphi_{x x}(x)+\sigma \varphi(x)-f(0, x)=0 \tag{6}
\end{equation*}
$$

and $f(t, x) \in C^{\alpha}([0, T], C[0, l])$. Then, for the solution of problem (1), the following coercive stability estimate

$$
\left\|u_{t}\right\|_{C^{\alpha}([0, T], C[0, l])}+\left\|u_{x x}\right\|_{C^{\alpha}([0, T], C[0, l])} \leq M(\delta, \sigma, \alpha, \beta, l)\|f\|_{C_{0}^{\alpha}([0, T], C[0, l])}
$$

holds.

The proofs of Theorems 2.1 and 2.2 are based on the following abstract theorem on the stability of problem (5) in $C([0, T], E)$ space and coercive stability in $C^{\alpha}([0, T], E)$ and $C_{0}^{\alpha}([0, T], E)$ spaces and on strong positivity of the unbounded operator $A=A^{x}$ defined by formula (4) in $C[0, l]$ space.

Theorem 2.3 [33] Let A be a strongly positive operator in a Banach space $E$ and $f \in$ $C_{0}^{\alpha}([0, T], E)(0<\alpha<1)$. Then, for the solution of initial value problem (5), the stability and coercive stability inequalities

$$
\begin{aligned}
& \|u\|_{C([0, T], E)} \leq M\left[\|\varphi\|_{E}+\|f\|_{C([0, T], E)}\right] \\
& \left\|u^{\prime}\right\|_{C_{0}^{\alpha}([0, T], E)}+\|A u\|_{C_{0}^{\alpha}([0, T], E)} \\
& \quad \leq M\left[\|A \varphi\|_{E}+\frac{1}{\alpha(1-\alpha)}\|f\|_{C\left([0, T], E_{\beta}\right)}\right]
\end{aligned}
$$

hold. Moreover, assume that

$$
\begin{equation*}
A \varphi-f(0)=0 \tag{7}
\end{equation*}
$$

and $f \in C^{\alpha}([0, T], E)(0<\alpha<1)$. Then, for the solution of initial value problem (5), the coercive stability inequality

$$
\left\|u^{\prime}\right\|_{C^{\alpha}([0, T], E)}+\|A u\|_{C^{\alpha}([0, T], E)} \leq \frac{M}{\alpha(1-\alpha)}\|f\|_{C^{\alpha}([0, T], E)}
$$

holds.

In the next section, the Green's function of the operator $A=A^{x}$ defined by formula (4) is studied. The strong positivity of this operator in $C[0, l]$ space is established.

## 3 The Green's function and strong positivity of $\boldsymbol{A}^{\boldsymbol{x}}$

Lemma 3.1 Assume that $\varphi(x) \in C[0, l]$ and $\beta \geq 0$. Then, for any $\lambda \geq 0$ and $\sigma>0$, the spectral problem

$$
\left\{\begin{array}{l}
-\frac{d^{2} v(x)}{d x^{2}}+(\lambda+\sigma) v(x)=\psi(x), \quad 0<x<l,  \tag{8}\\
v(0)=0, \quad v^{\prime}(0)=v^{\prime}(l)+\beta v(l)
\end{array}\right.
$$

is uniquely solvable, and the following formula holds:

$$
\begin{equation*}
v(x)=\left(\lambda+A^{x}\right)^{-1} \psi(x)=\int_{0}^{l} G(x, s ; \lambda) \psi(s) d s \tag{9}
\end{equation*}
$$

where

$$
\begin{align*}
G(x, s ; \lambda)= & \left(1-e^{-2 l b}\right)^{-1} \\
& \times\left\{\begin{array}{l}
\left(e^{-(l-x) b}-e^{-(l+x) b}\right) P\left(e^{-(l-s) b}+e^{-s b}\right) \\
\quad+\left(e^{-(x-s) b}-e^{-(x+s) b}\right)\left(1-e^{-(2 l-2 x) b}\right) \times(2 b)^{-1}, \quad 0 \leq s \leq x, \\
\left(e^{-(l-x) b}-e^{-(l+x) b}\right) P\left(e^{-(l-s) b}+e^{-s b}\right) \\
+\left(e^{-(s-x) b}-e^{-(x+s) b}\right)\left(1-e^{-(2 l-2 s) b}\right) \times(2 b)^{-1}, \quad x<s \leq l,
\end{array}\right. \tag{10}
\end{align*}
$$

where $P=\left(b+\beta+(-b+\beta) e^{-l b}\right)^{-1}$ and $b=\sqrt{\lambda+\sigma}$.

Proof It is clear that (see [34]) the boundary value problem for the second order differential equation

$$
\left\{\begin{array}{l}
-\frac{d^{2} v}{d x^{2}}+(\lambda+\sigma) v(x)=\psi(x), \quad 0<x<l  \tag{11}\\
v(0)=0, \quad v(l)=\omega
\end{array}\right.
$$

has a unique solution

$$
\begin{align*}
v(x)= & \left(1-e^{-2 l b}\right)^{-1}\left\{\left(e^{-(l-x) b}-e^{-(l+x) b}\right) \omega\right. \\
& \left.-\left(e^{-(l-x) b}-e^{-(l+x) b}\right)(2 b)^{-1} \int_{0}^{l}\left(e^{-(l-s) b}-e^{-(l+s) b}\right) \psi(s) d s\right\} \\
& +(2 b)^{-1} \int_{0}^{l}\left(e^{-|x-s| b}-e^{-(x+s) b}\right) \psi(s) d s \tag{12}
\end{align*}
$$

We have that

$$
\begin{align*}
v^{\prime}(x)= & \left(1-e^{-2 l b}\right)^{-1}\left\{b\left(e^{-(l-x) b}+e^{-(l+x) b}\right) \omega\right. \\
& \left.-\left(e^{-(l-x) b}+e^{-(l+x) b}\right) 2^{-1} \int_{0}^{l}\left(e^{-(l-s) b}-e^{-(l+s) b}\right) \psi(s) d s\right\} \\
& -2^{-1} \int_{0}^{x} e^{-(x-s) b} \psi(s) d s+2^{-1} \int_{x}^{l} e^{-(s-x) b} \psi(s) d s \\
& +2^{-1} \int_{0}^{l} e^{-(x+s) b} \psi(s) d s . \tag{13}
\end{align*}
$$

Using formulas (12), (13) and the nonlocal boundary condition $v^{\prime}(0)=\nu^{\prime}(l)+\beta v(l)$, we get

$$
\begin{aligned}
(1- & \left.e^{-2 l b}\right)^{-1}\left\{2 b e^{-l b} \omega-e^{-l b} \int_{0}^{l}\left(e^{-(l-s) b}-e^{-(l+s) b}\right) \psi(s) d s\right\}+\int_{0}^{l} e^{-s b} \psi(s) d s \\
= & \left(1-e^{-2 l b}\right)^{-1}\left\{b\left(1+e^{-2 l b}\right) \omega-\left(1+e^{-2 l b}\right) 2^{-1} \int_{0}^{l}\left(e^{-(l-s) b}-e^{-(l+s) b}\right) \psi(s) d s\right\} \\
& -2^{-1} \int_{0}^{l} e^{-(l-s) b} \psi(s) d s+2^{-1} \int_{0}^{l} e^{-(l+s) b} \psi(s) d s+\beta \omega .
\end{aligned}
$$

Since $b+\alpha+(-b+\alpha) e^{-l b} \neq 0$, we have that

$$
\begin{equation*}
\omega=P\left(1-e^{-l b}\right)^{-1} \int_{0}^{l}\left(-e^{-(2 l-s) b}-e^{-(l+s) b}+e^{-(l-s) b}+e^{-s b}\right) \psi(s) d s . \tag{14}
\end{equation*}
$$

Consequently, if the function $\psi$ is continuously differentiable on $[0, l]$, then formulas (12), (14) give a solution of problem (8). Applying formulas (12), (14), we get

$$
\begin{aligned}
v(x)= & \left(1-e^{-2 l b}\right)^{-1}\left\{\left(e^{-(l-x) b}-e^{-(l+x) b}\right)\right. \\
& \times P\left(1-e^{-l b}\right)^{-1} \int_{0}^{l}\left(-e^{-(2 l-s) b}-e^{-(l+s) b}+e^{-(l-s) b}+e^{-s b}\right) \psi(s) d s \\
& \left.-\left(e^{-(l-x) b}-e^{-(l+x) b}\right)(2 b)^{-1} \int_{0}^{l}\left(e^{-(l-s) b}-e^{-(l+s) b}\right) \psi(s) d s\right\} \\
& +(2 b)^{-1} \int_{0}^{l}\left(e^{-|x-s| b}-e^{-(x+s) b}\right) \psi(s) d s \\
= & \int_{0}^{l} G(x, s ; \lambda) \psi(s) d s,
\end{aligned}
$$

where

$$
\begin{aligned}
G(x, s ; \lambda)= & \left(1-e^{-2 l b}\right)^{-1}\left\{\left(e^{-(l-x) b}-e^{-(l+x) b}\right) P\left(e^{-(l-s) b}+e^{-s b}\right)\right. \\
& -\left(e^{-(l-x) b}-e^{-(l+x) b}\right)(2 b)^{-1}\left(e^{-(l-s) b}-e^{-(l+s) b}\right) \\
& \left.+(2 b)^{-1}\left(1-e^{-2 l b}\right)\left(e^{-|x-s| b}-e^{-(x+s) b}\right)\right\} .
\end{aligned}
$$

From that, formula (10) follows. Lemma 3.1 is proved.

Note that formula (10) is true for some $\lambda \in \mathbb{C}$. Assume that $\lambda=|\lambda| e^{ \pm \varphi}, \varphi \in\left[0, \frac{\pi}{2}\right]$ and $\beta \geq 0, \sigma>0$. Then we have that the following estimate holds:

$$
\left|\frac{-b+\beta}{b+\beta}\right| \leq 1, \quad|P| \leq \frac{1}{\sqrt[4]{\sigma^{2}+|\lambda|^{2}}\left(1-e^{-\sqrt[4]{\sigma^{2}+|\lambda|^{2}} \frac{\sqrt{2}}{2}}\right)} .
$$

Therefore, the following pointwise estimates for $G(x, s ; \lambda)$ hold:

$$
|G(x, s ; \lambda)| \leq \frac{M(\delta, \sigma, l, \beta)}{\sqrt[4]{\sigma^{2}+|\lambda|^{2}}} \begin{cases}e^{-(l-x+s)} \sqrt[4]{\sigma^{2}+|\lambda|^{2}} \frac{\sqrt{2}}{2}, & 0 \leq s \leq x-\frac{l}{2}  \tag{15}\\ e^{-(x-s) \sqrt[4]{\sigma^{2}+|\lambda|^{2}} \frac{\sqrt{2}}{2}}, & x-\frac{l}{2} \leq s \leq x \\ e^{-(s-x) \sqrt[4]{\sigma^{2}+|\lambda|^{2}} \frac{\sqrt{2}}{2}}, & x \leq s \leq x+\frac{l}{2} \\ e^{-(l+x-s) \sqrt[4]{\sigma^{2}+|\lambda|^{2}} \frac{\sqrt{2}}{2}}, & x+\frac{l}{2} \leq s \leq l\end{cases}
$$

Theorem 3.1 Assume that $a(x)$ satisfies a Hölder condition on the segment $[0, l]$ and $a(x) \geq$ $\delta>0$. Then the operator $A=A^{x}$ defined by formula (4) is a strongly positive operator in $C[0, l]$ space.

Proof First, we prove this statement for the differential operator $A^{x}$ defined by formula (4) in the case when $a(x)=1$. Applying the triangle inequality and formula (9), we get

$$
\left|\left(\lambda+A^{x}\right)^{-1} \psi(x)\right| \leq \int_{0}^{l}\left|G(x, s ; \lambda)\left\|\psi(s)\left|d s \leq \int_{0}^{l}\right| G(x, s ; \lambda) \mid d s\right\| \psi \|_{C[0, l]}\right.
$$

for any $x \in[0, l]$. Therefore,

$$
\left\|\left(\lambda+A^{x}\right)^{-1} \psi\right\|_{C[0, l]} \leq \max _{0 \leq x \leq l} \int_{0}^{l}|G(x, s ; \lambda)| d s\|\psi\|_{C[0, l]}
$$

which means that

$$
\begin{equation*}
\left\|\left(\lambda+A^{x}\right)^{-1}\right\|_{C[0, l] \rightarrow C[0, l]} \leq \max _{0 \leq x \leq l} \int_{0}^{l}|G(x, s ; \lambda)| d s . \tag{16}
\end{equation*}
$$

Applying the triangle inequality and estimate (15), we get

$$
\max _{0 \leq x \leq l} \int_{0}^{l}|G(x, s ; \lambda)| d s \leq \frac{M(\delta, \sigma, l, \beta)}{\sqrt{\sigma^{2}+|\lambda|^{2}}} \leq \frac{M_{1}(\delta, \sigma, l, \beta)}{1+|\lambda|} .
$$

Therefore,

$$
\begin{equation*}
\left\|\left(\lambda+A^{x}\right)^{-1}\right\|_{C[0, l] \rightarrow C[0, l]} \leq \frac{M_{1}(\delta, \sigma, l, \beta)}{1+|\lambda|} . \tag{17}
\end{equation*}
$$

It is easy to see that if in the operator $A^{x}$ the coefficient $a(x)=a=$ const, then the resolvent equation

$$
\left\{\begin{array}{l}
-a(x) \frac{d^{2} v(x)}{d x^{2}}+(\lambda+\sigma) v(x)=\psi(x), \quad 0<x<l,  \tag{18}\\
v(0)=0, \quad v^{\prime}(0)=v^{\prime}(l)+\beta v(l)
\end{array}\right.
$$

can be transformed in the form (8) by dividing both sides of the resolvent equation (18) to $a$. We have the following estimates for the Green's function:

$$
\left|G^{x}(x, s ; \lambda)\right| \leq \frac{M(\delta, \sigma, l, \beta)}{\sqrt[4]{\sigma^{2}+|\lambda|^{2}}} \begin{cases}e^{-\frac{(l-x+s)}{\sqrt{\delta}} \sqrt[4]{\sigma^{2}+|\lambda|^{2}} \frac{\sqrt{2}}{2}}, & 0 \leq s \leq x-\frac{l}{2}  \tag{19}\\ e^{-\frac{(x-s)}{\sqrt{\delta}} \sqrt[4]{\sigma^{2}+|\lambda|^{2}} \frac{\sqrt{2}}{2}}, & x-\frac{l}{2} \leq s \leq x \\ e^{-\frac{(s-x)}{\sqrt{\delta}} \sqrt[4]{\sigma^{2}+|\lambda|^{2}} \frac{\sqrt{2}}{2}}, & x \leq s \leq x+\frac{l}{2} \\ e^{-\frac{(l+x-s)}{\sqrt{\delta}} \sqrt[4]{\sigma^{2}+|\lambda|^{2}} \frac{\sqrt{2}}{2}}, & x+\frac{l}{2} \leq s \leq l\end{cases}
$$

Therefore, applying the triangle inequality, estimate (19), we get estimate (17).
Second, let $a(x)$ satisfy a Hölder condition on the segment $[0, l]$ and $a(x) \geq \delta>0$.
We will use the method of frozen coefficients. Let $\varepsilon>0$ be an arbitrary small given number. From the compactness of $[0, l]$ it follows that there is a system of $\left\{I_{j}\right\}, j=1, \ldots, r$, of intervals and two half-intervals (containing 0 and $l$, resp.) covering the segment $[0, l]$ and such that $\left|a\left(x_{1}\right)-a\left(x_{2}\right)\right|<\varepsilon, x_{1}, x_{2} \in I_{j}$. Consider a partition of unity corresponding to this system, i.e., a system of smooth nonnegative functions $\xi_{j}(x)(i=1, \ldots, r)$ with supp $\xi_{j}(x) \subset I_{j}, \xi_{j}(0)=\xi_{j}(l), \xi_{j}^{\prime}(0)=0, \xi_{j}^{\prime}(l)=0$, and $\xi_{1}(x)+\cdots+\xi_{r}(x)=1$ in $[0, l]$.

Clearly, for the positivity of $A^{x}$ in $C[0, l]$, it is enough to establish the estimate (17) for the solution of problem (18). Let $w(x)=\xi_{j}(x) u(x)$. Then we have the following nonlocal boundary value problem:

$$
\left\{\begin{array}{l}
(\delta+\lambda) w(x)-a^{j} w^{\prime \prime}(x)=F^{j}(x), \quad 0<x<l,  \tag{20}\\
w(0)=0, \quad w^{\prime}(0)=w^{\prime}(l)+\beta w(l),
\end{array}\right.
$$

where $a^{j}=a\left(x^{j}\right)$ and

$$
F^{j}(x)=\xi_{j}(x) f(x)-a(x)\left(2 \xi_{j}^{\prime}(x) u^{\prime}(x)+\xi_{j}^{\prime \prime}(x) u(x)\right)-\left(a^{j}-a(x)\right) w^{\prime \prime}(x) .
$$

Since equation (20) is an equation with constant coefficients, we have the following estimates:

$$
\begin{align*}
& (1+|\lambda|)\|w\|_{C[0, l]} \leq K(\varphi, \delta)\left\|F^{j}\right\|_{C[0, l]}, \quad \lambda \in R_{\varphi},  \tag{21}\\
& \left\|w^{\prime \prime}\right\|_{C[0, l]} \leq M(\varphi, \delta)\left\|F^{j}\right\|_{C[0, l]}
\end{align*}
$$

Using the definition of $I_{j}$ and the continuity of $a(x)$, as well as the smoothness of $\xi_{j}(x)$, we obtain

$$
\left\|F^{j}\right\|_{C[0, l]} \leq M(\varphi, \delta)\left(\|f\|_{C[0, l]}+\|u\|_{C[0, l]}+\left\|u^{\prime}\right\|_{C[0, l]}\right)+\varepsilon\left\|w^{\prime \prime}\right\|_{C[0, l]} .
$$

Assume that $0<\varepsilon<1 / M(\varphi, \delta)$, then from the last estimate it follows that

$$
\begin{aligned}
& \left\|w^{\prime \prime}\right\|_{C[0, l]} \leq \frac{M(\varphi, \delta)}{1-\varepsilon M(\varphi, \delta)}\left[\|f\|_{C[0, l]}+\left\|u^{\prime}\right\|_{C[0, l]}+\|u\|_{C[0, l]}\right] \\
& \left\|F^{j}\right\|_{C[0, l]} \leq \frac{M(\varphi, \delta)}{1-\varepsilon M(\varphi, \delta)}\left[\|f\|_{C[0, l]}+\left\|u^{\prime}\right\|_{C[0, l]}+\|u\|_{C[0, l]}\right] .
\end{aligned}
$$

From this and estimate (21) it follows that

$$
\begin{aligned}
& (1+|\lambda|)\|w\|_{C[0, l]} \\
& \quad \leq K(\varphi, \delta) \frac{M(\varphi, \delta)}{1-\varepsilon M(\varphi, \delta)}\left[\|f\|_{C[0, l]}+\left\|u^{\prime}\right\|_{C[0, l]}+\|u\|_{C[0, l]}\right] .
\end{aligned}
$$

Using the triangle inequality, we obtain

$$
\begin{align*}
& \left\|u^{\prime \prime}\right\|_{C[0, l]} \leq K_{1}(\varphi, \delta)\left[\|f\|_{C[0, l]}+\left\|u^{\prime}\right\|_{C[0, l]}+\|u\|_{C[0, l]}\right]  \tag{22}\\
& (1+|\lambda|)\|u\|_{C[0, l]} \leq M_{1}(\varphi, \delta)\left[\|f\|_{C[0, l]}+\left\|u^{\prime}\right\|_{C[0, l]}+\|u\|_{C[0, l]}\right] . \tag{23}
\end{align*}
$$

Now, using Nirenberg's inequality, we can write

$$
\begin{aligned}
F & =\|f\|_{C[0, l]}+\left\|u^{\prime}\right\|_{C[0, l]}+\|u\|_{C[0, l]} \\
& \leq M_{2}(\varphi, \delta)\left[\|f\|_{C[0, l]}+\alpha^{-1}\left\|u^{\prime}\right\|_{C[0, l]}+\alpha\|u\|_{C[0, l]}\right] .
\end{aligned}
$$

Hence, for small $\alpha$, from the last inequality and estimate (22) it follows that

$$
F \leq M_{3}(\varphi, \delta)\left[\alpha^{-1}\|u\|_{C[0, l]}+\|f\|_{C[0, l]}\right] .
$$

Therefore, from estimate (23) it follows that

$$
(1+|\lambda|)\|u\|_{C[0, l]} \leq M_{3}(\varphi, \delta)\left[\alpha^{-1}\|u\|_{C[0, l]}+\|f\|_{C[0, l]}\right]
$$

Hence, for all $\lambda$, we have

$$
|\lambda|>\frac{M_{3}(\varphi, \delta)}{\alpha}=K_{0},
$$

estimate (23) is proved. This concludes the proof of Theorem 3.1.

Note that the arguments of Theorem 3.1 are not applicable for the multidimensional operator $A^{x}$ because the coercive inequality (3) is absent. Note that estimate (17) for the differential operator $A^{x}$ defined by formula (4) can be proved without using coercive inequality (3) under supplementary assumption for $\sigma$. Actually, under supplementary assumption that $\sigma>0$ is a sufficiently large number, applying a fixed point theorem and estimate (19) and the formula

$$
G^{x}\left(x, x_{0} ; \lambda\right)=G^{x_{0}}\left(x, x_{0} ; \lambda\right)+(\lambda+\delta) \int_{0}^{l} G^{x_{0}}(x, y ; \lambda)\left(\frac{1}{a(y)}-\frac{1}{a\left(x_{0}\right)}\right) G^{y}\left(y, x_{0} ; \lambda\right) d y
$$

we can obtain the following estimates:

$$
\left|G^{x}\left(x, x_{0} ; \lambda\right)\right| \leq \frac{M(\delta, \sigma, l, \beta)}{\sqrt[4]{\sigma^{2}+|\lambda|^{2}}} \begin{cases}e^{-\frac{\left(l-x+x_{0}\right)}{3 \sqrt{\delta}} \sqrt[4]{\sigma^{2}+|\lambda|^{2}} \frac{\sqrt{2}}{2}}, & 0 \leq x_{0} \leq x-\frac{l}{2} \\ e^{-\frac{\left(x-x_{0}\right)}{3 \sqrt{\delta}} \sqrt[4]{\sigma^{2}+|\lambda|^{2}} \frac{\sqrt{2}}{2}}, & x-\frac{l}{2} \leq x_{0} \leq x \\ e^{-\frac{\left(x x_{0}-x\right)}{3 \sqrt{\delta}} \sqrt[4]{\sigma^{2}+|\lambda|^{2}} \frac{\sqrt{2}}{2}}, & x \leq x_{0} \leq x+\frac{l}{2} \\ e^{-\frac{\left(l+x-x_{0}\right)}{3 \sqrt{\delta}} \sqrt[4]{\sigma^{2}+|\lambda|^{2}} \frac{\sqrt{2}}{2}}, & x+\frac{l}{2} \leq x_{0} \leq l\end{cases}
$$

for the Green's function of the differential operator $A^{x}$ defined by formula (4). Therefore, the statement of Theorem 3.1 is true for the differential operator $A^{x}$ defined by formula (4).

## 4 Conclusion

In the present study, problem (1) for a parabolic equation with nonlocal condition is investigated. The stability and coercive estimates in Hölder norms for the solution of this problem are established.

Moreover, applying the result of the monograph [34], the high order of accuracy singlestep difference schemes for the numerical solution of problem (1) for a parabolic equation with nonlocal condition can be presented. Of course, the stability estimates for the solution of these difference schemes have been established without any assumptions about the grid steps. Moreover, basis properties for a system of root vectors of the corresponding generalized spectral problem with various boundary conditions for a wide class of operators have been investigated in papers [23-32]. Applying the method of the present paper, the stability estimates for the solution of partial differential equations with this class of operators can be established.
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