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## Abstract

In this paper, we establish a unilateral global bifurcation result from interval for a class of periodic $p$-Laplacian problems with non-differentiable nonlinearity. By applying the above result, we shall prove the existence of the principal half-eigenvalues for the half-quasilinear periodic $p$-Laplacian problem

$$
\begin{aligned}
& -\left(\varphi_{p}\left(x^{\prime}\right)\right)^{\prime}+q(t) \varphi_{p}(x)=\lambda a(t) \varphi_{p}(x)+\alpha(t) \varphi_{p}\left(x^{+}\right)+\beta(t) \varphi_{p}\left(x^{-}\right), \quad 0<t<T, \\
& x(0)=x(T), \quad x^{\prime}(0)=x^{\prime}(T),
\end{aligned}
$$

where $\varphi_{p}(s)=|s|^{p-2} s, \lambda$ is a positive parameter and $x^{+}=\max \{x, 0\}, x^{-}=-\min \{x, 0\}$, $a(t) \in C([0, T],(0, \infty)), \alpha(t), \beta(t) \in C[0, T]$. Moreover, we also investigate the existence of one-sign solutions for a class of half-quasilinear periodic $p$-Laplacian problem

$$
\begin{aligned}
& -\left(\varphi_{p}\left(x^{\prime}\right)\right)^{\prime}+q(t) \varphi_{p}(x)=\alpha(t) \varphi_{p}\left(x^{+}\right)+\beta(t) \varphi_{p}\left(x^{-}\right)+r a(t) f(x), \quad 0<t<T, \\
& x(0)=x(T), \quad x^{\prime}(0)=x^{\prime}(T),
\end{aligned}
$$

where $f \in C(\mathbb{R}, \mathbb{R})$, $s f(s)>0$ for $s \neq 0$, and $f_{0} \in(0, \infty]$ and $f_{\infty} \in(0, \infty)$ or $f_{0} \in[0, \infty]$ and $f_{\infty}=\infty$, where $f_{0}=\lim _{|s| \rightarrow 0} f(s) / \varphi_{p}(s), f_{\infty}=\lim _{|s| \rightarrow+\infty} f(s) / \varphi_{p}(s)$.
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## 1 Introduction

Let $E$ be a real Banach space with the norm $\|\cdot\|$. Consider the operator equation

$$
\begin{equation*}
u=\lambda B u+H(\lambda, u), \tag{1.1}
\end{equation*}
$$

where $B$ is a compact linear operator and $H: \mathbb{R} \times E \rightarrow E$ is compact with $H=o(\|u\|)$ at $u=0$ uniformly on bounded $\lambda$ intervals. Krasnoselskii [1] has shown that all characteristic values of $B$ which are of odd multiplicity are bifurcation points. Rabinowitz [2] has extended this result by showing that bifurcation has global consequences. Furthermore, if
the characteristic value $\mu$ of $B$ has multiplicity 1 and

Dancer [3] has shown that there are two distinct unbounded continua $\mathscr{C}_{\mu}^{+}$and $\mathscr{C}_{\mu}^{-}$, consisting of the bifurcation branch $\mathscr{C}_{\mu}$ of $\mathcal{S}$ emanating from $(\mu, 0)$, which satisfy either $\mathscr{C}_{\mu}^{+}$ and $\mathscr{C}_{\mu}^{-}$are both unbounded or $\mathscr{C}_{\mu}^{+} \cap \mathscr{C}_{\mu}^{-} \neq\{(\mu, 0)\}$.
On the other hand, in the past few decades, the periodic solutions of the well-known Camassa-Holm equation have been studied by some specialists, see [4-10]. By the fixed point theory in the cones, some authors [11-17] have also considered periodic problems. Recently, Ma et al. $[18,19]$ studied the existence of positive solutions for the periodic problems by applying bifurcation techniques. Especially, in 2012, Dai et al. [20] considered the following periodic boundary value problem:

$$
\begin{align*}
& -\left(\varphi_{p}\left(x^{\prime}\right)\right)^{\prime}+q(t) \varphi_{p}(x)=\mu a(t) \varphi_{p}(x)+g(t, x, \mu), \quad 0<t<T, \\
& x(0)=x(T), \quad x^{\prime}(0)=x^{\prime}(T) . \tag{1.2}
\end{align*}
$$

Furthermore, if $g:[0, T] \times \mathbb{R}^{2} \rightarrow \mathbb{R}$ is continuous satisfying $g(t, x, 0) \equiv 0$, and

$$
\begin{equation*}
\lim _{x \rightarrow 0} \frac{g(t, x, \lambda)}{|x|^{p-1}}=0 \tag{1.3}
\end{equation*}
$$

uniformly on $[0, T]$ and $\mu$ on bounded sets. From Dancer [3], one found that problem (1.2) has two distinct unbounded sub-continua $\mathscr{C}^{+}$and $\mathscr{C}^{-}$, consisting of the bifurcation branch $\mathscr{C}$ emanating from $\left(\lambda_{1}, 0\right)$, which satisfy the following lemma.

Lemma 1.1 Either $\mathscr{C}^{+}$and $\mathscr{C}^{-}$are both unbounded and

$$
\mathscr{C}^{v} \subset\left(\left(\mathbb{R} \times P^{v}\right) \cup\left\{\left(\lambda_{1}, 0\right)\right\}\right)
$$

where $v \in\{+,-\}$.

However, among the above papers, the nonlinearities are linear in the zeros and infinity.
As the problems involving non-differentiable nonlinearities, we mention the papers of Berestycki [21], Schmitt and Smith [22], Ma and Dai [23], Dai [24], Dai and Ma [25-27] and references therein. Their main tool is the bifurcation techniques. For the abstract unilateral global bifurcation theory, we refer the reader to $[1-3,20,21,23,26,28,29]$ and the references therein.
First of all, the main purpose of this paper is to establish a result similar to that of Theorem 1.1 in [26] about the Dancer-type unilateral global bifurcation result from an interval for the following periodic $p$-Laplacian problems:

$$
\begin{align*}
& -\left(\varphi_{p}\left(x^{\prime}\right)\right)^{\prime}+q(t) \varphi_{p}(x)=\lambda a(t) \varphi_{p}(x)+F(t, x, \lambda), \quad 0<t<T, \\
& x(0)=x(T), \quad x^{\prime}(0)=x^{\prime}(T), \tag{1.4}
\end{align*}
$$

where $1<p<+\infty, \varphi_{p}(s)=|s|^{p-2} s, \lambda$ is a positive parameter and $a(t)$ and $q(t)$ satisfy:
(H1) $a(t) \in C([0, T],(0, \infty))$.
(H2) $q \in C([0, T],[0, \infty))$ with $q(t) \not \equiv 0$.

Meanwhile, the nonlinear term $F$ has the form $F=f+g$, where $f$ and $g$ are continuous functions on $[0, T] \times \mathbb{R}^{2}$, satisfying the following conditions:
(H3) $\left|\frac{f(t, x, \lambda)}{\varphi_{p}(x)}\right| \leq M_{1}, \forall t \in[0, T], 0<|x| \leq 1$ and all $\lambda \in \mathbb{R}$, where $M_{1}$ is a positive constant.
(H4) $g(t, x, \lambda)=o\left(|x|^{p-1}\right)$ near $x=0$ uniformly in $t \in[0, T]$ and $\lambda$ on bounded sets.
Furthermore, applying the above interval bifurcation result (Theorem 3.1), by an argument similar to that of [26], we can obtain Theorem 4.1 and Theorem 5.1 for problem (4.1) and problem (5.1).
The rest of this paper is arranged as follows. In Section 2, we given some preliminaries. In Section 3, we establish the unilateral global bifurcation result from the interval for problem (1.4). In Section 4, on the basis of the unilateral global interval bifurcation result, we shall prove the existence of the principal eigenvalues for a class of the half-quasilinear periodic $p$-Laplacian eigenvalue problem (see Theorem 4.1). In Section 5, following the above eigenvalue theory (see Theorem 4.1), we shall investigate the existence of one-sign solutions for a class of the half-quasilinear periodic $p$-Laplacian problems.

## 2 Preliminaries

Let $Y=C[0, T]$ with the norm $\|x\|_{\infty}=\max _{t \in[0, T]}|x(t)|$. Let $E=\left\{x \in C^{1}[0, T] \mid x(0)=\right.$ $\left.x(T), x^{\prime}(0)=x^{\prime}(T)\right\}$ with the norm $\|x\|=\max _{t \in[0, T]}|x(t)|+\max _{t \in[0, T]}\left|x^{\prime}(t)\right|$.

We define the linear operator $L: D(L) \subset E \rightarrow Y$,

$$
L x=-\left(\varphi_{p}\left(x^{\prime}\right)\right)^{\prime}+q(t) \varphi_{p}(x), \quad x \in D(L)
$$

with $D(L)=\left\{x, \varphi_{p}\left(x^{\prime}\right) \in C^{1}[0, T] \mid x(0)=x(T), x^{\prime}(0)=x^{\prime}(T)\right\}$. Then $L$ is a closed operator and $L^{-1}: Y \rightarrow E$ is completely continuous.

Let $P^{+}=\{x \in E \mid x(t)>0, t \in[0, T]\}$ and $P^{-}=-P^{+}$, and $P=P^{+} \cup P^{-}$. They are disjoint and open in $E$. Let $\mathscr{S}$ denote the closure in $\mathbb{R} \times E$ of the set of nontrivial solutions of (1.4), and $\mathscr{S}^{ \pm}$to denote the subset of $\mathscr{S}$ with $x \in P^{ \pm}$and $\mathscr{S}^{ \pm}=\mathscr{S}^{+} \cup \mathscr{S}^{-}$.
The following result is a generalization of Theorem 2.3 and Theorem 3.1 of [20].

Lemma 2.1 Let (H1) and (H2) hold. The linear eigenvalue problem

$$
\begin{align*}
& -\left(\varphi_{p}\left(x^{\prime}\right)\right)^{\prime}+q(t) \varphi_{p}(x)=\lambda a(t) \varphi_{p}(x), \quad 0<t<T  \tag{2.1}\\
& x(0)=x(T), \quad x^{\prime}(0)=x^{\prime}(T)
\end{align*}
$$

has a sequence of positive eigenvalues

$$
0<\lambda_{1} \leq \lambda_{2} \leq \lambda_{3} \leq \cdots .
$$

Moreover, the eigenvalue $\lambda_{1}$ has the following properties.
(1) If $0<\lambda<\lambda_{1}$ then problem (2.1) has no nontrivial solution.
(2) $\lambda_{1}$ is a simple eigenvalue and the eigenfunctions associated to $\lambda_{1}$ is either positive or negative on $[0, T]$.
(3) Any eigenfunction $x$ associated to $\lambda \neq \lambda_{1}$ changes sign.

Lemma 2.2 (see [20]) If $(\lambda, x)$ is a nontrivial solution of (1.4) under assumptions (H1), (H2), (H3), and (H4) and $x$ has a double zero, then $x \equiv 0$.

Next, we give an important lemma which will be used later.

Lemma 2.3 (see [30,31]) Let $b_{1}(t), b_{2}(t) \in L^{1}(I), I$ an interval and ify and $z$ are functions such that $y, z, \varphi_{p}\left(y^{\prime}\right)$, and $\varphi_{p}\left(z^{\prime}\right)$ are differentiable on $I$ and $z(t) \neq 0$ for $t \in I$. Then we have the following identity.

$$
\begin{align*}
& \frac{d}{d t}\left\{\frac{y}{\varphi_{p}(z)}\left[\varphi_{p}(z) \varphi_{p}\left(y^{\prime}\right)-\varphi_{p}(y) \varphi_{p}\left(z^{\prime}\right)\right]\right\} \\
& =\left(b_{2}-b_{1}\right)|y|^{p}+\frac{y}{\varphi_{p}(z)}\left[\varphi_{p}(z) l_{p}[y]-\varphi_{p}(y) L_{p}[z]\right] \\
&  \tag{2.2}\\
& \quad+\left[\left|y^{\prime}\right|^{p}+(p-1)\left|\frac{y z^{\prime}}{z}\right|^{p}-p \varphi_{p}(y) y^{\prime} \varphi_{p}\left(\frac{z^{\prime}}{z}\right)\right]
\end{align*}
$$

where $1<p<+\infty, \varphi_{p}(s)=|s|^{p-2} s, l_{p}[y]=\left(\varphi_{p}\left(y^{\prime}\right)\right)^{\prime}+b_{1}(t) \varphi_{p}(y), L_{p}[z]=\left(\varphi_{p}\left(z^{\prime}\right)\right)^{\prime}+b_{2}(t) \varphi_{p}(z)$.
Remark 2.1 (see [31]) By Young's inequality, we get

$$
\left|y^{\prime}\right|^{p}+(p-1)\left|\frac{y z^{\prime}}{z}\right|^{p}-p \varphi_{p}(y) y^{\prime} \varphi_{p}\left(\frac{z^{\prime}}{z}\right) \geq 0
$$

and the equality holds if and only if $\operatorname{sgn} y=\operatorname{sgn} z$ and $\left|\frac{y^{\prime}}{y}\right|^{p}=\left|\frac{z^{z^{2}}}{z}\right|^{p}$.
In order to treat the problems with non-asymptotic nonlinearity at 0 and $\infty$, we shall need the following definition and lemma.

Definition 2.1 (see [32]) Let $X$ be a Banach space and let $\left\{C_{n} \mid n=1,2, \ldots\right\}$ be a certain infinite collection of subsets of $X$. Then the superior limit $\mathbb{D}$ of $\left\{C_{n}\right\}$ is defined by

$$
\begin{equation*}
\mathbb{D}:=\limsup _{n \rightarrow \infty} C_{n}=\left\{x \in X \mid \exists\left\{n_{i}\right\} \subset \mathbb{N} \text { and } x_{n_{i}} \in C_{n_{i}} \text {, such that } x_{n_{i}} \rightarrow x\right\} . \tag{2.3}
\end{equation*}
$$

Lemma 2.4 (see [32]) Each connected subset of metric space $X$ is contained in a component, and each component of $X$ is closed.

Lemma 2.5 (see [33]) Let $X$ be a Banach space and let $\left\{C_{n} \mid n=1,2, \ldots\right\}$ be a family of closed connected subsets of $X$. Assume that
(i) there exist $z_{n} \in C_{n}, n=1,2, \ldots$, and $z^{*} \in X$, such that $z_{n} \rightarrow z^{*}$;
(ii) $r_{n}=\sup \left\{\|x\| \mid x \in C_{n}\right\}=\infty$;
(iii) for every $R>0,\left(\bigcup_{n=1}^{\infty} C_{n}\right) \cap B_{R}$ is a relatively compact set of $X$, where

$$
B_{R}=\{x \in X \mid\|x\| \leq R\} .
$$

Then there exists an unbounded component $C$ in $\mathbb{D}$ and $z^{*} \in C$.

## 3 Unilateral global bifurcation

We consider the following auxiliary problem (see [20], pp.2852-2855):

$$
\begin{align*}
& -\left(\varphi_{p}\left(x^{\prime}\right)\right)^{\prime}+q(t) \varphi_{p}(x)=h(t), \quad \text { a.e. } t \in(0, T), \\
& x(0)=x(T), \quad x^{\prime}(0)=x^{\prime}(T) \tag{3.1}
\end{align*}
$$

for a given $h \in L^{1}(0, T)$. From [20], pp.2852-2855, we see that problem (3.1) can be equivalently written as $x=G p(h)(t) . G p: L^{1}(0, T) \rightarrow E$ is continuous and maps equi-integrable sets of $L^{1}(0, T)$ into relatively compacts of $E$.

Define the Nemitskii operator $H: \mathbb{R} \times E \rightarrow L^{1}(0, T)$ by

$$
H(\lambda, x)(t):=\lambda a(t) \varphi_{p}(x)+F(t, x(t), \lambda) .
$$

Then it is clear that $H$ is continuous operator and problem (1.4) can be equivalently written as

$$
x=G p \circ H(\lambda, x):=F_{\lambda}(x) .
$$

Since $G p: L^{1}(0, T) \rightarrow E$ is compact, $F_{\lambda}: \mathbb{R} \times E \rightarrow E$ is completely continuous. Obviously, $F_{\lambda}(0)=0, \forall \lambda \in \mathbb{R}$.
By an argument similar to Theorem 1.1 of [26], we can obtain the following theorem.
Theorem 3.1 Let (H1), (H2), (H3), and (H4) hold. Let $d_{1}=M_{1} / a_{0}$, where $a_{0}=$ $\min _{t \in[0, T]} a(t)$, and let $I=\left[\lambda_{1}-d_{1}, \lambda_{1}+d_{1}\right]$. The component $\mathscr{D}^{\nu}$ of $\mathscr{S}^{\nu} \cup(I \times\{0\})$, containing $I \times\{0\}$ is unbounded and lies in $\left(\mathbb{R} \times P^{v}\right) \cup(I \times\{0\})$, for $v=+$ and $v=-$. Here $\lambda_{1}$ is the principal eigenvalue of (2.1).

Remark 3.1 If $F(t, x, \lambda) \equiv 0, I=\left\{\lambda_{1}\right\}$ in Theorem 3.1. Thus, a nontrivial solution of problem (1.4) does not change its sign corresponding to $\lambda_{1}$. In the present form, Theorem 3.1 is valid.

In order to prove Theorem 3.1, we need the following results.
Lemma 3.1 If $\mathscr{D}^{v}$ is bounded, we can find a neighborhood $\mathcal{O}$ of $\mathscr{D}^{v}$ such that $\partial \mathcal{O} \cap \mathscr{S}^{v}=\emptyset$, where $\mathscr{D}^{\nu}(\nu=+,-)$ is given by Theorem 3.1.

Proof We only prove the case of $\mathscr{D}_{k}^{+}$since the case of $\mathscr{D}_{k}^{-}$is similar.
Let $\mathcal{U}$ be a uniform neighborhood of $\mathscr{D}^{+}$in $\mathbb{R} \times E$.
We discuss two cases.
Case 1. If $\partial \mathcal{U} \cap \mathscr{S}^{+} \neq \emptyset$.
Since the solutions of problem (1.4) are bounded in $\mathbb{R} \times E$, then $\mathscr{D}^{+}$is compact in $\mathbb{R} \times P^{+}$. It follows that $\overline{\mathcal{U}} \cap \mathscr{S}^{+}$is compact metric space. Obviously, $\mathscr{D}^{+}$and $\partial \mathcal{U} \cap \mathscr{S}^{+}$are two disjoint closed subsets of $\overline{\mathcal{U}} \cap \mathscr{S}^{+}$. Because of the maximal connectedness of $\mathscr{D}^{+}$, there does not exist a component $\mathscr{D}^{*}$ of $\overline{\mathcal{U}} \cap \mathscr{S}^{+}$such that $\mathscr{D}^{*} \cap D^{+} \neq \emptyset, D^{*} \cap\left(\partial \mathcal{U} \cap \mathscr{S}^{+}\right) \neq \emptyset$. By [32] or [2], Lemma 1.1, there exist two disjoint compact subsets $K_{1}, K_{2}$ of $\overline{\mathcal{U}} \cap \mathscr{S}^{+}$, such that $\overline{\mathcal{U}} \cap \mathscr{S}^{+}=K_{1} \cup K_{2}, \mathscr{D}^{+} \subset K_{1}, \partial \mathcal{U} \cap \mathscr{S}^{+} \subset K_{2}$. Evidently, $d\left(K_{1}, K_{2}\right)>0$. Let $r=$ $\min \left\{d\left(K_{1}, K_{2}\right), d\left(K_{1}, \partial \mathcal{U}\right)\right\}$, and let $\mathcal{V}$ be the $\frac{r}{2}$-neighborhood of $K_{1}$. Set

$$
\mathcal{O}=\mathcal{U} \cap \mathcal{V}
$$

then

$$
\mathscr{D}^{+} \subset \mathcal{O}, \quad \partial \mathcal{O} \cap \mathscr{S}^{+}=\emptyset
$$

Case 2. If $\partial \mathcal{U} \cap \mathscr{S}^{+}=\emptyset$.
In this case, we take $\mathcal{O}=\mathcal{U}$. It is obvious that the result holds.

To prove Theorem 3.1, we introduce the following auxiliary approximate problem:

$$
\begin{align*}
& -\left(\varphi_{p}\left(x^{\prime}\right)\right)^{\prime}+q(t) \varphi_{p}(x)=\lambda a(t) \varphi_{p}(x)+f\left(t, x|x|^{\epsilon}, \lambda\right)+g(t, x, \lambda), \quad 0<t<T,  \tag{3.2}\\
& x(0)=x(T), \quad x^{\prime}(0)=x^{\prime}(T) .
\end{align*}
$$

Let

$$
\widehat{L} x=-L x=\left(\varphi_{p}\left(x^{\prime}\right)\right)^{\prime}-q(t) \varphi_{p}(x), \quad x \in D(L)
$$

To prove Theorem 3.1, the next lemma will play a key role.
Lemma 3.2 Let $\epsilon_{n}, 0<\epsilon_{n}<1$, be a sequence converging to 0 . If there exists a sequence $\left(\lambda_{n}, x_{n}^{\nu}\right) \in \mathbb{R} \times P^{\nu}$ such that $\left(\lambda_{n}, x_{n}^{\nu}\right)$ is a nontrivial solution of problem (3.2) corresponding to $\epsilon=\epsilon_{n}$, and $\left(\lambda_{n}, x_{n}^{\nu}\right)$ converges to $(\lambda, 0)$ in $\mathbb{R} \times E$, then $\lambda \in I$.

Proof By $\left\|x_{n}^{\nu}\right\|^{p-1}$ for the two sides of (3.2), let $y_{n}^{\nu}=x_{n}^{\nu} /\left\|x_{n}^{\nu}\right\|$, then $y_{n}^{\nu}$ satisfies the problem

$$
\begin{align*}
& -\left(\varphi_{p}\left(\left(y_{n}^{v}\right)^{\prime}\right)\right)^{\prime}+q(t) \varphi_{p}\left(y_{n}^{v}\right)=\lambda a(t) \varphi_{p}\left(y_{n}^{v}\right)+f_{n}(t)+g_{n}(t), \quad 0<t<T,  \tag{3.3}\\
& y_{n}^{\nu}(0)=y_{n}^{v}(T), \quad\left(y_{n}^{\nu}\right)^{\prime}(0)=\left(y_{n}^{\nu}\right)^{\prime}(T),
\end{align*}
$$

where

$$
f_{n}(t)=\frac{f\left(t, x_{n}^{\nu}\left|x_{n}^{\nu}\right|^{\epsilon_{n}}, \lambda_{n}\right)}{\left\|x_{n}^{\nu}\right\|^{p-1}}, \quad g_{n}(t)=\frac{g\left(t, x_{n}^{\nu}, \lambda_{n}\right)}{\left\|x_{n}^{\nu}\right\|^{p-1}} .
$$

Let

$$
\bar{g}(t, x, \lambda)=\max _{0 \leq|s| \leq x}|g(t, s, \lambda)| \quad \text { for all } t \in[0, T] \text { and } \lambda \text { on bounded sets, }
$$

then $\bar{g}$ is nondecreasing with respect to $x$ and

$$
\begin{equation*}
\lim _{x \rightarrow 0^{+}} \frac{\bar{g}(t, x, \lambda)}{x^{p-1}}=0 \tag{3.4}
\end{equation*}
$$

uniformly for $t \in[0, T]$ and $\lambda$ on bounded sets. Further it follows from (3.4) that

$$
\left|\frac{|g(t, x, \lambda)|}{\|x\|^{p-1}}\right| \leq \frac{\bar{g}(t,|x|, \lambda)}{\|x\|^{p-1}} \leq \frac{\bar{g}\left(t,\|x\|_{\infty}, \lambda\right)}{\|x\|^{p-1}} \leq \frac{\bar{g}(t,\|x\|, \lambda)}{\|x\|^{p-1}} \rightarrow 0 \quad \text { as }\|x\| \rightarrow 0
$$

uniformly for $t \in[0, T]$ and $\lambda$ on bounded sets. It follows that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} g_{n}(t)=0 . \tag{3.5}
\end{equation*}
$$

Clearly, (H3) implies that

$$
\begin{align*}
\left|f_{n}(t)\right| & =\left|\frac{\left|f\left(t, x_{n}^{v}\left|x^{v}\right| \epsilon_{n}, \lambda_{n}\right)\right|}{\left\|x_{n}^{v}\right\| \|^{p-1} \varphi_{p}\left(y_{n}^{v}\right)} \cdot \varphi_{p}\left(y_{n}^{v}\right)\right|=\left|\frac{\left|f\left(t, x_{n}^{v}\left|x_{n}^{v}\right| \epsilon_{n}, \lambda_{n}\right)\right|}{\varphi_{p}\left(x_{n}^{v}\left|x_{n}^{v}\right| \epsilon_{n}\right)} \cdot \varphi_{p}\left(\left|x_{n}^{\nu}\right|^{\epsilon_{n}}\right) \varphi_{p}\left(y_{n}^{v}\right)\right| \\
& \leq\left.\left.\left|M_{1} \cdot\right| x_{n}^{v}\right|^{p-1) \epsilon_{n}} \cdot \varphi_{p}\left(y_{n}^{v}\right)\left|\leq M_{1} \cdot\right| y_{n}^{v}\right|^{(p-1)} \tag{3.6}
\end{align*}
$$

for all $t \in[0, T]$.

It is obvious that (3.3), (3.5), and (3.6) imply that $y_{n}^{v}$ is bounded in $C^{2}$. By the ArzelàAscoli theorem, we may assume that $y_{n}^{\nu} \rightarrow y^{\nu}$ in $E$ with $\left\|y^{\nu}\right\|=1$. Clearly, we have $y^{\nu} \in \bar{P}^{\nu}$.

We claim that $y^{\nu} \in P^{\nu}$. On the contrary, suppose that $y^{\nu} \in \partial P^{\nu}$, by Lemma $2.2, y^{\nu} \equiv 0$, which is a contradiction with $\left\|y^{\nu}\right\|=1$.

Now, we deduce the boundedness of $\lambda$. Let $\psi_{v} \in P^{\nu}$ be an eigenfunction of problem (2.1) corresponding to $\lambda_{1}$.
To obtain the bound on $\lambda$, we shall compare $y_{n}^{\nu}$ and $\psi_{v}$ via Lemma 2.3. We know that $y_{n}^{v}$ satisfies

$$
\left(\varphi_{p}\left(\left(y_{n}^{\nu}\right)^{\prime}\right)\right)^{\prime}-q(t) \varphi_{p}\left(y_{n}^{\nu}\right)=-\lambda_{n} a(t) \varphi_{p}\left(y_{n}^{v}\right)-f_{n}(t)-g_{n}(t)
$$

and $\psi_{v}$ satisfies

$$
\left(\varphi_{p}\left(\psi_{v}^{\prime}\right)\right)^{\prime}-q(t) \varphi_{p}\left(\psi_{v}\right)=-\lambda_{1} a(t) \varphi_{p}\left(\psi_{v}\right) .
$$

We can assume without loss of generality that $v=+$. By Lemma 2.3, we have

$$
\begin{equation*}
\int_{0}^{T}\left\{\frac{y_{n}^{+}}{\varphi_{p}\left(\psi_{+}\right)}\left[\varphi_{p}\left(\psi_{+}\right) \varphi_{p}\left(\left(y_{n}^{+}\right)^{\prime}\right)-\varphi_{p}\left(y_{n}^{+}\right) \varphi_{p}\left(\psi_{+}^{\prime}\right)\right]\right\}^{\prime} d t=A_{1}+B_{1}, \tag{3.7}
\end{equation*}
$$

where

$$
A_{1}=\int_{0}^{T} \frac{y_{n}^{+}}{\varphi_{p}\left(\psi_{+}\right)}\left[\varphi_{p}\left(\psi_{+}\right) \widehat{L}\left[y_{n}^{+}\right]-\varphi_{p}\left(y_{n}^{+}\right) \widehat{L}\left[\psi_{+}\right]\right] d t
$$

and

$$
B_{1}=\int_{0}^{T}\left[\left|\left(y_{n}^{+}\right)^{\prime}\right|^{p}+(p-1)\left|\frac{y_{n}^{+} \psi_{+}^{\prime}}{\psi_{+}}\right|^{p}-p \varphi_{p}\left(y_{n}^{+}\right)\left(y_{n}^{+}\right)^{\prime} \varphi_{p}\left(\frac{\psi_{+}^{\prime}}{\psi_{+}}\right)\right] d t .
$$

We shall prove that $\psi_{+}(0) \neq 0$ and $\psi_{+}(T) \neq 0$. If $\psi_{+}(0)=0$ or $\psi_{+}(T)=0$, then $\psi_{+}(T)=$ $\psi_{+}(0)=0$. Together with $\psi_{+}(t) \geq 0, t \in[0, T]$, it follows that $\psi_{+}^{\prime}(0) \geq 0, \psi_{+}^{\prime}(T) \leq 0$. Moreover, $\psi_{+}^{\prime}(0)=\psi_{+}^{\prime}(T)$ implies that $\psi_{+}^{\prime}(0)=\psi_{+}^{\prime}(T)=0$. Lemma 2.2 implies $\psi_{+}(t) \equiv 0$, $\forall t \in[0, T]$, which is a contradiction.

Furthermore, the left-hand side of (3.7) equals zero. Clearly, we have $B_{1} \geq 0$. It follows that

$$
\begin{align*}
0 & \geq A_{1}=\int_{0}^{T} \frac{y_{n}^{+}}{\varphi_{p}\left(\psi_{+}\right)}\left[\varphi_{p}\left(\psi_{+}\right) \widehat{L}\left[y_{n}^{+}\right]-\varphi_{p}\left(y_{n}^{+}\right) \widehat{L}\left[\psi_{+}\right]\right] d t \\
& =\int_{0}^{T}\left(\lambda_{1}-\lambda_{n}\right) a(t)\left|y_{n}^{+}\right|^{p} d t-\int_{0}^{T} y_{n}^{+}\left[f_{n}(t)+g_{n}(t)\right] d t . \tag{3.8}
\end{align*}
$$

Similarly, we can prove that $y_{n}^{+}(0) \neq 0$ and $y_{n}^{+}(T) \neq 0$. Furthermore, we can also show

$$
\begin{align*}
0 & \geq A_{2}=\int_{0}^{T} \frac{\psi_{+}}{\varphi_{p}\left(y_{n}^{+}\right)}\left[\varphi_{p}\left(y_{n}^{+}\right) \cdot \widehat{L}\left[\psi_{+}\right]-\varphi_{p}\left(\psi_{+}\right) \cdot \widehat{L}\left[y_{n}^{+}\right]\right] d t \\
& =\int_{0}^{T}\left(\lambda_{n}-\lambda_{1}\right) a(t)\left|\psi_{+}\right|^{p} d t+\int_{0}^{T} \frac{\left|\psi_{+}\right|^{p}}{\varphi_{p}\left(y_{n}^{+}\right)}\left[f_{n}(t)+g_{n}(t)\right] d t . \tag{3.9}
\end{align*}
$$

If $\lambda \leq \lambda_{1}$, by (3.5), (3.6), and (3.8), we obtain

$$
\begin{align*}
\int_{0}^{T}\left(\lambda_{1}-\lambda\right) a(t)\left|y^{+}\right|^{p} d t & \leq \lim _{n \rightarrow \infty} \int_{0}^{T} y_{n}^{+}\left[f_{n}(t)+g_{n}(t)\right] d t \\
& \leq M_{1} \int_{0}^{T}\left(y^{+}\right)^{p} d t \tag{3.10}
\end{align*}
$$

Hence, we get

$$
\int_{0}^{T}\left(\lambda_{1}-\lambda\right) a(t)\left(y^{+}\right)^{p} d t \leq M_{1} \int_{0}^{T}\left(y^{+}\right)^{p} d t
$$

which implies $\lambda \geq \lambda_{1}-d$.
If $\lambda \geq \lambda_{1}$, by (3.5), (3.6), and (3.9), we obtain

$$
\begin{align*}
\int_{0}^{T}\left(\lambda-\lambda_{1}\right) a(t)\left|\psi_{+}\right|^{p} d t & \leq-\lim _{n \rightarrow \infty} \int_{0}^{T} \frac{\left|\psi_{+}\right|^{p}}{\varphi_{p}\left(y_{n}^{+}\right)} f_{n}(t) d t \\
& \leq M_{1} \int_{0}^{T} \psi_{+}^{p} d t \tag{3.11}
\end{align*}
$$

Hence, we get

$$
\int_{0}^{T}\left(\lambda-\lambda_{1}\right) a(t) \psi_{+}^{p} d t \leq M_{1} \int_{0}^{T} \psi_{+}^{p} d t
$$

which implies $\lambda \leq \lambda_{1}+d$. Therefore, we have $\lambda \in I$.

Remark 3.2 In [26], all eigenvalues of the linear eigenvalue problem are simple. However, eigenvalues of the linear periodic eigenvalue problem (2.1) are different (see [34], p.284, L.1-6, that is, these eigenvalues may be double, and at most two distinct eigenvalues can arise from them via a linear perturbation). Thus, the method of the proof of Lemma 3.2 playing a key role in this paper is different from the method of the proof of Lemma 2.3 in [26].

Lemma 3.3 For $v \in\{+,-\}$, the component $\mathscr{D}^{\nu}$ of $\mathscr{S}^{\nu} \cup(I \times\{0\})$ satisfies $\mathscr{D}^{\nu} \subset\left(\mathbb{R} \times P^{v}\right) \cup$ $(I \times\{0\})$, where $\mathscr{D}^{\nu}(\nu=+,-)$ be given by Theorem 3.1.

Proof We only prove the case of $\mathscr{D}_{k}^{+}$since the case of $\mathscr{D}_{k}^{-}$is similar.
For any $(\lambda, x) \in \mathscr{D}^{+}$, there are two possibilities: (i) $x \in P^{+}$or (ii) $x \in \partial P^{+}$. It is obvious that $(\lambda, x) \in \mathbb{R} \times P^{+}$in the case of (i). The case (ii) implies that $x \in \partial P^{+}$has at least one double zero in $[0, T]$. From Lemma 2.2 it follows that $x \equiv 0$. Hence, there exists a sequence $\left(\lambda_{n}, x_{n}\right) \in \mathbb{R} \times P^{+}$such that $\left(\lambda_{n}, x_{n}\right)$ is a solution of problem (3.2) corresponding to $\epsilon=0$, and $\left(\lambda_{n}, x_{n}\right)$ converges to $(\lambda, 0)$ in $\mathbb{R} \times P^{+}$. By Lemma 3.2, we have $\lambda \in I$, i.e., $(\lambda, x) \in I \times\{0\}$ in the case of (ii). Hence, $\mathscr{D}^{+} \subset\left(\mathbb{R} \times P^{+}\right) \cup(I \times\{0\})$.

Proof of Theorem 3.1 We only prove the case of $\mathscr{D}^{+}$since the case of $\mathscr{D}^{-}$is similar. Let $\mathscr{D}^{+}$ be the component of $\mathscr{S}^{+} \cup(I \times\{0\})$, containing $I \times\{0\}$.

By Lemma 3.3, we have $\mathscr{D}^{+} \subset\left(\mathbb{R} \times P^{+}\right) \cup(I \times\{0\})$.

Suppose on the contrary that $\mathscr{D}^{+}$is bounded. By Lemma 3.1, we can find a neighborhood $\mathcal{O}$ of $\mathscr{D}^{+}$such that $\partial \mathcal{O} \cap \mathscr{S}^{+}=\emptyset$.

In order to complete the proof of this theorem, we consider problem (3.2). For $\epsilon>0$, it is easy to show that the nonlinear term $f\left(t, x|x|^{\epsilon}, \lambda\right)+g(t, x, \lambda)$ satisfies the condition (1.3). Let

$$
\mathscr{S}_{\epsilon}=\overline{\{(\lambda, x):(\lambda, x) \text { satisfies (3.2) and } x \not \equiv 0\}}^{\mathbb{R} \times E} .
$$

By Lemma 1.1, there are two unbounded continua, $\mathscr{D}_{\epsilon}^{+}$of $\mathscr{S}_{\epsilon}^{+}$and $\mathscr{D}_{\epsilon}^{-}$of $\mathscr{S}_{\epsilon}^{-}$, bifurcating from $\left(\lambda_{1}, 0\right)$, consisting of the bifurcation branch $\mathscr{D}_{\epsilon}$, where $\mathscr{D}_{\epsilon}^{+}$and $\mathscr{D}_{\epsilon}^{-}$are both unbounded and

$$
\mathscr{D}_{\epsilon}^{\nu} \subset\left(\mathbb{R} \times P^{\nu}\right) \cup\left\{\left(\lambda_{1}, 0\right)\right\} .
$$

So there exists $\left(\lambda_{\epsilon}, x_{\epsilon}\right) \in \mathscr{D}_{\epsilon}^{+} \cap \partial \mathcal{O}$ for all $\epsilon>0$. Since $\mathcal{O}$ is bounded in $\mathbb{R} \times P^{+}$, equation (3.2) shows that $\left(\lambda_{\epsilon}, x_{\epsilon}\right)$ is bounded in $\mathbb{R} \times C^{2}$ independently of $\epsilon$. By the compactness of $L^{-1}$, one can find a sequence $\epsilon_{n} \rightarrow 0$ such that $\left(\lambda_{\epsilon}, x_{\epsilon}\right)$ converges to a solution $(\lambda, x)$ of (1.4). So $x \in \bar{P}^{+}$. If $x \in \partial P^{+}$, then from Lemma 2.2 it follows that $x \equiv 0$. Note that $(\lambda, x) \in \mathscr{D}_{\epsilon}^{+} \cap \partial \mathcal{O}$ since $\mathscr{D}_{\epsilon}^{+} \cap \partial \mathcal{O}$ is a closed subset of $\mathbb{R} \times P^{+}$. By Lemma $3.2, \lambda \in I$, which contradicts the definition of $\mathcal{O}$. On the other hand, if $x \in P^{+}$, then $(\lambda, x) \in \mathscr{S}^{+} \cap \partial \mathcal{O}$, which contradicts $\mathscr{S}^{+} \cap \partial \mathcal{O}=\emptyset$.

From Theorem 3.1 and its proof, we can easily get the following two corollaries.

Corollary 3.1 There exist two unbounded sub-continua $\mathscr{D}^{+}$and $\mathscr{D}^{-}$of solutions of (1.4) in $\mathbb{R} \times E$, bifurcating from $I \times\{0\}$, and $\mathscr{D}^{\nu} \subset\left(\mathbb{R} \times P^{\nu}\right) \cup(I \times\{0\})$ for $v=+$ and $v=-$.

We relax the assumption of $a$ as follows:
(A1) $a(t) \in C[0, T]$ is a sign-changing weight.

Corollary 3.2 Let (A1) hold and $f \equiv 0$. Then there exist two unbounded sub-continua $\mathscr{C}^{+}$ and $\mathscr{C}^{-}$of solutions of (1.4) in $\mathbb{R} \times E$, bifurcating from $\left(\lambda_{1}, 0\right)$, and $\mathscr{C}^{\nu} \subset\left(\mathbb{R} \times P^{v}\right) \cup(I \times\{0\})$ for $v=+$ and $v=-$.

## 4 Spectrum of half-quasilinear eigenvalue problems

In this section, we consider the half-quasilinear eigenvalue problem

$$
\begin{align*}
& -\left(\varphi_{p}\left(x^{\prime}\right)\right)^{\prime}+q(t) \varphi_{p}(x)=\lambda a(t) \varphi_{p}(x)+\alpha(t) \varphi_{p}\left(x^{+}\right)+\beta(t) \varphi_{p}\left(x^{-}\right), \quad 0<t<T,  \tag{4.1}\\
& x(0)=x(T), \quad x^{\prime}(0)=x^{\prime}(T),
\end{align*}
$$

where $x^{+}=\max \{x, 0\}, x^{-}=-\min \{x, 0\}, \alpha(t), \beta(t) \in C[0, T]$.
Problem (4.1) is called half-quasilinear because it is positive $p-1$ homogeneous in the cones $u>0$ and $u<0$. Similar to [21], we say that $\lambda$ is a half-eigenvalue of problem (4.1), if there exists a nontrivial solution $\left(\lambda, x_{\lambda}\right)$. $\lambda$ is also said to be simple if $y=c x_{\lambda}, c>0$ for all solutions $(\lambda, y)$ of problem (4.1). A half-eigenvalue is called the principal half-eigenvalue if the corresponding eigenfunction is positive or negative.
By an argument similar to that of [26], we can obtain the following theorem.

Theorem 4.1 There exist two simple half-eigenvalues $\lambda^{+}$and $\lambda^{-}$for problem (4.1). The corresponding half-linear solutions are in $\left\{\lambda^{+}\right\} \times P^{+}$and $\left\{\lambda^{-}\right\} \times P^{-}$. Furthermore, aside from $\lambda^{+}$and $\lambda^{-}$, there is no other half-eigenvalue with positive or negative eigenfunction.

Proof By Theorem 3.1, we know that there exists at least one solution of problem (4.1), $\left(\lambda^{\nu}, x^{\nu}\right) \in \mathbb{R} \times P^{\nu}$, for every $\nu=+$ and $\nu=-$. The positive homogeneous of problem (4.1) implies that $\left\{\left(\lambda^{\nu}, c x^{\nu}\right), c>0\right\}$ are half-linear solutions in $\left\{\lambda^{\nu}\right\} \times P^{\nu}$. Lemma 2.2 implies that any nontrivial solution $x$ of problem (4.1) lies in some $P^{\nu}$. We claim that for any solution ( $\lambda, x$ ) of problem (4.1) with $x \in P^{\nu}$, we have $\lambda=\lambda^{\nu}$ and $x=c x^{\nu}$ for some positive constant $c$.

Next, we only prove the case of $v=+$ since the case of $v=-$ is similar.
Applying Lemma 2.3 to $x$ and $x^{+}$on [ $0, T$ ], we have

$$
\left.\begin{array}{rl}
\int_{0}^{T} & {\left[x^{+} \varphi_{p}\left(\left(x^{+}\right)^{\prime}\right)-\frac{\left|x^{+}\right| p}{p} \varphi_{p}\left(x^{\prime}\right)\right.} \\
\varphi_{p}(x)
\end{array}\right]^{\prime} d t . ~ \begin{aligned}
= & \int_{0}^{T}\left[x^{+} \widehat{L}\left[x^{+}\right]-\frac{x^{+} \varphi_{p}\left(x^{+}\right)}{\varphi_{p}(x)} \widehat{L}[x]\right] d t \\
& +\int_{0}^{T}\left[\left|\left(x^{+}\right)^{\prime}\right|^{p}+(p-1)\left|\frac{x^{+} x^{\prime}}{x}\right|^{p}-p \varphi_{p}\left(x^{+}\right)\left(x^{+}\right)^{\prime} \varphi_{p}\left(\frac{x^{\prime}}{x}\right)\right] d t . \tag{4.2}
\end{aligned}
$$

Using a proof similar to that of Lemma 3.2, we can obtain $\lambda^{+} \leq \lambda$. Similarly, we have $\lambda^{+} \geq \lambda$. It follows that $\lambda^{+}=\lambda$.

Next, we shall show that $x=c \lambda^{\nu}$ for some positive constant $c$.
Since $\lambda=\lambda^{+}$, we have

$$
\int_{0}^{T}\left[x^{+} \widehat{L}\left[x^{+}\right]-\frac{x^{+} \varphi_{p}\left(x^{+}\right)}{\varphi_{p}(x)} \widehat{L}[x]\right] d t=0
$$

Furthermore, by (4.2), we obtain

$$
\int_{0}^{T}\left[\left|\left(x^{+}\right)^{\prime}\right|^{p}+(p-1)\left|\frac{x^{+} x^{\prime}}{x}\right|^{p}-p \varphi_{p}\left(x^{+}\right)\left(x^{+}\right)^{\prime} \varphi_{p}\left(\frac{x^{\prime}}{x}\right)\right] d t=0
$$

By Remark 2.1, we have $\operatorname{sgn} x^{+}=\operatorname{sgn} x$ and $\left|\frac{\left(x^{+}\right)^{\prime}}{x^{+}}\right|^{p}=\left|\frac{x^{\prime}}{x}\right|^{p}$. It follows that there exists a constant $c \neq 0$ such that $x=c x^{+}$for some positive constant $c$.
Naturally, we can consider the bifurcation structure of the perturbation of problem (4.1) of the form

$$
\begin{align*}
& -\left(\varphi_{p}\left(x^{\prime}\right)\right)^{\prime}+q(t) \varphi_{p}(x) \\
& \quad=\lambda a(t) \varphi_{p}(x)+\alpha(t) \varphi_{p}\left(x^{+}\right)+\beta(t) \varphi_{p}\left(x^{-}\right)+g(t, x, \lambda), \quad 0<t<T  \tag{4.3}\\
& x(0)=x(T), \quad x^{\prime}(0)=x^{\prime}(T)
\end{align*}
$$

where $g$ satisfies (1.3).

Remark 4.1 By some simple computation, we can show that if $\beta \equiv 0$ then $\lambda^{-}=\lambda_{1}, \alpha \equiv 0$ implies $\lambda^{+}=\lambda_{1}$ and $\alpha=\beta \equiv 0$ implies $\lambda^{+}=\lambda^{-}=\lambda_{1}$.

Remark 4.2 Note that $\min \left\{\lambda^{+}, \lambda^{-}\right\}$is the least half-eigenvalue for (4.1).

Using a similar method to prove ([26], Theorem 3.1) with obvious changes, we may obtain the following result.

Theorem 4.2 For $v=+,-,\left(\lambda^{\nu}, 0\right)$ is a bifurcation point for problem (4.3). Moreover, there exists an unbounded continuum $\mathscr{D}^{\nu}$ of solutions of problem (4.3), such that $\mathscr{D}^{\nu} \subset((\mathbb{R} \times$ $\left.\left.P^{\nu}\right) \cup\left\{\left(\lambda^{\nu}, 0\right)\right\}\right)$.

Proof Let $\alpha^{0}:=\max _{t \in[0, T]}|\alpha(t)|$ and $\beta^{0}:=\max _{t \in[0, T]}|\beta(t)|$. We have

$$
I_{0}=\left[\lambda_{1}-\frac{\alpha^{0}+\beta^{0}}{a_{0}}, \lambda_{1}+\frac{\alpha^{0}+\beta^{0}}{a_{0}}\right] .
$$

Corollary 3.1 shows that there exist two unbounded sub-continua $\mathscr{D}^{+}$and $\mathscr{D}^{-}$of solutions of (4.3) in $\mathbb{R} \times E$, bifurcating from $I_{0} \times\{0\}$, and $\mathscr{D}^{v} \subset\left(\mathbb{R} \times P^{v}\right) \cup\left(I_{0} \times\{0\}\right)$ for $v=+$ and $v=-$. Let us show that $\mathscr{D}^{v} \cap(\mathbb{R} \times\{0\})=\left(\lambda^{\nu}, 0\right)$, i.e., $\left(\lambda^{\nu}, 0\right)$ is a bifurcation point for problem (4.3). Indeed, assume there exists ( $\lambda_{n}, x_{n}$ ), a sequence of solutions of problem (4.3) converging to $(\lambda, 0)$. By $\left\|x_{n}\right\|^{p-1}$ for the two sides of (4.3), let $y_{n}=\frac{x_{n}}{\left\|x_{n}\right\|}$, then $y_{n}$ should be a solution of the problem

$$
y_{n}=G_{p}\left[\lambda a(t) \varphi_{p}\left(y_{n}\right)+\alpha(t) \varphi_{p}\left(y_{n}^{+}\right)+\beta(t) \varphi_{p}\left(y_{n}^{-}\right)+\frac{g\left(t, x_{n}, \lambda\right)}{\left\|x_{n}\right\|^{p-1}}\right] .
$$

By (3.5) and the compactness of $G_{p}$, we obtain for some convenient subsequence $y_{n} \rightarrow y_{0}$ as $n \rightarrow+\infty$. Now $y_{0}$ verifies the equation

$$
L y_{0}=\lambda a(t) \varphi_{p}\left(y_{0}\right)+\alpha(t) \varphi_{p}\left(y_{0}^{+}\right)+\beta(t) \varphi_{p}\left(y_{0}^{-}\right)
$$

and $\left\|y_{0}\right\|_{\infty}=1$. This implies that $\lambda=\lambda^{\nu}$ for $v \in\{+,-\}$.

Remark 4.3 Theorem 4.2 indicates that the bifurcation interval $I=\left\{\lambda^{+}, \lambda^{-}\right\}$, i.e., problem (4.3), the bifurcation interval $I$ is a finite point set. What conditions can ensure that the component indeed bifurcates from an interval is still an open problem for the secondorder periodic boundary value problems.

## 5 One-sign solutions for half-linear eigenvalue problems

Following the above eigenvalue theory (see Theorem 4.1), we shall investigate the existence of one-sign solutions for the following periodic problem:

$$
\begin{align*}
& -\left(\varphi_{p}\left(x^{\prime}\right)\right)^{\prime}+q(t) \varphi_{p}(x)=\alpha(t) \varphi_{p}\left(x^{+}\right)+\beta(t) \varphi_{p}\left(x^{-}\right)+r a(t) f(x), \quad 0<t<T,  \tag{5.1}\\
& x(0)=x(T), \quad x^{\prime}(0)=x^{\prime}(T),
\end{align*}
$$

where $a(t)$ and $q(t)$ satisfy the conditions (H1) and (H2), respectively. We assume that $f$ satisfies the following assumptions:
(H5) $s f(s)>0$ for $s \neq 0$.
(H6) $f_{0}, f_{\infty} \in(0, \infty)$.
(H7) $f_{0}=\infty$ and $f_{\infty} \in(0, \infty)$.
(H8) $f_{0} \in(0, \infty)$ and $f_{\infty}=\infty$.
(H9) $f_{0}=\infty$ and $f_{\infty}=\infty$.
(H10) $f_{0}=0$ and $f_{\infty}=\infty$.
Here

$$
f_{0}=\lim _{|s| \rightarrow 0} \frac{f(s)}{\varphi_{p}(s)}, \quad f_{\infty}=\lim _{|s| \rightarrow+\infty} \frac{f(s)}{\varphi_{p}(s)}
$$

Let $\Sigma^{\nu}$ denote the closure of set of those solutions of (5.1) which belong to $P^{\nu}$.
In the case of $\alpha=\beta=0$ and $p=2$, Ma et al. [18] considered problem (5.1) on determining the interval of $r$ by the bifurcation theory of Rabinowitz [2] and Kielhöfer [35], in which there exist positive solutions for problem (5.1) with indefinite weight under the assumptions (H6). In the case of $\alpha=\beta=0$, Dai et al. [20] have established the existence of positive solutions for the $p$-Laplacian problem (5.1) with crossing nonlinearity, which extends the results of [18].

Remark 5.1 For $p=2$ and $a(t)=1, t \in[0, T]$, by using the Prüfer methods, Binding and Rynne [34] studied the spectral theory and degree theoretic properties of (5.1). In the following, they considered the existence and non-existence of solutions of the corresponding half-linear problems.

Remark 5.2 The nonlinear term of (5.1) is not necessarily homogeneous linearizable at the origin and infinity because of the influence of the term $\alpha(t) x^{+}+\beta(t) x^{-}$. Clearly, the bifurcation results of $[1-3,18,19,28,29,35]$ cannot be applied directly to obtain our results.

Remark 5.3 Using the unilateral global bifurcation result from the interval, we can obtain some results as regards the existence of one-sign solutions which extend the corresponding results of [20] to some extent.

To state the main result of this section, we study the following eigenvalue problem:

$$
\begin{align*}
& -\left(\varphi_{p}\left(x^{\prime}\right)\right)^{\prime}+q(t) \varphi_{p}(x)=\alpha(t) \varphi_{p}\left(x^{+}\right)+\beta(t) \varphi_{p}\left(x^{-}\right)+\lambda r a(t) f(x), \quad 0<t<T,  \tag{5.2}\\
& x(0)=x(T), \quad x^{\prime}(0)=x^{\prime}(T),
\end{align*}
$$

where $\lambda>0$ is a parameter. Let $\zeta \in C(\mathbb{R}, \mathbb{R})$ be such that

$$
f(x)=f_{0} \varphi_{p}(x)+\zeta(x)
$$

with $\lim _{|x| \rightarrow 0} \frac{\zeta(x)}{\|x\|^{p-1}}=0$. Let us consider

$$
\begin{align*}
& -\left(\varphi_{p}\left(x^{\prime}\right)\right)^{\prime}+q(t) \varphi_{p}(x) \\
& \quad=\lambda r a(t) f_{0} \varphi_{p}(x)+\alpha(t) \varphi_{p}\left(x^{+}\right)+\beta(t) \varphi_{p}\left(x^{-}\right)+\lambda r a(t) \zeta(x), \quad t \in(0, T),  \tag{5.3}\\
& x(0)=x(T), \quad x^{\prime}(0)=x^{\prime}(T)
\end{align*}
$$

as a bifurcation problem from the trivial solution $x \equiv 0$.
Applying Theorem 4.2 to problem (5.3), we have the following result.

Lemma 5.1 For $v=+,-,\left(\frac{\lambda^{v}}{r f_{0}}, 0\right)$ is a bifurcation point for problem (5.3). Moreover, there exists an unbounded continuum $\mathscr{D}^{v}$ of solutions of problem (5.3), such that $\mathscr{D}^{v} \subset((\mathbb{R} \times$ $\left.\left.P^{v}\right) \cup\left\{\left(\frac{\lambda^{\nu}}{\nu f_{0}}, 0\right)\right\}\right)$.

By an argument similar to that of [26], we can obtain the following theorem.
Theorem 5.1 Let (H1), (H2), (H5), and (H6) hold. For $v=+,-$, either $\frac{\lambda^{\nu}}{f_{\infty}}<r<\frac{\lambda^{\nu}}{f_{0}}$ or $\frac{\lambda^{\nu}}{f_{0}}<$ $r<\frac{\lambda^{\nu}}{f_{\infty}}$. Then problem (5.1) possesses two solutions $x^{+}, x^{-}$, such that $v x^{\nu}>0$.

Remark 5.4 From (H5) and (H6), we can see that there exists a positive constant $Q$, such that $\frac{f(s)}{\varphi_{p}(s)} \geq Q$ for all $s \neq 0$.

Remark 5.5 Note that if $\alpha(t)=\beta(t) \equiv 0$ the result of Theorem 5.1 is equivalent to those of Theorem 5.1 of [20], Theorem 5.1 extends the corresponding results of [20].

In order to prove Theorem 5.1, we need the following Sturm-type comparison result.

Lemma 5.2 Let $b_{2}(t) \geq \max \left\{b_{1}(t), b_{1}(t)+\alpha+\beta, b_{1}(t)-\alpha-\beta\right\}$ for $t \in(0, T)$ and $b_{i}(t) \in$ $C(0, T), i=1,2$. Also let $u_{1}, u_{2}$ be solutions of the following differential equations:

$$
\begin{aligned}
& \left(\varphi_{p}\left(u^{\prime}\right)\right)^{\prime}-q(t) \varphi_{p}(u)+b_{i}(t) \varphi_{p}(u)+\alpha(t) \varphi_{p}\left(u^{+}\right)+\beta(t) \varphi_{p}\left(u^{-}\right)=0, \quad i=1,2, t \in(0, T), \\
& u(0)=u(T), \quad u^{\prime}(0)=u^{\prime}(T),
\end{aligned}
$$

respectively. If $(c, d) \subseteq(0, T)$, and $u_{1}(c)=u_{1}(d)=0, u_{1}(t) \neq 0$ in $(c, d)$, then either there exists $\tau \in(c, d)$ such that $u_{2}(\tau)=0$ or $b_{2}=b_{1}$ or $b_{2}=b_{1}+\alpha+\beta$ or $b_{2}=b_{1}-\alpha-\beta$ and $u_{2}(t)=\mu u_{1}(t)$ for some constant $\mu \neq 0$.

Proof We discuss four cases.
Case 1. $u_{1}(t)>0, u_{2}(t)>0$ in $(c, d)$. By Lemma 2.3, we have

$$
\begin{aligned}
\int_{c}^{d} & \left\{\frac{u_{1}}{\varphi_{p}\left(u_{2}\right)}\left[\varphi_{p}\left(u_{2}\right) \varphi_{p}\left(u_{1}^{\prime}\right)-\varphi_{p}\left(u_{1}\right) \varphi_{p}\left(u_{2}^{\prime}\right)\right]\right\}^{\prime} d t \\
= & \int_{c}^{d} \frac{u_{1}}{\varphi_{p}\left(u_{2}\right)}\left[\varphi_{p}\left(u_{2}\right) \widehat{L}\left[u_{1}\right]-\varphi_{p}\left(u_{1}\right) \widehat{L}\left[u_{2}\right]\right] d t \\
& \quad+\int_{c}^{d}\left[\left|u_{1}^{\prime}\right|^{p}+(p-1)\left|\frac{u_{1} u_{2}^{\prime}}{u_{2}}\right|^{p}-p \varphi_{p}\left(u_{1}\right) u_{1}^{\prime} \varphi_{p}\left(\frac{u_{2}^{\prime}}{u_{2}}\right)\right] d t .
\end{aligned}
$$

It follows that

$$
\begin{align*}
& \int_{c}^{d}\left[u_{1} \varphi_{p}\left(u_{1}\right)^{\prime}-\frac{u_{1}^{p} \varphi_{p}\left(u_{2}^{\prime}\right)}{\varphi_{p}\left(u_{2}\right)}\right]^{\prime} d t \\
& \quad=\int_{c}^{d}\left\{\left(b_{2}-b_{1}\right)\left|u_{1}\right|^{p}+\left[\left|u_{1}^{\prime}\right|^{p}+(p-1)\left|\frac{u_{1} u_{2}^{\prime}}{u_{2}}\right|^{p}-p \varphi_{p}\left(u_{1}\right) u_{1}^{\prime} \varphi_{p}\left(\frac{u_{2}^{\prime}}{u_{2}}\right)\right]\right\} d t . \tag{5.4}
\end{align*}
$$

The left-hand side of (5.4) equals

$$
\lim _{t \rightarrow c^{+}} \frac{u_{1}^{p} \varphi_{p}\left(u_{2}^{\prime}\right)}{\varphi_{p}\left(u_{2}\right)}-\lim _{t \rightarrow d^{-}} \frac{u_{1}^{p} \varphi_{p}\left(u_{2}^{\prime}\right)}{\varphi_{p}\left(u_{2}\right)}=H_{c}-H_{d} .
$$

We prove that $H_{c}=0$. If $u_{2}(c) \neq 0$, then $H_{c}=0$. If $u_{2}(c)=0$, noting the conclusion of Lemma 2.2, then $u_{2}^{\prime}(c)>0$. By the L'Hospital rule, we have

$$
\begin{aligned}
H_{c} & =\lim _{t \rightarrow c^{+}} \frac{u_{1}^{p} \varphi_{p}\left(u_{2}^{\prime}\right)}{\varphi_{p}\left(u_{2}\right)}=\lim _{t \rightarrow c^{+}} \frac{p u_{1}^{p-1} u_{1}^{\prime} \varphi_{p}\left(u_{2}^{\prime}\right)+u_{1}^{p}\left(\varphi_{p}\left(u_{2}^{\prime}\right)\right)^{\prime}}{(p-1) u_{2}^{p-2} u_{2}^{\prime}} \\
& =\lim _{t \rightarrow c^{+}} \frac{p u_{1}^{p-1} u_{1}^{\prime} \varphi_{p}\left(u_{2}^{\prime}\right)-u_{1}^{p} \cdot\left[q(t) \varphi_{p}\left(u_{2}\right)-b_{2}(t) \varphi_{p}\left(u_{2}\right)-\alpha \varphi_{p}\left(u_{2}^{+}\right)-\beta \varphi_{p}\left(u_{2}^{-}\right)\right]}{(p-1) u_{2}^{p-2} u_{2}^{\prime}} \\
& =\lim _{t \rightarrow c^{+}} \frac{p u_{1}^{p-1} u_{1}^{\prime} \varphi_{p}\left(u_{2}^{\prime}\right)}{(p-1) u_{2}^{p-2} u_{2}^{\prime}}-\lim _{t \rightarrow c^{+}} \frac{u_{1}^{p} \cdot\left[q(t) u_{2}^{p-1}-b_{2}(t) u_{2}^{p-1}-\alpha u_{2}^{p-1}\right]}{(p-1) u_{2}^{p-2} u_{2}^{\prime}} \\
& =\lim _{t \rightarrow c^{+}} \frac{p u_{1}^{p-1} u_{1}^{\prime} \varphi_{p}\left(u_{2}^{\prime}\right)}{(p-1) u_{2}^{p-2} u_{2}^{\prime}}=\frac{p u_{1}^{\prime}(c)\left|u_{2}^{\prime}(c)\right|^{p-2}}{p-1} \cdot \lim _{t \rightarrow c^{+}} \frac{u_{1}^{p-1}}{u_{2}^{p-2}} .
\end{aligned}
$$

If $p \leq 2$, then $H_{c}=0$. If $2<p \leq 3$, applying the L'Hospital rule again, we obtain

$$
\lim _{t \rightarrow c^{+}} \frac{u_{1}^{p-1}}{u_{2}^{p-2}}=\frac{(p-1) u_{1}^{\prime}(c)}{(p-2) u_{2}^{\prime}(c)} \lim _{t \rightarrow c^{+}} \frac{u_{1}^{p-2}}{u_{2}^{p-3}} .
$$

This implies that $H_{c}=0$. If $k<p \leq k+1$, then we continue with this process $k$ times to obtain $H_{c}=0$.

Similarly, we can obtain $H_{d}=0$. Therefore, the left-hand side of (5.4) equals zero. Hence, the right-hand side of (5.4) also equals zero.
By Remark 2.1, we have $\operatorname{sgn} u_{1}=\operatorname{sgn} u_{2}$ and $\left|\frac{u_{1}^{\prime}}{u_{1}}\right|^{p}=\left|\frac{u_{2}^{\prime}}{u_{2}}\right|^{p}$. It follows that there exists a constant $\mu \neq 0$ such that $u_{2}=\mu u_{1}$ and $b_{2}=b_{1}$.

Case 2. $u_{1}(t)>0, u_{2}(t)<0$. Similar to (5.4), we can get

$$
\begin{aligned}
& \int_{c}^{d}\left[u_{1} \varphi_{p}\left(u_{1}^{\prime}\right)-\frac{u_{1}^{p} \varphi_{p}\left(u_{2}^{\prime}\right)}{\varphi_{p}\left(u_{2}\right)}\right]^{\prime} d t \\
& \quad=\int_{c}^{d}\left\{\left(b_{2}-b_{1}-\alpha-\beta\right)\left|u_{1}\right|^{p}+\left[\left|u_{1}^{\prime}\right|^{p}+(p-1)\left|\frac{u_{1} u_{2}^{\prime}}{u_{2}}\right|^{p}-p u_{1}^{\prime} \varphi_{p}\left(u_{1}\right) \varphi_{p}\left(\frac{u_{2}^{\prime}}{u_{2}}\right)\right]\right\} d t .
\end{aligned}
$$

The above argument is still valid for this case.
Case 3. $u_{1}(t)<0, u_{2}(t)<0$. Similar to Case 1, we can get the result.
Case 4. $u_{1}(t)<0, u_{2}(t)>0$. Similar to (5.4), we can get

$$
\begin{aligned}
& \int_{c}^{d}\left[u_{1} \varphi_{p}\left(u_{1}^{\prime}\right)-\frac{u_{1}^{p} \varphi_{p}\left(u_{2}^{\prime}\right)}{\varphi_{p}\left(u_{2}\right)}\right]^{\prime} d t \\
& \quad=\int_{c}^{d}\left\{\left(b_{2}-b_{1}+\alpha+\beta\right)\left|u_{1}\right|^{p}+\left[\left|u_{1}^{\prime}\right|^{p}+(p-1)\left|\frac{u_{1} u_{2}^{\prime}}{u_{2}}\right|^{p}-p u_{1}^{\prime} \varphi_{p}\left(u_{1}\right) \varphi_{p}\left(\frac{u_{2}^{\prime}}{u_{2}}\right)\right]\right\} d t .
\end{aligned}
$$

Similar to the proof of Case 1, we can obtain the result.

By Lemma 5.2, we obtain the following result, which will be used later.

Lemma 5.3 Assume $(\mathrm{H} 1)$ and $(\mathrm{H} 2)$ hold. Let $g_{n}(t) \in C([0, T],(0,+\infty))$ such that

$$
\lim _{n \rightarrow+\infty} g_{n}(t)=+\infty \quad \text { uniformly on }(0, T)
$$

Let $y_{n}$ be a solution of the equation

$$
\left\{\begin{array}{l}
\left(\varphi_{p}\left(y_{n}^{\prime}\right)\right)^{\prime}-q(t) \varphi_{p}\left(y_{n}\right)+g_{n}(t) \varphi_{p}\left(y_{n}\right)+\alpha(t) \varphi_{p}\left(y_{n}^{+}\right)+\beta(t) \varphi_{p}\left(y_{n}^{-}\right)=0, \quad 0<t<T, \\
y_{n}(0)=y_{n}(T), \quad y_{n}^{\prime}(0)=y_{n}^{\prime}(T)=0 .
\end{array}\right.
$$

Then $y_{n}$ must change sign on $(0, T)$ as $n \rightarrow+\infty$.

Proof Set $\alpha^{0}:=\max _{t \in[0, T]}|\alpha(t)|$ and $\beta^{0}:=\max _{t \in[0, T]}|\beta(t)|$. By simple computation, we can show that

$$
g_{n}(t)+\alpha(t) \varphi_{p}\left(\frac{y_{n}^{+}}{y_{n}}\right)+\beta(t) \varphi_{p}\left(\frac{y_{n}^{-}}{y_{n}}\right) \geq g_{n}(t)-\alpha^{0}-\beta^{0} \quad \text { for all } t \in[0, T]
$$

After taking a subsequence if necessary, we may assume that

$$
g_{n_{j}}(t)-\alpha^{0}-\beta^{0} \geq j \quad \text { for all } t \in[0, T]
$$

as $j \rightarrow+\infty$. By Lemma 2.1, we see that any nontrivial solution $x$ of the equation

$$
\begin{align*}
& \left(\varphi_{p}\left(x^{\prime}(t)\right)\right)^{\prime}-q(t) \varphi_{p}(x(t))+j \varphi_{p}(x(t))=0, \quad t \in(0, T),  \tag{5.5}\\
& x(0)=x(T), \quad x^{\prime}(0)=x^{\prime}(T),
\end{align*}
$$

must change sign on $(0, T)$ as $j \rightarrow+\infty$. Note that the conclusion of Lemma 5.2 also is valid if $\alpha=\beta=0$. Using these facts and Lemma 5.2 , we can see that $y_{n}$ must change sign on $(0, T)$ as $n \rightarrow+\infty$.

Proof of Theorem 5.1 It is clear that any solution of (5.2) of the form $(1, x)$ yields solutions $x$ of (5.1). We will show that $\mathscr{D}^{v}$ crosses the hyperplane $\{1\} \times E$. To do this, it is enough to show that $\mathscr{D}^{\nu}$ joins $\left(\frac{\lambda^{v}}{r f_{0}}, 0\right)$ to $\left(\frac{\lambda^{\nu}}{r f_{\infty}}, \infty\right)$. Let $\left(\mu_{n}, x_{n}\right) \in \mathscr{D}^{\nu} \backslash\left\{\left(\frac{\lambda^{\nu}}{r f_{0}}, 0\right)\right\}$ satisfy

$$
\mu_{n}+\left\|x_{n}\right\| \rightarrow \infty
$$

Case 1. $\frac{\lambda^{\nu}}{f_{\infty}}<r<\frac{\lambda^{\nu}}{f_{0}}$.
In this case, we show that

$$
\left(\frac{\lambda^{\nu}}{r f_{\infty}}, \frac{\lambda^{\nu}}{r f_{0}}\right) \subseteq\left\{\lambda \in \mathbb{R} \mid(\lambda, x) \in \mathscr{D}^{\nu}\right\}
$$

We divide the proof into two steps.
Step 1 . We show that if there exists a constant number $M>0$ such that

$$
\mu_{n} \in(0, M]
$$

then $\mathscr{D}^{v}$ joins $\left(\frac{\lambda^{\nu}}{r f_{0}}, 0\right)$ to $\left(\frac{\lambda^{\nu}}{r f_{\infty}}, \infty\right)$.
In this case, it follows that

$$
\left\|x_{n}\right\| \rightarrow+\infty
$$

Let $\xi \in C(\mathbb{R}, \mathbb{R})$,

$$
f(x)=f_{\infty} \varphi_{p}(x)+\xi(x)
$$

Let $\bar{\xi}(x)=\max \{|\xi(s)|: 0 \leq|s| \leq x\}$, then $\bar{\xi}$ is nondecreasing and

$$
\begin{equation*}
\lim _{x \rightarrow+\infty} \frac{\bar{\xi}(x)}{\varphi_{p}(x)}=0 \tag{5.6}
\end{equation*}
$$

We divide the equation

$$
\begin{aligned}
& -\left(\varphi_{p}\left(x_{n}^{\prime}\right)\right)^{\prime}+q(t) \varphi_{p}\left(x_{n}\right) \\
& \quad=\mu_{n} r a(t) f_{\infty} \varphi_{p}\left(x_{n}\right)+\alpha(t) \varphi_{p}\left(x_{n}^{+}\right)+\beta(t) \varphi_{p}\left(x_{n}^{-}\right)+\mu_{n} r a(t) \xi\left(x_{n}\right), \quad t \in(0, T), \\
& x(0)=x(T), \quad x^{\prime}(0)=x^{\prime}(T)
\end{aligned}
$$

by $\left\|x_{n}\right\|^{p-1}$ and set $y_{n}=\frac{x_{n}}{\left\|x_{n}\right\|}$. Since $y_{n}$ is bounded in $C^{2}[0,1]$, choosing a subsequence and relabeling if necessary, we have $y_{n} \rightarrow y$ for some $y \in E$. Moreover, from (5.6) and the fact that $\bar{\xi}$ is nondecreasing, we have

$$
\lim _{n \rightarrow \infty} \frac{\left|\xi\left(x_{n}(t)\right)\right|}{\left\|x_{n}\right\|^{p-1}}=0, \quad \forall t \in[0, T]
$$

since

$$
\frac{\left|\xi\left(x_{n}(t)\right)\right|}{\left\|x_{n}\right\|^{p-1}} \leq \frac{\bar{\xi}\left(\left|x_{n}(t)\right|\right)}{\left\|x_{n}\right\|^{p-1}} \leq \frac{\bar{\xi}\left(\left\|x_{n}(t)\right\|_{\infty}\right)}{\left\|x_{n}\right\|^{p-1}} \leq \frac{\bar{\xi}\left(\left\|x_{n}(t)\right\|\right)}{\left\|x_{n}\right\|^{p-1}} \rightarrow 0, \quad n \rightarrow \infty, \forall t \in[0, T] .
$$

By the compactness of $L^{-1}$, we obtain

$$
\begin{aligned}
& -\left(\varphi_{p}\left(y^{\prime}\right)\right)^{\prime}+q(t) \varphi_{p}(y)=\mu r a(t) f_{\infty} \varphi_{p}(y)+\alpha(t) \varphi_{p}\left(y^{+}\right)+\beta(t) \varphi_{p}\left(y^{-}\right), \quad t \in(0, T) \\
& y(0)=y(T), \quad y^{\prime}(0)=y^{\prime}(T)
\end{aligned}
$$

where $\mu:=\lim _{n \rightarrow \infty} \mu_{n}$, again choosing a subsequence and relabeling if necessary. Thus it is clear that $\|y\|=1$ and $y \in \overline{\mathscr{D}}^{v} \subseteq \mathscr{D}^{v}$ since $\mathscr{D}^{v}$ is closed in $\mathbb{R} \times E$. Moreover, by Theorem 4.1, $\mu r f_{\infty}=\lambda^{\nu}$, so that

$$
\mu=\frac{\lambda^{\nu}}{r f_{\infty}}
$$

Thus $\mathscr{D}^{v}$ joins $\left(\frac{\lambda^{\nu}}{r f_{0}}, 0\right)$ to $\left(\frac{\lambda^{\nu}}{r f_{\infty}}, \infty\right)$.
Step 2. We show that there exists a constant number $M>0$ such that $\mu_{n} \in(0, M]$, for all $n$.

On the contrary, we suppose that $\lim _{n+\rightarrow \infty}\left|\mu_{n}\right|=+\infty$. Since $\left(\mu_{n}, x_{n}\right) \in \mathscr{D}^{\nu}$, it follows from the compactness of $L^{-1}$ that

$$
\begin{aligned}
& -\left(\varphi_{p}\left(x_{n}^{\prime}\right)\right)^{\prime}+q(t) \varphi_{p}\left(x_{n}\right)=\mu_{n} r a(t) \tilde{f}_{n}(t) \varphi_{p}\left(x_{n}\right)+\alpha(t) \varphi_{p}\left(x_{n}^{+}\right)+\beta(t) \varphi_{p}\left(x_{n}^{-}\right), \quad t \in(0, T), \\
& x_{n}(0)=x_{n}(T), \quad x_{n}^{\prime}(0)=x_{n}^{\prime}(T),
\end{aligned}
$$

where $\tilde{f}_{n}:[0,1] \times[0, \infty) \rightarrow \mathbb{R}$ by

$$
\tilde{f}_{n}(t)= \begin{cases}\frac{f\left(x_{n}\right)}{\varphi_{p}\left(x_{n}\right)}, & x_{n} \neq 0, t \in[0, T], \\ f_{0}, & x_{n}=0, t \in[0, T]\end{cases}
$$

By Remark 5.4, we have

$$
\lim _{n \rightarrow+\infty} \mu_{n} r \tilde{f}_{n}(t)= \pm \infty
$$

Let $\psi^{\nu}$ be an eigenfunction corresponding to $\lambda^{\nu}$. But if $\lim _{n \rightarrow+\infty} \mu_{n} r \tilde{f}_{n}(t)=-\infty$, applying Lemma 5.2 to $y_{n}$ and $\psi^{\nu}$, we see that $\psi^{\nu}$ must change sign for $n$ large enough, which is impossible. So $\lim _{n \rightarrow+\infty} \mu_{n} r \tilde{f}_{n}(t)=+\infty$. By Lemma 5.3, we see that $y_{n}$ must change sign for $n$ large enough, and this contradicts the fact that $y_{n} \in P^{\nu}$.
Case 2. $\frac{\lambda^{v}}{f_{0}}<r<\frac{\lambda^{v}}{f_{\infty}}$.
In this case, if $\left(\mu_{n}, x_{n}\right) \in \mathscr{D}^{\nu}$ is such that

$$
\lim _{n \rightarrow+\infty}\left(\left|\mu_{n}\right|+\left\|x_{n}\right\|\right)=\infty
$$

and

$$
\lim _{n \rightarrow+\infty}\left|\mu_{n}\right|=\infty
$$

then

$$
\left(\frac{\lambda^{\nu}}{r f_{0}}, \frac{\lambda^{\nu}}{r f_{\infty}}\right) \subseteq\left\{\lambda \in(0, \infty) \mid(\lambda, x) \in \mathscr{D}^{\nu}\right\}
$$

and, moreover, $(\{1\} \times E) \cap \mathscr{D}^{v} \neq \emptyset$.
Assume that there exists $M>0$ such that for all $n \in \mathbb{N}$,

$$
\left|\mu_{n}\right| \in(0, M] .
$$

Applying a similar argument to that used in Step 1 of Case 1, after taking a subsequence and relabeling if necessary, it follows that

$$
\left(\mu_{n}, x_{n}\right) \rightarrow\left(\frac{\lambda^{\nu}}{r f_{\infty}}, \infty\right), \quad n \rightarrow \infty
$$

Again $\mathscr{D}^{\nu}$ joins $\left(\frac{\lambda^{\nu}}{r f_{0}}, 0\right)$ to $\left(\frac{\lambda^{\nu}}{r f_{\infty}}, \infty\right)$ and the result follows.

Theorem 5.2 Let (H1), (H2), (H5), and (H7) hold. For $v \in\{+,-\}$, assume that one of the following conditions holds:
(i) $r \in\left(0, \frac{\lambda^{\nu}}{f_{\infty}}\right)$ for $\lambda^{\nu}>0$.
(ii) $r \in\left(0, \frac{\lambda^{+}}{f_{\infty}}\right) \cup\left(\frac{\lambda^{-}}{f_{\infty}}, 0\right)$ for $\nu \lambda^{\nu}>0$.
(iii) $r \in\left(0, \frac{\lambda^{-}}{f_{\infty}}\right) \cup\left(\frac{\lambda^{+}}{f_{\infty}}, 0\right)$ for $v \lambda^{\nu}<0$.
(iv) $r \in\left(\frac{\lambda^{v}}{f_{\infty}}, 0\right)$ for $\lambda^{\nu}<0$.

Then problem (5.1) possesses two solutions $x^{+}, x^{-}$, such that $v x^{\nu}>0$.

Proof We shall only prove the case of (i) since the proofs of the cases for (ii), (iii), and (iv) are completely analogous.

Inspired by the idea of [36] or see [20], we define the cut-off function of $f$ as follows:

$$
f^{[n]}(s):= \begin{cases}n \varphi_{p}(s), & s \in\left[-\frac{1}{n}, \frac{1}{n}\right], \\ {\left[f\left(\frac{2}{n}\right)-\frac{1}{n^{p-2}}\right](n s-2)+f\left(\frac{2}{n}\right),} & s \in\left(\frac{1}{n}, \frac{2}{n}\right), \\ -\left[f\left(-\frac{2}{n}\right)+\frac{1}{n^{p-2}}\right](n s+2)+f\left(-\frac{2}{n}\right), & s \in\left(-\frac{2}{n}, \frac{1}{n}\right), \\ f(s), & s \in\left(-\infty,-\frac{2}{n}\right] \cup\left[\frac{2}{n},+\infty\right)\end{cases}
$$

We consider the following problem:

$$
\begin{align*}
& -\left(\varphi_{p}\left(x^{\prime}\right)\right)^{\prime}+q(t) \varphi_{p}(x)=\alpha(t) \varphi_{p}\left(x^{+}\right)+\beta(t) \varphi_{p}\left(x^{-}\right)+\lambda r a(t) f^{[n]}(x), \quad t \in(0, T),  \tag{5.7}\\
& x(0)=x(T), \quad x^{\prime}(0)=x^{\prime}(T) .
\end{align*}
$$

Clearly, we can see that $\lim _{n \rightarrow+\infty} f^{[n]}(s)=f(s),\left(f^{[n]}\right)_{0}=n$ and $\left(f^{[n]}\right)_{\infty}=f_{\infty}$.
Similar to the proof of Theorem 5.1, there exists an unbounded continuum $\mathscr{D}^{\nu[n]}$ of solutions of problem (5.7) emanating from $\left(\frac{\lambda^{\nu}}{r n}, 0\right)$, such that $\mathscr{D}^{\nu[n]} \subset\left(\left(\mathbb{R} \times P^{\nu}\right) \cup\left\{\left(\frac{\lambda^{\nu}}{r n}, 0\right)\right\}\right)$, and $\mathscr{D}^{v[n]}$ joins $\left(\frac{\lambda^{v}}{r n}, 0\right)$ to $\left(\frac{\lambda^{v}}{r f_{\infty}}, \infty\right)$.

Taking $z_{n}=\left(\frac{\lambda^{\nu}}{r n}, 0\right)$ and $z^{*}=(0,0)$, we have $z_{n} \rightarrow z^{*}$.
So condition (i) in Lemma 2.5 is satisfied with $z^{*}=(0,0)$.
Obviously

$$
r_{n}=\sup \left\{\lambda+\|x\| \mid(\lambda, x) \in \mathscr{D}^{\nu[n]}\right\}=\infty,
$$

and accordingly, (ii) in Lemma 2.5 holds. (iii) in Lemma 2.5 can be deduced directly from the Arzelà-Ascoli theorem and the definition of $f^{[n]}$.

Therefore, by Lemma 2.5, lim sup $\lim _{n \rightarrow \infty} \mathscr{D}^{\nu[n]}$ contains an unbounded component $\mathscr{D}^{v}$ with $(0,0) \in \mathscr{D}^{v}$.
From $\lim _{n \rightarrow+\infty} f^{[n]}(s)=f(s)$, (5.7) can be converted to the equivalent equation (5.2). Since $\mathscr{D}^{\nu[n]} \subset\left(\mathbb{R} \times P^{\nu}\right)$, we conclude $\mathscr{D}^{\nu} \subset\left(\mathbb{R} \times P^{\nu}\right)$. Moreover, $\mathscr{D}^{\nu} \subset \Sigma^{\nu}$ by (5.1).
Similar to the method of the proof of Case 2 of Theorem 5.1, we can obtain $\left(\frac{\lambda^{v}}{r f_{\infty}}, \infty\right) \in$ $\mathscr{D}^{\nu}$.

Theorem 5.3 Let (H1), (H2), (H5), and (H8) hold. For $v \in\{+,-\}$, assume that one of the following conditions holds:
(i) $r \in\left(0, \frac{\lambda^{\nu}}{f_{0}}\right)$ for $\lambda^{\nu}>0$.
(ii) $r \in\left(0, \frac{\lambda^{+}}{f_{0}}\right) \cup\left(\frac{\lambda^{-}}{f_{0}}, 0\right)$ for $\nu \lambda^{\nu}>0$.
(iii) $r \in\left(0, \frac{\lambda^{-}}{f_{0}}\right) \cup\left(\frac{\lambda^{+}}{f_{0}}, 0\right)$ for $\nu \lambda^{\nu}<0$.
(iv) $r \in\left(\frac{\lambda^{\nu}}{f_{0}}, 0\right)$ for $\lambda^{\nu}<0$.

Then problem (5.1) possesses two solutions $x^{+}, x^{-}$, such that $v x^{\nu}>0$.
Proof We only prove the case of (i) since the proof of (ii)-(iv) can be given similarly.
Inspired by the idea of [36] or see [20], we define the cut-off function of $f$ as follows:

$$
f^{[n]}(s):= \begin{cases}n \varphi_{p}(s), & s \in(-\infty,-2 n] \cup[2 n,+\infty), \\ \frac{n \varphi_{p}(2 n)+f(-n)}{n}(s+n)+f(-n), & s \in(-2 n,-n), \\ \frac{n \varphi_{p}(2 n)-f(n)}{n}(s-n)+f(n), & s \in(n, 2 n), \\ f(s), & s \in[-n, n] .\end{cases}
$$

We consider the following problem:

$$
\begin{align*}
& -\left(\varphi_{p}\left(x^{\prime}\right)\right)^{\prime}+q(t) \varphi_{p}(x)=\alpha(t) \varphi_{p}\left(x^{+}\right)+\beta(t) \varphi_{p}\left(x^{-}\right)+\lambda r a(t) f^{[n]}(x), \quad t \in(0, T), \\
& x(0)=x(T), \quad x^{\prime}(0)=x^{\prime}(T) . \tag{5.8}
\end{align*}
$$

Clearly, we can see that $\lim _{n \rightarrow+\infty} f^{[n]}(s)=f(s),\left(f^{[n]}\right)_{0}=f_{0}$, and $\left(f^{[n]}\right)_{\infty}=n$.
Similar to the proof of Theorem 5.1, there exists an unbounded continuum $\mathscr{D}^{v[n]}$ of solutions of problem (5.8) emanating from $\left(\frac{\lambda^{v}}{r f_{0}}, 0\right)$, such that $\mathscr{D}^{\nu[n]} \subset\left(\left(\mathbb{R} \times P^{v}\right) \cup\left\{\left(\frac{\lambda^{v}}{r f_{0}}, 0\right)\right\}\right)$ and $\mathscr{D}^{v[n]}$ joins $\left(\frac{\lambda^{v}}{r_{0}}, 0\right)$ to $\left(\frac{\lambda^{v}}{r n}, \infty\right)$.

Taking $z_{n}=\left(\frac{\lambda^{v}}{r n}, \infty\right)$ and $z^{*}=(0, \infty)$, we have $z_{n} \rightarrow z^{*}$.
So condition (i) in Lemma 2.5 is satisfied with $z^{*}=(0, \infty)$.
Obviously

$$
r_{n}=\sup \left\{\lambda+\|x\| \|(\lambda, x) \in \mathscr{D}^{v[n]}\right\}=\infty,
$$

and accordingly, (ii) in Lemma 2.5 holds. (iii) in Lemma 2.5 can be deduced directly from the Arzelà-Ascoli theorem and the definition of $f^{[n]}$.

Therefore, by Lemma 2.5, limsup $\sin _{n \rightarrow \infty} \mathscr{D}^{v[n]}$ contains an unbounded component $\mathscr{D}^{v}$ emanating from $\left(\frac{\lambda^{\nu}}{r f_{0}}, 0\right)$ and joining to $(0, \infty)$.
From $\lim _{n \rightarrow+\infty} f^{[n]}(s)=f(s)$, (5.8) can be converted to the equivalent equation (5.2). Since $\mathscr{D}^{\nu[n]} \subset\left(\mathbb{R} \times P^{v}\right)$, we conclude $\mathscr{D}^{v} \subset\left(\mathbb{R} \times P^{v}\right)$. Moreover, $\mathscr{D}^{v} \subset \Sigma^{v}$ by (5.1).
Thus, there is an unbounded component $\mathscr{D}^{\nu}$ of problem (5.1) emanating from ( $\left.\frac{\lambda^{\nu}}{r f_{0}}, 0\right)$ and joining to $(0, \infty)$.

Theorem 5.4 Let (H1), (H2), (H5), and (H9) hold. For $v \in\{+,-\}$, assume that one of the following conditions holds:
(i) There exists a $\lambda_{v}^{\nu}>0$ for $\lambda^{\nu}>0$, such that $r \in\left(\lambda_{v}^{\nu},+\infty\right)$.
(ii) There exists a $v \lambda_{v}^{v}>0$ for $v \lambda^{v}>0$, such that $r \in\left(-\infty, \lambda_{-}^{-}\right) \cup\left(\lambda_{+}^{+},+\infty\right)$.
(iii) There exists a $v \lambda_{v}^{\nu}<0$ for $v \lambda^{\nu}<0$, such that $r \in\left(-\infty, \lambda_{+}^{+}\right) \cup\left(\lambda_{-}^{-},+\infty\right)$.
(iv) There exists a $\lambda_{v}^{v}<0$ for $\lambda^{\nu}<0$, such that $r \in\left(-\infty, \lambda_{v}^{v}\right)$.

Then problem (5.1) possesses two solutions $x^{+}, x^{-}$, such that $v x^{\nu}>0$.
Proof We shall only prove the case of (i) since the proofs of the cases for (ii), (iii), and (iv) are completely analogous.

Define

$$
f^{[n]}(s):= \begin{cases}n \varphi_{p}(s), & s \in(-\infty,-2 n] \cup[2 n,+\infty), \\ \frac{n \varphi_{p}(2 n)+f(-n)}{n \varphi_{p}(2 n)-f(n)}(s+n)+f(-n), & s \in(-2 n,-n), \\ \frac{n}{n}(s)+f(n), & s \in(n, 2 n), \\ f(s), & s \in\left[-n,-\frac{2}{n}\right] \cup\left[\frac{2}{n}, n\right], \\ -\left[f\left(-\frac{2}{n}\right)+\frac{1}{n^{p-2}}\right](n s+2)+f\left(-\frac{2}{n}\right), & s \in\left(-\frac{2}{n},-\frac{1}{n}\right), \\ {\left[f\left(\frac{2}{n}\right)-\frac{1}{n^{p-2}}\right](n s-2)+f\left(\frac{2}{n}\right),} & s \in\left(\frac{1}{n}, \frac{2}{n}\right), \\ n \varphi_{p}(s), & s \in\left[-\frac{1}{n}, \frac{1}{n}\right] .\end{cases}
$$

We consider the following problem:

$$
\begin{aligned}
& -\left(\varphi_{p}\left(x^{\prime}\right)\right)^{\prime}+q(t) \varphi_{p}(x)=\alpha(t) \varphi_{p}\left(x^{+}\right)+\beta(t) \varphi_{p}\left(x^{-}\right)+\lambda r a(t) f^{[n]}(x), \quad t \in(0, T), \\
& x(0)=x(T), \quad x^{\prime}(0)=x^{\prime}(T) .
\end{aligned}
$$

Clearly, we can see that $\lim _{n \rightarrow+\infty} f^{[n]}(s)=f(s),\left(f^{[n]}\right)_{0}=n$, and $\left(f^{[n]}\right)_{\infty}=n$.
Applying a similar method to the proof of Theorem 5.2 , we obtain an unbounded component $\mathscr{D}^{v} \subset \Sigma^{v}$ with $(0,0) \in \mathscr{D}^{v}$.
Similar to the proof of Theorem 5.3, we can show that $(0, \infty) \in \mathscr{D}^{v}$.
Theorem 5.5 Let (H1), (H2), (H5), and (H10) hold. For $v \in\{+,-\}$, assume that one of the following conditions holds:
(i) $r \in(0,+\infty)$ for $\lambda^{\nu}>0$.
(ii) $r \in(0,+\infty) \cup(-\infty, 0)$ for $\nu \lambda^{\nu}>0$ or $\nu \lambda^{\nu}<0$.
(iii) $r \in(-\infty, 0)$ for $\lambda^{\nu}<0$.

Then problem (5.1) possesses two solutions $x^{+}, x^{-}$, such that $v x^{\nu}>0$.
Proof We shall only prove the case of (i) since the proofs of the cases for (ii), (iii), and (iv) are completely analogous.

Define

$$
f^{[n]}(s):= \begin{cases}n \varphi_{p}(s), & s \in(-\infty,-2 n] \cup[2 n,+\infty), \\ \frac{n \varphi_{p}(2 n)+f(-n)}{n}(s+n)+f(-n), & s \in(-2 n,-n), \\ \frac{n \varphi_{p}(2 n)-f(n)}{n}(s-n)+f(n), & s \in(n, 2 n), \\ f(s), & s \in\left[-n,-\frac{2}{n}\right] \cup\left[\frac{2}{n}, n\right], \\ -\left[f\left(-\frac{2}{n}\right)+\frac{1}{n^{p}}\right](n s+2)+f\left(-\frac{2}{n}\right), & s \in\left(-\frac{2}{n},-\frac{1}{n}\right), \\ {\left[f\left(\frac{2}{n}\right)-\frac{1}{n^{p}}\right](n s-2)+f\left(\frac{2}{n}\right),} & s \in\left(\frac{1}{n}, \frac{2}{n}\right), \\ \frac{1}{n} \varphi_{p}(s), & s \in\left[-\frac{1}{n}, \frac{1}{n}\right] .\end{cases}
$$

We consider the following problem:

$$
\begin{align*}
& -\left(\varphi_{p}\left(x^{\prime}\right)\right)^{\prime}+q(t) \varphi_{p}(x)=\alpha(t) \varphi_{p}\left(x^{+}\right)+\beta(t) \varphi_{p}\left(x^{-}\right)+\lambda r a(t) f^{[n]}(x), \quad t \in(0, T),  \tag{5.9}\\
& x(0)=x(T), \quad x^{\prime}(0)=x^{\prime}(T) .
\end{align*}
$$

Clearly, we can see that $\lim _{n \rightarrow+\infty} f^{[n]}(s)=f(s),\left(f^{[n]}\right)_{0}=\frac{1}{n}$, and $\left(f^{[n]}\right)_{\infty}=n$.
Similar to the proof of Theorem 5.1, there exists an unbounded continuum $\mathscr{D}^{v[n]}$ of solutions of problem (5.9) emanating from $\left(\frac{n \lambda^{v}}{r}, 0\right)$, such that $\mathscr{D}^{\nu[n]} \subset\left(\left(\mathbb{R} \times P^{\nu}\right) \cup\left\{\left(\frac{n \lambda^{v}}{r}, 0\right)\right\}\right)$, and $\mathscr{D}^{\nu[n]}$ joins $\left(\frac{n \lambda^{\nu}}{r}, 0\right)$ to $\left(\frac{\lambda^{\nu}}{r n}, \infty\right)$.
Taking $z_{n}=\left(\frac{n \lambda^{v}}{r}, 0\right)$ and $z^{*}=(\infty, 0)$, we have $z_{n} \rightarrow z^{*}$.
So condition (i) in Lemma 2.5 is satisfied with $z^{*}=(\infty, 0)$.
Obviously

$$
r_{n}=\sup \left\{\lambda+\|x\| \mid(\lambda, x) \in \mathscr{D}^{v[n]}\right\}=\infty,
$$

and accordingly, (ii) in Lemma 2.5 holds. (iii) in Lemma 2.5 can be deduced directly from the Arzelà-Ascoli theorem and the definition of $f^{[n]}$.
Therefore, by Lemma 2.5, lim sup ${ }_{n \rightarrow \infty} \mathscr{D}^{v[n]}$ contains an unbounded component $\mathscr{D}^{v}$ with $(\infty, 0) \in \mathscr{D}^{\nu}$.
From $\lim _{n \rightarrow+\infty} f^{[n]}(s)=f(s),(5.8)$ can be converted to the equivalent equation (5.2). Since $\mathscr{D}^{v[n]} \subset\left(\mathbb{R} \times P^{v}\right)$, we conclude $\mathscr{D}^{v} \subset\left(\mathbb{R} \times P^{v}\right)$. Moreover, $\mathscr{D}^{v} \subset \Sigma^{v}$ by (5.1).
Similar to the proof of Theorem 5.3, we can show that $(0, \infty) \in \mathscr{D}^{\nu}$.

Remark 5.6 (see [34], p.284, L.17-23) The bifurcation argument uses the implicit function theorem and relies on the linearization. This condition may fail in this paper. So, the proofs of Theorems 3.1, 4.1, 5.1 are more complicated than the proofs of Theorems 1.1, 1.2, 1.3 in [26].

Remark 5.7 In (4) of [20], the assumption $f_{0} \in(0,+\infty)$ implies that $f$ is Fréchet differentiable at the origin, i.e., $f$ is linearizable at the origin. However, in the paper $F$ is not necessarily differentiable at the origin because of the influence of the term $f$. So the bifurcation theory of [20] cannot be applied directly to obtain our results.

Remark 5.8 In [20], the nonlinearities are Fréchet differentiable or $p-1$ homogeneous linearizable at the origin or infinity. However, the nonlinear term of problem (5.1) is not necessarily $p-1$ homogeneous linearizable at the origin and infinity because of the influence of the term $\alpha \varphi_{p}\left(x^{+}\right)+\beta \varphi_{p}\left(x^{-}\right)$. So the bifurcation theory of [20] cannot be applied directly to obtain our results. Luckily, using Theorems 3.1 and 4.1, we can obtain some results of the existence of one-sign solutions, which extend the corresponding ones of [20] in some sense.

Remark 5.9 When $\alpha=\beta=0$ and $f_{0}, f_{\infty} \notin(0, \infty)$, Dai et al. [20] studied bifurcation and nodal solutions for one-dimensional $p$-Laplacian problems with non-asymptotic nonlinearity at 0 or $\infty$. Thus, Theorems 5.2-5.5 extend the corresponding results of Theorems 5.2, 5.6, 5.8, 5.9, 5.12 of [20].
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