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#### Abstract

New results on the existence and multiplicity of the solutions for some nonlinear boundary value problems with singular $\phi$-Laplacian are obtained via a bend-twist fixed point theorem. These results improve related theorems in the previous literature. Moreover, the geometric approach in this paper provides a new method to investigate the existence and multiplicity of periodic motions of charged particles in a three-dimensional electromagnetic field.
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## 1 Introduction

In this paper, we are concerned with the existence and multiplicity of the solutions of boundary value problems for nonlinear differential equations with the vectorial singular $\phi$-Laplacian

$$
\begin{equation*}
\left(\phi\left(\mathrm{x}^{\prime}\right)\right)^{\prime}=\mathrm{f}\left(t, \mathrm{x}, \mathrm{x}^{\prime}\right) \tag{1.1}
\end{equation*}
$$

where $\mathrm{x} \in \mathbb{R}^{3}$, and $\phi: B_{a}(0) \rightarrow \mathbb{R}^{3}$ is a homeomorphism of the open ball $B_{a}(0)$ centered at the origin with the radius $a(0<a<+\infty)$ such that $\phi(0)=0$ and $|\phi(\mathrm{v})| \rightarrow \infty$ as $v \rightarrow$ $\partial B_{a}(0), \phi_{i}(i=1,2,3)$ is monotonous with respect to the $i$ th component of variable, and $\mathrm{f}(t, \mathrm{u}, \mathrm{v}):[0, T] \times \mathbb{R}^{3} \times \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ is a Lipschitz continuous vector-valued function.

Equation (1.1) includes many interesting physical and mechanical models. A significant example is that equation (1.1) describes the dynamics of a charged particle in electric and magnetic fields when the particle velocities are relativistic [1].

Let us consider a particle of mass $m>0$ and charge $e$ in an electromagnetic field, where the electric potential is $V(\mathrm{x})$, and the periodic magnetic vector potential $\mathrm{A}(t)$ depends on time $t$ periodically with the least period $T$. The position of the particle is given by $x \in \mathbb{R}^{3}$. Then the relativistic equations of the motion of the particle are described by the Lagrange function

$$
\begin{equation*}
\mathcal{L}(\mathrm{x}, \dot{\mathrm{x}}, t)=m c^{2}\left(1-\sqrt{1-\frac{|\dot{\mathrm{x}}|^{2}}{c^{2}}}\right)-e V(\mathrm{x})+\frac{e}{c}\langle\dot{\mathrm{x}}, \mathrm{~A}(t)\rangle, \tag{1.2}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle$ denotes the usual inner product, and $c$ is the speed of light. By the standard variational principle the function (1.2) leads to the Euler-Lagrange equation

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{L}_{\dot{\mathrm{x}}}(\mathrm{x}, \dot{\mathrm{x}}, t)=\mathcal{L}_{\mathrm{x}}(\mathrm{x}, \dot{\mathrm{x}}, t)
$$

which is a system consisting of three second-order differential equations

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{m \dot{x_{i}}}{\sqrt{1-\frac{\left.\dot{\mathrm{x}}\right|^{2}}{c^{2}}}}\right)+V_{x_{i}}(\mathrm{x})+\frac{e}{c} A_{i}(t)=0, \quad i=1,2,3 . \tag{1.3}
\end{equation*}
$$

When the magnetic potential $A$ is independent of time $t$, equation (1.3) corresponds to an autonomous Hamiltonian system of second-order differential equations, which is discussed by Moser and Zehnder [2], pp.16-17. These problems were also studied by many mathematicians and physicists (see [3-7]).
In case that the electric and magnetic potentials are symmetric with respect to the threedimensional space, equation (1.1) drops into the one-dimensional system

$$
\begin{equation*}
\left(\phi\left(x^{\prime}\right)\right)^{\prime}=f\left(t, x, x^{\prime}\right) \tag{1.4}
\end{equation*}
$$

where $\phi:(-a, a) \rightarrow \mathbb{R}(0<a<+\infty)$ is a monotonous homeomorphism such that $\phi(0)=0$, and $f:[0, T] \times \mathbb{R}^{2} \rightarrow \mathbb{R}$ is locally Lipschitz continuous function.

Recently, Bereanu and Mawhin obtained several interesting results on the existence and multiplicity of the solutions for various boundary value problems of equation (1.4) by using the Leray-Schauder degree, the lower and upper solutions, and the method of variational calculation; see [8-15] and other related works; we can refer to [16-19]. In particular, a universal existence theorem for Dirichlet problem and an existence theorem for periodic and Neumann problem were established when $f$ satisfies some sign conditions [8]. Moreover, the problem for the existence of periodic solutions under the Hartman-type condition or the modified Hartman-type condition was considered in [20].
A special interesting example of (1.4) is given by a one-dimensional singular $\phi$-Laplacian of relativistic type $\left(\phi(s)=\frac{s}{\sqrt{1-s^{2}}}\right)$, which describes the dynamics of the acceleration of a relativistic particle of mass one at rest moving on a straight line (with the velocity of light normalized to one) [21,22]. The existence of periodic solutions for the forced pendulum equation with relativistic effects

$$
\begin{equation*}
\left(\frac{x^{\prime}}{\sqrt{1-\frac{\left|x^{\prime}\right|^{2}}{c^{2}}}}\right)^{\prime}+k x^{\prime}+a \sin x=p(t) \tag{1.5}
\end{equation*}
$$

was proved by Torres [23], where $c>0$ is the speed of light in the vacuum, and $k \geq 0$ is a possible viscous friction coefficient. The result shows that if $2 c T \leq 1$, then for any values $a$, $k$ and any $p \in \widetilde{C}_{T}$, equation (1.5) has at least one $T$-periodic solution, where $\widetilde{C}_{T}$ denote the Banach space of continuous and $T$-periodic functions with zero mean value. The result in [23] was extended to generalized pendulum-type equation with Liénard term [24]

$$
\begin{equation*}
\left(\phi\left(x^{\prime}\right)\right)^{\prime}+f(x) x^{\prime}+g(x)=e(t)+s \tag{1.6}
\end{equation*}
$$

The method used in [23,24] is based on a nonstandard change of variables (based on some sign condition of $\left.g^{\prime}(x)\right)$ and an application of the Schauder fixed point theorem. Recently, Littlewood's boundedness problem and the existence of quasi-periodic solutions for relativistic oscillators with anharmonic potentials were studied in [25].

The existence of periodic solutions for nonlinear problems with singular $\phi$-Laplacian was extended to the $n$-dimensional case by Brezis and Mawhin [26], where the approach is mostly variational, but requires the use of results on an auxiliary system based upon fixed point theory and Leray-Schauder degree. The multiplicity and existence of periodic solutions in the $n$-dimensional case was proved by Mawhin in [27] by using a Lusternik-Schnirelman-type multiplicity result for some indefinite functionals. We refer to [28, 29] for the related developments.
The purpose of this paper is to find some method to deal with the problem with higherdimensional system (1.1). Our discussion is based on a geometric idea by phase-space analysis. We show that when $f$ satisfies some general condition, then the solutions of (1.1) have some 'bend-twist' property in the generalized phase-space. This observation inspires us constructing a bend-twist fixed point theorem to prove the existence and multiplicity of periodic solutions for three-dimensional system (1.1).
More specifically, we extend the universal existence theorem for Dirichlet problem and the existence theorem for periodic (or Neumann) problem in [8] to the existence and multiplicity theorem for three-dimensional system, respectively. Even for the scalar equation (1.6), an interesting feature of our result is that the existence of periodic solutions is independent of the condition of $g^{\prime}(x)$ and the damping coefficient $f$.
The paper is organized as follows. Section 2 is devoted to introducing some preliminary results with respect to equation (1.1). A geometric fixed theorem (Theorem 2.1) is proved by simple topological degree argument. This theorem is the basic tool used in this paper. In Section 3.1, we obtain a universal existence theorem for equation (1.1) with the Dirichlet condition, which generalizes the result in [8]. This is not the case for other boundary condition; an existence and multiplicity result (see Theorem 3.2) is proved in Section 3.2 when $f$ satisfies some local sign condition. Periodic motions of relativistic oscillators of charged particles in a three-dimensional electromagnetic field are investigated in Section 3.3. In Section 4, a new result on the existence and multiplicity of periodic solutions of generalized pendulum-type equations that does not need any information upon the differentiability of $g$ is obtained by the geometric approach.

## 2 Bend-twist theorem and some preliminary results

In this section, we first introduce a geometric fixed point theorem, which will be used frequently in the subsequent sections. The geometric fixed point theorem is a small variation of the Poincaré-Miranda theorem (see [30] for instance), which goes back to Poincaré (1883) and has been used many times in the study of boundary value problems and periodic solutions. For example, see a recent paper [31] and the references therein.

Consider a parallelotope $\mathcal{D}$ with $2 n$ faces, that is,

$$
\mathcal{D}=\left\{\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{R}^{n}: \alpha_{i} \leq x_{i} \leq \beta_{i}, i=1,2, \ldots, n\right\},
$$

Figure 1 Bend-twist in various spaces: (a) a line segment in $\mathbb{R}^{1}$; (b) a rectangle in $\mathbb{R}^{2}$; (c) a cuboid in $\mathbb{R}^{3}$.

where $\alpha_{i}, \beta_{i}, i=1,2, \ldots, n$, are constants such that $\alpha_{i}<\beta_{i}$. The boundary of the parallelotope consists of $2 n$ faces. Denote them by

$$
\begin{aligned}
& V_{-}^{i}=\left\{\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}: x_{i}=\alpha_{i}, \alpha_{j} \leq x_{j} \leq \beta_{j}, j \neq i \text { and } j \in\{1, \ldots, n\}\right\}, \\
& V_{+}^{i}=\left\{\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}: x_{i}=\beta_{i}, \alpha_{j} \leq x_{j} \leq \beta_{j}, j \neq i \text { and } j \in\{1, \ldots, n\}\right\},
\end{aligned}
$$

respectively. Let $\Omega$ be an open subset of $\mathbb{R}^{n}$, and $\mathcal{D} \subset \Omega$. We say that a continuous map $\mathcal{F}=\left(\mathcal{F}_{1}, \mathcal{F}_{2}, \ldots, \mathcal{F}_{n}\right): \Omega \rightarrow \mathbb{R}^{n}$ satisfies the bend-twist condition on $\mathcal{D}$ if

$$
\mathcal{F}_{j_{i}}\left(V_{-}^{i}\right) \mathcal{F}_{j_{i}}\left(V_{+}^{i}\right) \leq 0, \quad i=1,2, \ldots, n,
$$

where $j_{i} \in\{1,2, \ldots, n\}$ are such that $j_{m} \neq j_{k}$ for $m \neq k$.
Here, $\mathcal{F}_{j_{i}}\left(V_{-}^{i}\right) \mathcal{F}_{j_{i}}\left(V_{+}^{i}\right) \leq 0$ means that $\mathcal{F}_{j_{i}}\left(V_{-}^{i}\right) \leq 0$ and $\mathcal{F}_{j_{i}}\left(V_{+}^{i}\right) \geq 0$, or $\mathcal{F}_{j_{i}}\left(V_{-}^{i}\right) \geq 0$ and $\mathcal{F}_{j_{i}}\left(V_{+}^{i}\right) \leq 0 ; \mathcal{F}_{j_{i}}\left(V_{ \pm}^{i}\right)>0$ means that $\mathcal{F}_{j_{i}}(\mathrm{x}) \geq 0$ for all $\mathrm{x} \in V_{ \pm}^{i}$ and there exists at least one $\mathrm{x}_{0} \in V_{ \pm}^{i}$ such that $\mathcal{F}_{j_{i}}\left(\mathrm{x}_{0}\right)>0 ; \mathcal{F}_{j_{i}}\left(V_{ \pm}^{i}\right)=0$ means that $\mathcal{F}_{j_{i}}(\mathrm{x})=0$ for all $\mathrm{x} \in V_{ \pm}^{i}$. The figures may help us to understand the 'bend-twist' condition well; see Figure 1.

Theorem 2.1 (Bend-twist theorem) Assume that a continuous map

$$
\mathcal{F}=\left(\mathcal{F}_{1}, \mathcal{F}_{2}, \ldots, \mathcal{F}_{n}\right): \Omega \rightarrow \mathbb{R}^{n}
$$

satisfies the bend-twist condition. Then there exists at least one point $\left(x_{0}^{1}, x_{0}^{2}, \ldots, x_{0}^{n}\right) \in \mathcal{D}$ such that $\mathcal{F}\left(x_{0}^{1}, x_{0}^{2}, \ldots, x_{0}^{n}\right)=0$.

Since the only difference between Theorem 2.1 and Poincaré-Miranda theorem is the permutation of the indexes in $\mathcal{F}$, that is, we have to consider $F_{j_{i}}$ instead of $F_{i}$, we omit the proof of Theorem 2.1. We can refer to [31] for an elementary proof based upon basic exterior calculus.
Next, we perform some preliminary results on the existence and uniqueness of a solution of initial value problem for equation (1.1) based on phase-plane analysis, which imply that the Poincaré mapping of (1.1) can be well defined.
Let $C_{T}$ denote the Banach space of continuous functions on $[0, T]$ with uniform norm $\|\cdot\|_{\infty}$, and $\widetilde{C}_{T}$ denote the Banach space of continuous and $T$-periodic functions with zero mean value. We also denote the inverse function of $\phi$ by $\phi^{-1}: \mathbb{R}^{3} \rightarrow B_{a}(0)(0<a<+\infty)$. Since $\phi_{i}(i=1,2,3)$ is a monotonous homeomorphism with respect to the $i$ th component of variable, the inverse function $\phi_{i}^{-1}$ is also a monotonous homeomorphism with respect to the $i$ th component of variable.

Lemma 2.1 Every solution of equation (1.1) can be uniquely defined on the interval $(-\infty,+\infty)$.

Proof We rewrite equation (1.1) in the form

$$
\begin{equation*}
x^{\prime}=\phi^{-1}(y), \quad y^{\prime}=f\left(t, x, \phi^{-1}(y)\right) \tag{2.1}
\end{equation*}
$$

Since $f:[0, T] \times \mathbb{R}^{3} \times \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ is locally Lipschitz continuous, every solution of equation (2.1) with the initial value ( $x_{0}, y_{0}$ ) exists uniquely.

By the first equation of (2.1) and the bounded range of $\phi^{-1}$ we can see that if $x_{i}(t)$ exists, then

$$
\left|x_{i}^{\prime}(t)\right|<a .
$$

Hence, $|\mathrm{x}(t)|$ cannot go to infinity as $t$ goes to finite time. Moreover, the second equation of (2.1) implies that $\left|\mathrm{y}^{\prime}(t)\right|$ is bounded if $|\mathrm{x}(t)|$ is bounded. Therefore, $|\mathrm{y}(t)|$ cannot go to infinity as $t$ goes to finite time, that is, blow-up does not occur. The global existence of solutions is thus proved.

From Lemma 2.1 we can see that the Poincaré mapping of equation (1.1) is well defined. Let $\left(x\left(t ; x^{(0)}, y^{(0)}\right), y\left(t ; x^{(0)}, y^{(0)}\right)\right)$ be a solution of equation (2.1) with initial condition $\mathrm{x}\left(0 ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right)=\mathrm{x}^{(0)}, \mathrm{y}\left(0 ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right)=\mathrm{y}^{(0)}$. We define the Poincaré mapping $\mathcal{P}: \mathbb{R}^{3} \times \mathbb{R}^{3} \rightarrow$ $\mathbb{R}^{3} \times \mathbb{R}^{3}$ by

$$
\mathcal{P}\left(\mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right)=\left(\mathrm{x}\left(T ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right), \mathrm{y}\left(T ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right)\right) .
$$

Consequently, $\mathcal{P}$ is a continuous and one-to-one mapping. Every zero point of the continuous mapping $\mathcal{F}: \mathbb{R}^{3} \times \mathbb{R}^{3} \rightarrow \mathbb{R}^{3} \times \mathbb{R}^{3}$, defined by $\mathcal{F}=\mathcal{P}$-id, corresponds to a $T$-periodic solution of equation (1.1), where id denotes the identity mapping.

## 3 Three-dimensional systems with singular $\phi$-Laplacian

### 3.1 The case of Dirichlet boundary condition

In this section, we investigate the existence of solutions of equation (1.1) with Dirichlet boundary condition

$$
\mathrm{x}(0)=0=\mathrm{x}(T) .
$$

A 'universal' solvability result is obtained, and we conclude the result in the following theorem.

Theorem 3.1 For each continuous vector-valued function $\mathrm{f}:[0, T] \times \mathbb{R}^{3} \times \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$, the Dirichlet boundary problem

$$
\begin{equation*}
\left(\phi\left(\mathrm{x}^{\prime}\right)\right)^{\prime}=\mathrm{f}\left(t, \mathrm{x}, \mathrm{x}^{\prime}\right), \quad \mathrm{x}(0)=0=\mathrm{x}(T) \tag{3.1}
\end{equation*}
$$

has at least one solution.

In fact, the existence of Theorem 3.1 for Dirichlet boundary conditions is well known for more general systems from the work of Bereanu and Mawhin [12]. Therefore, we leave the proof for the reader while using directly Theorem 2.1 or topology degree theory, and we can also refer to the proof of Theorem 3.2.

### 3.2 Periodic or Neumann problems with nonlinearities

In this section, we consider the existence of solutions of equation (1.1) with periodic boundary condition

$$
\mathrm{x}(0)-\mathrm{x}(T)=0=\mathrm{x}^{\prime}(0)-\mathrm{x}^{\prime}(T)
$$

or Neumann boundary condition

$$
\mathrm{x}^{\prime}(0)=0=\mathrm{x}^{\prime}(T) .
$$

There is no universal existence for equation (1.1) with periodic boundary condition or Neumann boundary condition. The following lemma is a result of nonexistence of solutions.

Lemma 3.1 If there exists a component function $f_{i}:[0, T] \times \mathbb{R}^{3} \times \mathbb{R}^{3} \rightarrow \mathbb{R}$ such that $f_{i}$ is always positive or negative on its domain, then equation (1.1) with periodic boundary condition or Neumann boundary condition has no solution.

Proof Let $\varphi(t)$ be a solution of equation (1.1) with periodic boundary condition or Neumann boundary condition. Integrating the equation

$$
\left(\phi_{i}\left(\varphi^{\prime}(t)\right)\right)^{\prime}=\mathrm{f}_{i}\left(t, \varphi(t), \varphi^{\prime}(t)\right)
$$

with respect to $t$ on interval $[0, T]$, we have

$$
0=\int_{0}^{T} f_{i}\left(s, \varphi(s), \varphi^{\prime}(s)\right) \mathrm{d} s
$$

Since $f_{i}$ always has a positive sign or a negative sign on its domain, the integral on the right side of the equation does not vanish. Thus, it is a contradiction, which implies that equation (1.1) with periodic or Neumann boundary condition has no solution.

In the following, we will show that a general sign condition upon $f$ can guarantee the existence and multiplicity of solutions for equation (1.1) with periodic or Neumann boundary condition.

First, we consider the periodic boundary value problem

$$
\begin{equation*}
\left(\phi\left(\mathrm{x}^{\prime}\right)\right)^{\prime}=\mathrm{f}\left(t, \mathrm{x}, \mathrm{x}^{\prime}\right), \quad \mathrm{x}(0)-\mathrm{x}(T)=0=\mathrm{x}^{\prime}(0)-\mathrm{x}^{\prime}(T) \tag{3.2}
\end{equation*}
$$

A result on the existence and multiplicity of solutions is obtained in the following theorem.

Theorem 3.2 Assume that f a continuous vector-valued function and there exist positive increasing sequences $\left\{\alpha_{k}^{i}\right\}$ with

$$
\alpha_{1}^{i}<\alpha_{2}^{i}<\cdots<\alpha_{n}^{i}, \quad i=1,2,3, n \geq 2, n \in \mathbb{N},
$$

and $\epsilon \in\{-1,1\}$ such that for all $t \in[0, T]$,

$$
\begin{align*}
& \epsilon \int_{0}^{T} f_{i}\left(s, \mathrm{x}(s), \mathrm{x}^{\prime}(s)\right) \mathrm{d} s \geq 0 \quad \text { if }\left|x_{i}(t)-\alpha_{k}^{i}\right|<a T,\left|x_{i}^{\prime}(t)\right|<a,  \tag{3.3}\\
& \epsilon \int_{0}^{T} f_{i}\left(s, \mathrm{x}(s), \mathrm{x}^{\prime}(s)\right) \mathrm{d} s \leq 0 \quad \text { if }\left|x_{i}(t)-\alpha_{k+1}^{i}\right|<a T,\left|x_{i}^{\prime}(t)\right|<a . \tag{3.4}
\end{align*}
$$

Then periodic boundary value problem (3.2) has at least one solution. Moreover, if

$$
\sharp\left\{j \in \mathbb{Z}^{+} \mid \max _{i=1,2,3}\left(\alpha_{2 j+1}^{i}-\alpha_{2 j}^{i}\right)>2 a T\right\}=r, \quad r \in \mathbb{Z}^{+},
$$

where $\sharp(\cdot)$ denotes the number of elements in a set, then the periodic boundary value problem (3.2) has at least $r$ geometrical distinct solutions.

Proof First, assume that f is a continuous Lipschitz vector-valued function. Suppose that $\left(\mathrm{x}\left(t ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right), \mathrm{y}\left(t ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right)\right)$ is a solution of equation (1.1). Every zero point of the continuous mapping $\mathcal{F}=\mathcal{P}$ - id corresponds to a $T$-periodic solution of equation (1.1), where id denotes the identity map, and $\mathcal{P}$ is the Poincaré mapping. By the first equation of (2.1) we have

$$
\begin{equation*}
\left|x_{i}\left(t ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right)-x_{i}^{(0)}\right|<a T, \quad\left|x_{i}^{\prime}\left(t ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right)\right|<a, \quad t \in[0, T] . \tag{3.5}
\end{equation*}
$$

Let

$$
M_{k}^{i}=\max _{t \in[0, T]}\left\{\left|f_{i}(t, \mathrm{u}, \mathrm{v})\right|: u_{j} \in\left[\alpha_{k}^{j}-2 a T, \alpha_{k}^{j}+2 a T\right], v_{j} \in[-a, a], j=1,2,3\right\} .
$$

Since $f_{i}(i=1,2,3)$ is continuous, by the boundedness of $\mathrm{x}(t)$ and $\mathrm{x}^{\prime}(t)$ on $[0, T], y_{i}^{\prime}(t)$ is also bounded on $[0, T]$. By the second equality of (2.1) we can take a sufficiently large positive constant $\beta_{k}^{i}>M_{k}^{i} T$ such that

$$
\begin{equation*}
\left.y_{i}\left(t ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right)\right|_{\mathrm{y}_{i}^{(0)}=\beta_{k}^{i}}>0 \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.y_{i}\left(t ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right)\right|_{\mathrm{y}_{i}^{(0)}=-\beta_{k}^{i}}<0 \tag{3.7}
\end{equation*}
$$

for all $t \in[0, T]$ with $\left|x_{j}^{(0)}-\alpha_{k}^{j}\right|<a T, j=1,2,3$.
Consider the parallelotope

$$
\mathcal{D}_{k}=\left\{\left(x_{1}, x_{2}, x_{3}, y_{1}, y_{2}, y_{3}\right) \in \mathbb{R}^{6}: \alpha_{k}^{i} \leq x_{i} \leq \alpha_{k+1}^{i},-\beta_{k}^{i} \leq y_{i} \leq \beta_{k}^{i}, i=1,2,3\right\}
$$

with its boundary including 12 faces. We denote them by

$$
\begin{aligned}
& V_{-}^{i}=\left\{\left(x_{1}, x_{2}, x_{3}, y_{1}, y_{2}, y_{3}\right) \in \mathcal{D}_{k}: y_{i}=-\beta_{k}^{i}\right\}, \\
& V_{+}^{i}=\left\{\left(x_{1}, x_{2}, x_{3}, y_{1}, y_{2}, y_{3}\right) \in \mathcal{D}_{k}: y_{i}=\beta_{k}^{i}\right\},
\end{aligned}
$$

$$
\begin{aligned}
V_{-}^{i+3} & =\left\{\left(x_{1}, x_{2}, x_{3}, y_{1}, y_{2}, y_{3}\right) \in \mathcal{D}_{k}: x_{i}=\alpha_{k}^{i}\right\}, \\
V_{+}^{i+3} & =\left\{\left(x_{1}, x_{2}, x_{3}, y_{1}, y_{2}, y_{3}\right) \in \mathcal{D}_{k}: x_{i}=\alpha_{k+1}^{i}\right\}, \quad i=1,2,3,
\end{aligned}
$$

respectively. Integrating the first equality of (2.1) with respect $t$ on the interval $[0, T]$, we have

$$
\begin{aligned}
\mathcal{F}_{i}\left(V_{+}^{i}\right) & =x_{i}\left(T ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right)-x_{i}\left(0 ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right) \\
& =\left.\int_{0}^{T} \phi_{i}^{-1}\left(\mathrm{y}\left(t ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right)\right)\right|_{\mathrm{y}_{i}^{(0)}=\beta_{k}^{i}} \mathrm{~d} t \geq 0
\end{aligned}
$$

and

$$
\begin{aligned}
\mathcal{F}_{i}\left(V_{-}^{i}\right) & =x_{i}\left(T ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right)-x_{i}\left(0 ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right) \\
& =\left.\int_{0}^{T} \phi_{i}^{-1}\left(\mathrm{y}\left(t ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right)\right)\right|_{\mathrm{y}_{i}^{(0)}=-\beta_{k}^{i}} \mathrm{~d} t \leq 0
\end{aligned}
$$

for $i=1,2,3$, where the last inequality follows by the monotonicity of $\phi_{i}^{-1}$.
Integrating the second equality of (2.1) with respect $t$ on the interval $[0, T]$, by inequalities (3.3), (3.4), and (3.5) we have

$$
\begin{aligned}
\epsilon \mathcal{F}_{i+3}\left(V_{+}^{i+3}\right) & =\epsilon y_{i}\left(T ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right)-\epsilon y_{i}\left(0 ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right) \\
& =-\left.\epsilon \int_{0}^{T} f_{i}\left(t, \mathrm{x}\left(t ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right), \mathrm{x}^{\prime}\left(t ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right)\right)\right|_{x_{i}^{(0)}=\alpha_{k}^{i}} \mathrm{~d} t \leq 0
\end{aligned}
$$

and

$$
\begin{aligned}
\epsilon \mathcal{F}_{i+3}\left(V_{-}^{i+3}\right) & =\epsilon y_{i}\left(T ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right)-\epsilon y_{i}\left(0 ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right) \\
& =-\left.\epsilon \int_{0}^{T} f_{i}\left(t, \mathrm{x}\left(t ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right), \mathrm{x}^{\prime}\left(t ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right)\right)\right|_{x_{i}^{(0)}=\alpha_{k}^{i+1}} \mathrm{~d} t \geq 0
\end{aligned}
$$

for $i=1,2,3$. Thus, we have proved that

$$
\mathcal{F}_{i}\left(V_{-}^{i}\right) \mathcal{F}_{i}\left(V_{+}^{i}\right) \leq 0, \quad i=1,2, \ldots, 6 .
$$

Consequently, $\mathcal{F}$ satisfies the bend-twist condition on parallelotope domain $\mathcal{D}_{k}$. By Theorem 2.1, $\mathcal{F}$ has at least a zero point in domain $\mathcal{D}_{k}$. Hence, the existence of solutions is proved.
Next, we consider the multiplicity of solutions for equation (1.1) with periodic boundary condition. If, for some $i \in\{1,2,3\}$,

$$
\begin{equation*}
\left|\alpha_{2 j}^{i}-\alpha_{2 j+1}^{i}\right|>2 a T, \tag{3.8}
\end{equation*}
$$

then we can define two parallelotopes $\mathcal{D}_{2 j-1}$ and $\mathcal{D}_{2 j+1}$ by

$$
\begin{aligned}
& \mathcal{D}_{2 j-1}=\left\{(x, y) \in \mathbb{R}^{6}: \alpha_{2 j-1}^{i} \leq x_{i} \leq \alpha_{2 j}^{i},-\beta_{2 j-1}^{i} \leq y_{i} \leq \beta_{2 j-1}^{i}, i=1,2,3\right\}, \\
& \mathcal{D}_{2 j+1}=\left\{(x, y) \in \mathbb{R}^{6}: \alpha_{2 j+1}^{i} \leq x_{i} \leq \alpha_{2 j+2}^{i},-\beta_{2 j+1}^{i} \leq y_{i} \leq \beta_{2 j+1}^{i}, i=1,2,3\right\} .
\end{aligned}
$$

Let $\mathrm{x}^{2 j-1}$ and $\mathrm{x}^{2 j+1}$ be $T$-periodic solutions of equation (1.1) with initial values in the parallelotope domains $\mathcal{D}_{2 j-1}$ and $\mathcal{D}_{2 j+1}$, respectively. Since $x_{i}^{\prime}(t)<a$, by inequality (3.8) we have

$$
\left|x_{i}^{2 j-1}(t)-x_{i}^{2 j+1}(t)\right| \geq\left|\left(\alpha_{2 j+1}^{i}-a T\right)-\left(\alpha_{2 j}^{i}+a T\right)\right|>0
$$

for all $t \in[0, T]$. So, in this case, the two $T$-periodic solutions from two distinct parallelotope domains must be distinct.
Finally, we show that the continuity condition on $f$ can take place of the Lipschitz condition in our results by the method developed by Ding et al. [32].
In fact, if f is a continuous function, then we can take a sequence of functions $\mathrm{f}_{l}=\mathrm{f}_{l}(t, \mathrm{x}, \mathrm{y})$ that are $T$-periodic in the $t$-variable and locally Lipschitzian in the $x, y$-variable, with $\left\{\mathrm{f}_{l}(t, \mathrm{x}, \mathrm{y})\right\}$ converging to f uniformly on each compact subset of $[0, T] \times \mathbb{R}^{3} \times \mathbb{R}^{3}$. The existence of such a sequence, with the $f_{l}$ even smoother than required here, follows from the Weierstrass approximation theorem. Of course, we can take $\mathrm{f}_{l} \equiv \mathrm{f}(t, \mathrm{x}, \mathrm{y})$ if $f$ is locally Lipschitzian. We conclude that the equations

$$
\left(\phi\left(\mathrm{x}^{\prime}\right)\right)^{\prime}=\mathrm{f}_{l}\left(t, \mathrm{x}, \mathrm{x}^{\prime}\right)
$$

have at least one $T$-periodic solution $\mathrm{x}_{l}(t)$ with

$$
\operatorname{dist}\left(\mathrm{x}_{l}(t), \mathcal{D}\right) \leq \sqrt{3} a T, \quad \mathrm{x}_{l}^{\prime}(t)<a, \quad \forall t \in[0, T],
$$

where $\mathcal{D}$ is a uniformly bounded parallelotope domain with respect to the index $l$, and $\operatorname{dist}\left(\mathrm{x}_{l}(t), \mathcal{D}\right)$ denotes the distance from $\mathrm{x}_{l}(t)$ to $\mathcal{D}$. Now by a standard compactness argument we can find a subsequence $\left\{\mathrm{f}_{l^{\prime}}\right\}$ converging to f uniformly on the compact subset

$$
\mathcal{O}=\left\{(t, z) \in[0, T] \times \mathbb{R}^{6}: \operatorname{dist}(z, \mathcal{D}) \leq \sqrt{3} a T\right\}
$$

We can also find a subsequence of the $\left\{x_{l^{\prime}}\right\}_{l}$ converging to x , which is a $T$-periodic solution of equation (3.2).

We remark that conditions (3.3) and (3.4) for Neumann or periodic problems in Theorem 3.2 were first introduced by Bereanu and Mawhin, where they have established the existence result for one-dimensional nonlinear problems with singular $\phi$-Laplacian [8], Theorem 2. Moreover, the proof of Theorem 3.2 involves an idea of shooting approach to nonlinear system with singular $\phi$, and we can refer to [33].

Corollary 3.1 Let $\mathrm{p}(t, \mathrm{u}, \mathrm{v}):[0, T] \times \mathbb{R}^{3} \times \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ and $\mathrm{f}(t, \mathrm{u}):[0, T] \times \times \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ be continuous functions, $\mathrm{p}(t, \mathrm{u}, \mathrm{v})$ be bounded on $[0, T] \times \mathbb{R}^{3} \times B_{a}(0)$, and f satisfy the conditions

$$
\begin{equation*}
\limsup _{u_{i} \rightarrow-\infty} f_{i}(t, \mathrm{u}) \leq \inf p_{i}(t, \mathrm{u}, \mathrm{v}), \quad \liminf _{u_{i} \rightarrow+\infty} f_{i}(t, \mathrm{u}) \geq \sup p_{i}(t, \mathrm{u}, \mathrm{v}) \tag{3.9}
\end{equation*}
$$

or
$\liminf _{u_{i} \rightarrow-\infty} f_{i}(t, \mathrm{u}) \geq \sup p_{i}(t, \mathrm{u}, \mathrm{v}), \quad \limsup _{u_{i} \rightarrow+\infty} f_{i}(t, \mathrm{u}) \leq \inf p_{i}(t, \mathrm{u}, \mathrm{v})$
uniformly in $t \in[0, T]$. Then the problem

$$
\begin{equation*}
\left(\phi\left(\mathrm{x}^{\prime}\right)\right)^{\prime}+\mathrm{f}(t, \mathrm{x})=\mathrm{p}\left(t, \mathrm{x}, \mathrm{x}^{\prime}\right), \quad \mathrm{x}(0)-\mathrm{x}(T)=0=\mathrm{x}^{\prime}(0)-\mathrm{x}^{\prime}(T), \tag{3.11}
\end{equation*}
$$

has at least one solution.

Proof Let (3.9) hold. Then there exist two constants $\alpha_{1}, \alpha_{2}$ with $-\alpha_{1}, \alpha_{2} \gg 1$ such that

$$
p_{i}\left(t, \mathrm{x}, \mathrm{x}^{\prime}\right)-f_{i}(t, \mathrm{x}) \geq 0 \quad \text { for }\left|x_{i}(t)-\alpha_{1}\right|<a T,\left|x_{i}^{\prime}(t)\right|<a
$$

and

$$
p_{i}\left(t, \mathrm{x}, \mathrm{x}^{\prime}\right)-f_{i}(t, \mathrm{x}) \leq 0 \quad \text { for }\left|x_{i}(t)-\alpha_{2}\right|<a T,\left|x_{i}^{\prime}(t)\right|<a,
$$

which implies that (3.3) and (3.4) are satisfied. It is a direct consequence of Theorem 3.2. The proof is similar in case (3.10) holds.

Corollary 3.2 Let $\mathrm{p}(t, \mathrm{u}, \mathrm{v}):[0, T] \times \mathbb{R}^{3} \times \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ and $\mathrm{f}(t, \mathrm{u}):[0, T] \times \times \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ be continuous functions, $\mathrm{p}(t, \mathrm{u}, \mathrm{v})$ be bounded on $[0, T] \times \mathbb{R}^{3} \times B_{a}(0)$, and f satisfy the conditions

$$
\lim _{u_{i} \rightarrow-\infty} f_{i}(t, \mathrm{u})=+\infty, \quad \lim _{u_{i} \rightarrow+\infty} \mathrm{f}(t, \mathrm{u})=-\infty
$$

or

$$
\lim _{u_{i} \rightarrow-\infty} f_{i}(t, \mathrm{u})=-\infty, \quad \lim _{u_{i} \rightarrow+\infty} f_{i}(t, \mathrm{u})=+\infty
$$

uniformly in $t \in[0, T]$. Then problem (4.10) has at least one solution.

Corollary 3.2 is easily deduced from Corollary 3.1.

Example 3.1 For any continuous and bounded $T$-periodic vector-valued function p and constants $\mu \neq 0$ and $\lambda>1$, the problem

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\mathrm{x}^{\prime}}{\sqrt{1-\mathrm{x}^{\prime 2}}}\right)+\mu \mathrm{x}(\lambda+\sin \sqrt{|\mathrm{x}|})=\mathrm{p}\left(t, \mathrm{x}, \mathrm{x}^{\prime}\right) \\
& \mathrm{x}(0)-\mathrm{x}(T)=0=\mathrm{x}^{\prime}(0)-\mathrm{x}^{\prime}(T)
\end{aligned}
$$

has at least one solution.

These results also hold in the case of one-dimensional plane problems with singular $\phi$-Laplacian. An immediate consequence discussed by Bereanu and Mawhin ([8], Theorem 2) follows from Theorem 3.2.

Remark 3.1 It is not difficult to see that the results also hold for Neumann boundary conditions.

### 3.3 Relativistic equations of charged particles in an electromagnetic field

Now let us return to the relativistic equations (1.3) of a charged particle in an electromagnetic field. Without loss of generality, we consider the particle of mass $m=1$. Note that we can rewrite the equations in the form

$$
\left\{\begin{array}{l}
\dot{x}_{i}=\frac{y_{i}}{\sqrt{1+\frac{|\dot{\mathbf{y}}|^{2}}{c^{2}}}} \Leftrightarrow y_{i}=\frac{\dot{x}_{i}}{\sqrt{1-\frac{|\dot{\mathbf{x}}|^{2}}{c^{2}}}},  \tag{3.12}\\
\dot{y}_{i}=-V_{x_{i}}(\mathbf{x})+\frac{e}{c} A_{i}(t) .
\end{array}\right.
$$

By Lemma 2.1 every solution of equations (3.12) can be uniquely defined on the interval $(-\infty,+\infty)$, provided that $V(\mathrm{x})$ is continuously differentiable. Here we require that the electric potential $V(\mathrm{x})$ satisfies the conditions

$$
\left(\mathrm{H}_{1}\right) \quad \epsilon V_{x_{i}}(\mathrm{x}) x_{i}>0 \quad \text { for }\left|x_{i}\right| \geq d
$$

where $d$ is a constant, and $\epsilon \in\{-1,1\}$. Under hypothesis $\left(\mathrm{H}_{1}\right)$, we will investigate the periodic dynamics of system (3.12) in the generalized phase space $(x, y) \in \mathbb{R}^{3} \times \mathbb{R}^{3}$. We conclude the main result in the following:

Theorem 3.3 Assume that $\left(\mathrm{H}_{1}\right)$ holds and the electric potential $V$ is a continuous differentiable function. Then for any continuous T-periodic vector magnetic potential $\mathrm{A}(t)$ with zero mean value of every component variable, system (1.3) admits at least one T-periodic motion.

Proof The proof is similar to that of Theorem 3.2 and we only give a sketch. Without loss of generality, we assume that $\left(\mathrm{H}_{1}\right)$ holds for $\epsilon=1$. Let

$$
\vartheta_{i}=\max _{\substack{\alpha_{i} \leq x_{i} \leq \beta_{i} \\ i=1,2,3}}\left|V_{x_{i}}(x)\right| \quad \text { and } \quad\left\|A_{i}\right\|_{\infty}=\max _{t \in[0, T]}\left|A_{i}(t)\right| .
$$

Consider the parallelotope

$$
\mathcal{D}=\left\{\left(x_{1}, x_{2}, x_{3}, y_{1}, y_{2}, y_{3}\right) \in \mathbb{R}^{6}: \alpha_{i+3} \leq x_{i} \leq \beta_{i+3}, \alpha_{i} \leq y_{i} \leq \beta_{i}, i=1,2,3\right\},
$$

where we fix the constants $\alpha_{j}, \beta_{j}, j=1,2, \ldots, 6$, such that

$$
\begin{array}{ll}
\alpha_{i+3}<-2 c T-d, & \beta_{i+3}>2 c T+d, \\
\alpha_{i}<-\vartheta_{i} T-\left\|A_{i}\right\|_{\infty}, & \beta_{i}>\vartheta_{i} T+\left\|A_{i}\right\|_{\infty}, \quad i=1,2,3 .
\end{array}
$$

Denote the faces of the boundary of the parallelotope by

$$
\begin{aligned}
& V_{-}^{i}=\left\{\left(x_{1}, x_{2}, x_{3}, y_{1}, y_{2}, y_{3}\right) \in \mathcal{D}: y_{i}=\alpha_{i}\right\}, \\
& V_{+}^{i}=\left\{\left(x_{1}, x_{2}, x_{3}, y_{1}, y_{2}, y_{3}\right) \in \mathcal{D}: y_{i}=\beta_{i}\right\}, \\
& V_{-}^{i+3}=\left\{\left(x_{1}, x_{2}, x_{3}, y_{1}, y_{2}, y_{3}\right) \in \mathcal{D}: x_{i}=\alpha_{i+3}\right\}, \\
& V_{+}^{i+3}=\left\{\left(x_{1}, x_{2}, x_{3}, y_{1}, y_{2}, y_{3}\right) \in \mathcal{D}: x_{i}=\beta_{i+3}\right\}, \quad i=1,2,3 .
\end{aligned}
$$

Note that

$$
\int_{0}^{T} A_{i}(t) \mathrm{d} t=0
$$

Defining the operator $\mathcal{F}$ as in Theorem 3.2, we can verify that

$$
\begin{aligned}
& \mathcal{F}_{i+3}\left(V_{-}^{i+3}\right) \geq 0, \quad \mathcal{F}_{i+3}\left(V_{+}^{i+3}\right) \leq 0 \\
& \mathcal{F}_{i}\left(V_{-}^{i}\right) \leq 0, \quad \mathcal{F}_{i}\left(V_{+}^{i}\right) \geq 0, \quad i=1,2,3
\end{aligned}
$$

Therefore, $\mathcal{F}$ satisfies the bend-twist condition, and by Theorem 2.1 we complete the proof.

Example 3.2 For any constants $m, c, \mu>0$ and $\gamma>1$ and any constant vector $F=$ ( $F_{1}, F_{2}, F_{3}$ ), the problem

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{m \dot{\mathrm{x}}}{\sqrt{1-\frac{|\dot{\mathrm{x}}|^{2}}{c^{2}}}}\right)+\mu \nabla(|\mathrm{x}|)^{\gamma}=\mathrm{F} \cos (\omega t), \\
& x(0)-x(T)=0=x^{\prime}(0)-x^{\prime}(T)
\end{aligned}
$$

has at least one solution.

## 4 Generalized Liénard differential equations with periodic boundary value condition

In this section, we investigate the generalized Liénard differential equations. The existence, multiplicity, and dependence on a parameter are considered. The results are illustrated with some examples.

### 4.1 Existence of periodic solutions under a sign condition

Now we recall the generalized Liénard differential equation

$$
\begin{equation*}
\left(\phi\left(\mathrm{x}^{\prime}\right)\right)^{\prime}+\nabla \mathrm{F}(\mathrm{x}) \mathrm{x}^{\prime}+\mathrm{g}(t, \mathrm{x})=0 \tag{4.1}
\end{equation*}
$$

which is equivalent to the system

$$
\begin{equation*}
x_{i}^{\prime}=\phi_{i}^{-1}\left(y_{i}-F_{i}(\mathrm{x})\right), \quad y_{i}^{\prime}=-g_{i}(t, \mathrm{x}), \quad i=1,2,3, \tag{4.2}
\end{equation*}
$$

where

$$
\mathrm{F}=\left(F_{1}, F_{2}, F_{3}\right): \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}
$$

is a continuously differentiable function, and

$$
\mathrm{g}=\left(g_{1}, g_{2}, g_{3}\right): \mathrm{R} \times \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}
$$

is continuous and $T$-periodic with respect to the variable $t$.

A function $\mathrm{g}(t, \mathrm{x})$ is said to satisfy the sign condition if there exist positive constants $d_{i}>0$ such that

$$
\left(\mathrm{H}_{2}\right) \quad \operatorname{sgn}\left(x_{i}\right) g_{i}(t, \mathrm{x}) \geq 0 \quad \text { or } \quad \operatorname{sgn}\left(x_{i}\right) g_{i}(t, \mathrm{x}) \leq 0
$$

for all $\left|x_{i}\right| \geq d_{i}, i=1,2,3$, and $t \in[0, T]$. If the signs of inequalities replace by ' $>$ ' and ' $<$ ', we say that $\mathrm{g}(t, \mathrm{x})$ satisfies the strict sign condition. If a function $\mathrm{g}(t, \mathrm{x})$ satisfies the sign condition, then this means that $g$ does not change sign on each axis direction of $x$. For example, the function

$$
\mathrm{g}(t, \mathrm{x})=\frac{2+\sin t}{\sqrt{1+|\mathrm{x}|^{2}}} \mathrm{x}
$$

satisfies the sign condition for arbitrary positive constants $d_{1}, d_{2}, d_{3}$.
In what follows, we will apply Theorem 2.1 to discuss the existence of $T$-periodic solutions for equation (4.1).

Theorem 4.1 If $g$ satisfies the sign condition $\left(\mathrm{H}_{2}\right)$ and the function F is continuous differentiable, then for any given $T>0$, equation (4.1) has at least one T-periodic solution.

Proof Without loss of generality, we assume that

$$
g_{i}(t, \mathrm{x}) \geq 0, \quad \forall x_{i} \in\left[d_{i},+\infty\right)
$$

and

$$
g_{i}(t, \mathrm{x}) \leq 0, \quad \forall x_{i} \in\left(-\infty,-d_{i}\right]
$$

uniformly on $t \in[0, T]$. The other cases can be dealt with similarly.
Let $\left(\mathrm{x}\left(t ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right), \mathrm{y}\left(t ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right)\right)$ be a solution of equation (4.2). In the following, we will prove the existence of zero points of the mapping $\mathcal{F}=\mathcal{P}-\mathrm{id}$, which corresponds to a $T$-periodic solution of (4.2).

By the first equation of (4.2) we have

$$
\begin{equation*}
\left|x_{i}\left(t ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right)-x_{i}^{(0)}\right|<a T, \quad\left|x_{i}^{\prime}\left(t ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right)\right|<a, \quad t \in[0, T] . \tag{4.3}
\end{equation*}
$$

Take fixed constants $\alpha^{i}>d_{i}+2 a T, i=1,2,3$. Then we get

$$
\begin{equation*}
\left.g_{i}\left(t, \mathrm{x}\left(t ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right)\right)\right|_{\mathrm{x}_{i}^{(0)}=\alpha_{i}}>0 \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.g_{i}\left(t, \mathrm{x}\left(t ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right)\right)\right|_{\mathrm{x}_{i}^{(0)}=-\alpha_{i}}<0 \tag{4.5}
\end{equation*}
$$

for all $t \in[0, T], i=1,2,3$.
Let

$$
M^{i}=\max \left\{\left|F_{i}(\mathrm{x})\right|: x_{i} \in\left[\alpha^{i}-2 a T, \alpha^{i}+2 a T\right] \cup\left[-\alpha^{i}-2 a T,-\alpha^{i}+2 a T\right]\right\} .
$$

Since $g_{i}(t, \mathrm{x})$ is continuous, by the boundedness of $\mathrm{x}(t)$ and $\mathrm{x}^{\prime}(t)$ on $[0, T], y_{i}^{\prime}(t)$ is also bounded on $[0, T]$. By the second equality of (4.2) we can take a sufficiently large positive constant $\beta^{i}$ such that

$$
\begin{equation*}
\left.y_{i}\left(t ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right)\right|_{\mathrm{y}_{i}^{(0)}=\beta^{i}}-M^{i}>0 \tag{4.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.y_{i}\left(t ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right)\right|_{\mathrm{y}_{i}^{(0)}=-\beta^{i}}+M^{i}<0 \tag{4.7}
\end{equation*}
$$

for all $t \in[0, T]$ with $\left|x_{i}^{(0)}-\alpha^{i}\right|<a T, i=1,2,3$.
Consider the parallelotope

$$
\mathcal{D}=\left\{\left(x_{1}, x_{2}, x_{3}, y_{1}, y_{2}, y_{3}\right) \in \mathbb{R}^{6}:-\alpha^{i} \leq x_{i} \leq \alpha^{i},-\beta^{i} \leq y_{i} \leq \beta^{i}, i=1,2,3\right\}
$$

with its boundary including 12 faces, denoted by

$$
\begin{aligned}
& V_{-}^{i}=\left\{\left(x_{1}, x_{2}, x_{3}, y_{1}, y_{2}, y_{3}\right) \in \mathcal{D}_{k}: y_{i}=-\beta^{i}\right\}, \\
& V_{+}^{i}=\left\{\left(x_{1}, x_{2}, x_{3}, y_{1}, y_{2}, y_{3}\right) \in \mathcal{D}_{k}: y_{i}=\beta^{i}\right\}, \\
& V_{-}^{i+3}=\left\{\left(x_{1}, x_{2}, x_{3}, y_{1}, y_{2}, y_{3}\right) \in \mathcal{D}_{k}: x_{i}=-\alpha^{i}\right\}, \\
& V_{+}^{i+3}=\left\{\left(x_{1}, x_{2}, x_{3}, y_{1}, y_{2}, y_{3}\right) \in \mathcal{D}_{k}: x_{i}=\beta^{i}\right\}, \quad i=1,2,3 .
\end{aligned}
$$

Integrating the first equality of (4.2) with respect to $t$ on the interval $[0, T]$, by inequalities (4.6) and (4.7) we have

$$
\begin{aligned}
\mathcal{F}_{i}\left(V_{+}^{i}\right) & =x_{i}\left(T ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right)-x_{i}\left(0 ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right) \\
& =\left.\int_{0}^{T} \phi_{i}^{-1}\left(\mathrm{y}\left(t ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right)-F_{i}\left(\mathrm{x}\left(t ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right)\right)\right)\right|_{\mathrm{y}_{i}^{(0)}=\beta_{k}^{i}} \mathrm{~d} t \geq 0
\end{aligned}
$$

and

$$
\begin{aligned}
\mathcal{F}_{i}\left(V_{-}^{i}\right) & =x_{i}\left(T ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right)-x_{i}\left(0 ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right) \\
& =\left.\int_{0}^{T} \phi_{i}^{-1}\left(\mathrm{y}\left(t ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right)-F_{i}\left(\mathrm{x}\left(t ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right)\right)\right)\right|_{\mathrm{y}_{i}^{(0)}=-\beta_{k}^{i}} \mathrm{~d} t \leq 0
\end{aligned}
$$

for $i=1,2,3$, where the last inequality follows by the monotonicity of $\phi_{i}^{-1}$.
Integrating the second equality of (4.2) with respect $t$ on the interval [ $0, T$ ], by inequalities (4.4) and (4.5) we have

$$
\begin{aligned}
\mathcal{F}_{i+3}\left(V_{+}^{i+3}\right) & =y_{i}\left(T ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right)-y_{i}\left(0 ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right) \\
& =-\left.\int_{0}^{T} g_{i}\left(t, \mathrm{x}\left(t ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right)\right)\right|_{x_{i}^{(0)}=\alpha_{k}^{i}} \mathrm{~d} t \leq 0
\end{aligned}
$$

and

$$
\begin{aligned}
\mathcal{F}_{i+3}\left(V_{-}^{i+3}\right) & =y_{i}\left(T ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right)-y_{i}\left(0 ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right) \\
& =-\left.\int_{0}^{T} g_{i}\left(t, \mathrm{x}\left(t ; \mathrm{x}^{(0)}, \mathrm{y}^{(0)}\right)\right)\right|_{x_{i}^{(0)}=-\alpha^{i}} \mathrm{~d} t \geq 0
\end{aligned}
$$

for $i=1,2,3$. Thus, we have proved that

$$
\mathcal{F}_{i}\left(V_{-}^{i}\right) \mathcal{F}_{i}\left(V_{+}^{i}\right)<0, \quad i=1,2, \ldots, 6 .
$$

Consequently, $\mathcal{F}$ satisfies the bend-twist condition on the parallelotope domain $\mathcal{D}$. By Theorem 2.1, $\mathcal{F}$ has at least a zero point in $\mathcal{D}$. Hence, the existence of solutions is proved.

It is interesting to note that no assumption on the friction term $F(x)$ is required. Some direct consequences follow from Theorem 2.1.

Corollary 4.1 Assume that a continuous function $\mathrm{g}: \mathbb{R} \times \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ satisfies

$$
\lim _{x_{i} \rightarrow-\infty} g_{i}(t, \mathrm{x})=+\infty, \quad \lim _{x_{i} \rightarrow+\infty} g_{i}(t, \mathrm{x})=-\infty, \quad i=1,2,3
$$

or

$$
\lim _{x_{i} \rightarrow-\infty} g_{i}(t, \mathrm{x})=-\infty, \quad \lim _{x_{i} \rightarrow+\infty} g_{i}(t, \mathrm{x})=+\infty, \quad i=1,2,3
$$

Then for any continuous function $\mathrm{F}(\mathrm{x})$, equation (4.1) has at least one T-periodic solution.

Proof The limits $\lim _{x_{i} \rightarrow \pm \infty} g_{i}(t, \mathrm{x})= \pm \infty\left(\right.$ or $\left.\lim _{x_{i} \rightarrow \pm \infty} g_{i}(t, \mathrm{x})=\mp \infty\right)$ imply that there exist $d_{i}>0(i=1,2,3)$ such that $x_{i} g_{i}(t, \mathrm{x})>0\left(\right.$ or $\left.x_{i} g_{i}(t, \mathrm{x})<0\right)$ for all $t \in \mathbb{R}$ and $\left|x_{i}\right|>d_{i}$. Therefore, sign condition $\left(\mathrm{H}_{2}\right)$ holds. By applying Theorem 4.1 we end the proof.

Example 4.1 If $e(t) \in C_{T} \times C_{T} \times C_{T}, c \in \mathbb{R} \backslash 0, d \in \mathbb{R}, q \geq 0$, and $p>1$, then the problem

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\mathrm{x}^{\prime}}{\sqrt{1-\left|\mathrm{x}^{\prime}\right|^{2}}}\right)+d|\mathrm{x}|^{q} \mathrm{x}^{\prime}+c|\mathrm{x}|^{p-1} \mathrm{x}=e(t)
$$

has at least one $T$-periodic solution.

Notice that when $i=1$, the equation drops into a one-dimensional system. The results discussed before also hold. A direct consequence discussed in [22] is the following example.

Example 4.2 The equation

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{m x^{\prime}}{\sqrt{1-\frac{x^{\prime 2}}{c^{2}}}}\right)+\frac{1}{2} x^{3}-\frac{1}{2} x=-F_{0} \cos \omega t
$$

has at least one $\frac{2 \pi}{\omega}$-periodic solution.

### 4.2 Existence and multiplicity of periodic solutions without sign condition

In most cases, the function $g$ does not satisfy sign condition $\left(\mathrm{H}_{1}\right)$. It is obvious that Theorem 4.1 cannot be applied to the relativistic pendulum-type equations since the potentials of pendulum-type equations are fluctuating and oscillating. But in this circumstance, the pendulum-type equations satisfy some sign property locally.

Let us consider the equation

$$
\begin{equation*}
\left(\phi\left(\mathrm{x}^{\prime}\right)\right)^{\prime}+\nabla \mathrm{F}(\mathrm{x}) \mathrm{x}^{\prime}+\mathrm{g}(t, \mathrm{x})=0 \tag{4.8}
\end{equation*}
$$

where

$$
\mathrm{F}=\left(F_{1}, F_{2}, F_{3}\right): \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}
$$

is a continuously differentiable function, and

$$
\mathrm{g}=\left(g_{1}, g_{2}, g_{3}\right): \mathbb{R} \times \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}
$$

is a continuous function with infinitely many zero points with respect to the variable x and is $T$-periodic with respect to the variable $t$.

Rewrite equation (4.8) in the equivalent form

$$
\begin{equation*}
x_{i}^{\prime}=\phi_{i}^{-1}\left(y_{i}-F_{i}(\mathrm{x})\right), \quad y_{i}^{\prime}=-g_{i}(t, \mathrm{x}), \quad i=1,2,3 . \tag{4.9}
\end{equation*}
$$

Now we conclude by the following result on the existence and multiplicity of $T$-periodic solutions.

Theorem 4.2 Assume that there exist positive increasing sequences $\left\{\alpha_{k}^{i}\right\}$ with

$$
\alpha_{1}^{i}<\alpha_{2}^{i}<\cdots<\alpha_{n}^{i}, \quad i=1,2,3, n \geq 2, n \in \mathbb{N},
$$

and $\epsilon \in\{-1,1\}$ such that for all $t \in[0, T]$,

$$
\begin{array}{ll}
\epsilon \int_{0}^{T} g_{i}(s, \mathrm{x}(s)) \mathrm{d} s \geq 0 & \text { if }\left|x_{i}(t)-\alpha_{k}^{i}\right|<a T \\
\epsilon \int_{0}^{T} g_{i}(s, \mathrm{x}(s)) \mathrm{d} s \leq 0 & \text { if }\left|x_{i}(t)-\alpha_{k+1}^{i}\right|<a T \tag{4.11}
\end{array}
$$

Then equation (4.8) has at least one T-periodic solution. Moreover, if

$$
\sharp\left\{j \in \mathbb{Z}^{+} \mid \max _{i=1,2,3}\left(\alpha_{2 j+1}^{i}-\alpha_{2 j}^{i}\right)>2 a T\right\}=r, \quad r \in \mathbb{Z}^{+},
$$

where $\sharp(\cdot)$ denotes the number of elements in a set, then equation (4.8) has at least $r$ geometric distinct T-periodic solutions.

The proof of Theorem 4.2 is a simple adaptation of that one of Theorem 3.2, and we do not repeat it here.

Obviously, the conclusion of Theorem 4.2 also holds for a one-dimensional system. In the following, we shall perform an application of Theorem 4.2 to the following onedimensional relativistic pendulum-type equation with parameter $s$ :

$$
\begin{equation*}
\left(\phi\left(x^{\prime}\right)\right)^{\prime}+f(x) x^{\prime}+g(x)=p(t)+s, \tag{4.12}
\end{equation*}
$$

where

$$
\phi:(-a, a) \rightarrow \mathbb{R} \quad(0<a<+\infty)
$$

is a monotonous (without loss of generality, assume that it is increasing) homeomorphism such that $\phi(0)=0, f$ and $g$ are continuous functions, and $p$ is continuous and $T$-periodic with zero mean value. Rewrite equation (4.12) in the equivalent form

$$
\begin{equation*}
x^{\prime}=\phi_{i}^{-1}(y-F(x)), \quad y^{\prime}=-g(x)+p(t)+s, \tag{4.13}
\end{equation*}
$$

where

$$
F(x)=\int_{0}^{x} f(\zeta) d \zeta
$$

is the primitive function of $f$.
Without loss of generality, we assume that there exist an increasing sequence $\left\{\xi_{k}\right\}, k=$ $1,2, \ldots, n, n \in \mathbb{N}$, positive sequences $\left\{b_{k}\right\}$ and $\left\{c_{k}\right\}$, and $\epsilon \in\{-1,1\}$ such that

$$
\left(\mathrm{H}_{3}\right) \quad \epsilon \operatorname{sgn}\left(x-\xi_{k}\right) g(x) \geq 0, \quad \forall x \in\left[-b_{k}+\xi_{k}, \xi_{k}\right] \cup\left[\xi_{k}, c_{k}+\xi_{k}\right] .
$$

Let

$$
g_{\max }=\max \left\{g(x): x \in\left[-b_{k}+\xi_{k}, \xi_{k}\right]\right\}
$$

and

$$
g_{\min }=\min \left\{g(x): x \in\left[\xi_{k}, c_{k}+\xi_{k}\right]\right\} .
$$

Theorem 4.3 Assume that $\left(\mathrm{H}_{3}\right)$ holds and

$$
\begin{equation*}
T \leq \min \left\{\frac{b_{k}}{2 a}, \frac{c_{k}}{2 a}\right\} \tag{4.14}
\end{equation*}
$$

Then for any $p(t) \in \widetilde{C}_{T}$ and any continuous function $f(x)$, equation (4.12) has at least one $T$-periodic solution ifs satisfies $g_{\max }<s \leq 0$ or $0 \leq s<g_{\text {min }}$.
Moreover, if $\xi_{k+1}-\xi_{k} \geq\left(b_{k+1}+c_{k}\right) / 2+2 a T, k=1,2, \ldots, n-1$, then equation (4.12) has at least $n$ geometric distinct T-periodic solutions $x_{k}(t)$ such that $x_{k+1}(t)-x_{k}(t)>0, k=$ $1,2, \ldots, n-1$.

Proof Assume that

$$
\operatorname{sgn}\left(x-\xi_{k}\right) g(x) \geq 0, \quad \forall x \in\left[-b_{k}+\xi_{k}, \xi_{k}\right] \cup\left[\xi_{k}, c_{k}+\xi_{k}\right] .
$$

Let

$$
\alpha_{k}=-\frac{b_{k}}{2}+\xi_{k}, \quad \tilde{\alpha}_{k+1}=\frac{c_{k}}{2}+\xi_{k} .
$$

By assumption (4.14) we have

$$
g(x(t)) \leq 0 \quad \text { if }\left|x(t)-\alpha_{k}\right| \leq a T
$$

and

$$
g(x(t)) \geq 0 \quad \text { if }\left|x(t)-\tilde{\alpha}_{k+1}\right| \leq a T
$$

When $g_{\max }<s \leq 0$, we have

$$
\begin{aligned}
& -\int_{0}^{T}[g(x(s))-s] \mathrm{d} s+\int_{0}^{T} p(s) \mathrm{d} s \\
& \quad \geq-\int_{0}^{T}\left[g_{\max }-s\right] \mathrm{d} s \geq 0 \quad \text { if }\left|x(t)-\alpha_{k}\right|<a T
\end{aligned}
$$

and

$$
-\int_{0}^{T}[g(x(s))-s] \mathrm{d} s+\int_{0}^{T} p(s) \mathrm{d} s \leq 0 \quad \text { if }\left|x(t)-\tilde{\alpha}_{k+1}\right|<a T .
$$

Then conditions (4.10) and (4.11) are satisfied. By Theorem 4.2 we know that equation (4.12) has at least one $T$-periodic solution. The proof of the case $0 \leq s<g_{\min }$ can be dealt with similarly.
In the following, we will give a concise proof for the multiplicity of $T$-periodic solutions independent of Theorem 4.2. Notice that the $x$-component of the initial value $\left(x_{k}(0), y_{k}(0)\right)$ of periodic solution $\left(x_{k}(t), y_{k}(t)\right)$ belongs to $\left[\alpha_{k}, \tilde{\alpha}_{k+1}\right]$ by the bend-twist theorem. On the other hand, since $\left|x_{k}^{\prime}(t)\right|<a$ for $t \in[0, T]$, we have $x_{k}(t)<x_{k}(0)+a T \leq \tilde{\alpha}_{k+1}+a T$ and $x_{k}(t)>x_{k}(0)-a T \geq \alpha_{k}-a T$. Therefore, when $\xi_{k+1}-\xi_{k}>\left(b_{k+1}+c_{k}\right) / 2+2 a T, k=1,2, \ldots, n-1$, we have

$$
\begin{aligned}
x_{k+1}(t)-x_{k}(t) & >\left(\alpha_{k+1}-a T\right)-\left(\tilde{\alpha}_{k+1}+a T\right) \\
& =\xi_{k+1}-\xi_{k}-\left(b_{k+1}+c_{k}\right) / 2-2 a T \geq 0 .
\end{aligned}
$$

Thus, we end the proof.

The existence of $T$-periodic solutions of the particular relativistic pendulum equation

$$
\begin{equation*}
\left(\frac{x^{\prime}}{\sqrt{1-\frac{x^{\prime 2}}{c^{2}}}}\right)^{\prime}+k x^{\prime}+a \sin x=p(t) \tag{4.15}
\end{equation*}
$$

was first considered by Torres [23]. Applying Theorem 4.3 to equation (4.15) we have the following result.

Corollary 4.2 For any values $a, k$ and for any $p(t) \in \widetilde{C}_{T}$, equation (4.15) has at least one $T$-periodic solution, provided that $2 c T<\pi$.

Proof Equation (4.15) is equivalent to

$$
\left(\frac{x^{\prime}}{\sqrt{c^{2}-x^{\prime 2}}}\right)^{\prime}+\frac{k}{c} x^{\prime}+\frac{a}{c} \sin x=\frac{1}{c} p(t) .
$$

Take $b_{k}=\pi=c_{k}$ and $\xi_{k}=k \pi$. Obviously, condition $\left(\mathrm{H}_{3}\right)$ holds, and

$$
T \leq \frac{\pi}{2 c}=\min \left\{\frac{b_{k}}{2 a}, \frac{c_{k}}{2 a}\right\} .
$$

Applying Theorem 4.2, we conclude.

Obviously, we have generalized the result [23], Theorem 3. It is worth mentioning that for the particular $\sin x$ in equation (4.15), Torres has improved his method and obtained a better result [24], Corollary 3. However, for general $g$, his method strictly depends on the differentiability of the function $g$; see [24], Theorem 4. Note that our results do not need any information on the differentiability of $g$.

Remark 4.1 We can see that if $x(t)$ is a $T$-periodic solution of equation (4.15), then $x(t)+$ $2 k \pi, k \in \mathbb{Z}$, also is a $T$-periodic solution. In fact, there exists a positive increasing sequence $\left\{\xi_{k}=k \pi\right\}_{k=1}^{+\infty}$ that satisfies condition $\left(\mathrm{H}_{3}\right)$ of Theorem 4.3.

Furthermore, it is interesting to note that no assumption on the friction coefficient $f(x)$ is required. So we obtain the following simple result.

Corollary 4.3 For any continuous function $f(x)$ and for any $p(t) \in \widetilde{C}_{T}$, the equation

$$
\begin{equation*}
\left(\phi\left(x^{\prime}\right)\right)^{\prime}+f(x) x^{\prime}+a \sin x=p(t) \tag{4.16}
\end{equation*}
$$

has at least one $T$-periodic solution, provided that $2 a T<\pi$.

Example 4.3 For any $p(t) \in \widetilde{C}_{T}, b \in \mathbb{R}$, and $q>1$, the problem

$$
\begin{aligned}
& \left(\frac{x^{\prime}}{\sqrt{1-x^{\prime 2}}}\right)^{\prime}+|x|^{q+1} x-b^{2}|x|^{q-1} x=p(t) \\
& x(0)-x(T)=0=x^{\prime}(0)-x^{\prime}(T)
\end{aligned}
$$

has at least one solution. Moreover, if $T<|b| / 4$, then the problem has at least three solutions.

In case $g(x)$ does not satisfy $\left(\mathrm{H}_{3}\right)$, also $T$-periodic solutions of equation (4.12) can exist. In the following, we will consider the existence of $T$-periodic solutions with some other conditions on $g$.

Theorem 4.4 Assume that $g(x)$ satisfies

$$
\begin{equation*}
g(x)>0 \quad(\text { respectively, } g(x)<0) \quad \text { for all } x \in \mathbb{R} \tag{4.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{x \rightarrow \pm \infty} g(x)=0 \tag{4.18}
\end{equation*}
$$

Let

$$
\begin{aligned}
& s^{*}=\max _{x \in(-\infty,+\infty)} g(x), \quad s_{*}=\min _{x \in[-2 a T, 2 a T]} g(x) \\
& \left(\text { respectively }, s^{\dagger}=\min _{x \in(-\infty,+\infty)} g(x), s_{\dagger}=\max _{x \in[-2 a T, 2 a T]} g(x)\right) .
\end{aligned}
$$

For any continuous function $f(x)$ and $p(t) \in \widetilde{C}_{T}$, there exist two positive constants $s_{*}<s^{*}$ such that ifs $\notin\left(0, s^{*}\right]$ (respectively, $s \notin\left[s^{\dagger}, 0\right)$ ), then equation (4.12) has no T-periodic solution, and if $s \in\left(0, s_{*}\right]$ (respectively, $s \in\left[s_{\dagger}, 0\right)$ ), then equation (4.12) has at least two distinct T-periodic solutions.

Proof We only consider the case of $g(x)>0$, and the other case can be done similarly Equation (4.12) is equivalent to the system

$$
\left\{\begin{array}{l}
x^{\prime}=\phi^{-1}(y-F(x)),  \tag{4.19}\\
y^{\prime}=-g(x)+p(t)+s .
\end{array}\right.
$$

For any $s \in\left(s^{*},+\infty\right)$, using the second equality of (4.19), we have

$$
y(T)-y(0)=\int_{0}^{T}[-g(x(\tau))+s] \mathrm{d} \tau+\int_{0}^{T} p(\tau) \mathrm{d} \tau=\int_{0}^{T}[-g(x(\tau))+s] \mathrm{d} \tau>0,
$$

which implies that equation (4.12) has no $T$-periodic solution. Moreover, for any $s \in$ $(-\infty, 0]$, we have

$$
y(T)-y(0)=\int_{0}^{T}[-g(x(\tau))+s] \mathrm{d} \tau+\int_{0}^{T} p(\tau) \mathrm{d} \tau=\int_{0}^{T}[-g(x(\tau))+s] \mathrm{d} \tau<0,
$$

which also implies that equation (4.12) has no $T$-periodic solution.
From the limits $\lim _{x \rightarrow \pm \infty} g(x)=0$ we know that for any $s \in\left(0, s_{*}\right]$, there exists a constant $X_{0}>0$ such that

$$
\begin{equation*}
0<g(x)<s, \quad \forall|x|>X_{0} . \tag{4.20}
\end{equation*}
$$

Denote

$$
\begin{aligned}
& g_{0}=\max _{x \in\left[0, X_{0}+2 a T\right]}|g(x)|, \quad F_{0}=\max _{x \in\left[0, X_{0}+2 T T\right]}|F(x)|, \\
& \gamma=F_{0}+\left(g_{0}+\|p\|_{\infty}+s\right) T+1 .
\end{aligned}
$$

Consider the rectangle

$$
\mathcal{D}=\left\{(x, y) \in \mathbb{R}^{2}: a T \leq x \leq X_{0}+a T,-\gamma \leq y \leq \gamma\right\},
$$

where the boundary is constituted by four segments

$$
\begin{aligned}
& V_{-}^{1}=\{(x, y) \in \mathcal{D} \mid x=a T\}, \\
& V_{+}^{1}=\left\{(x, y) \in \mathcal{D} \mid x=X_{0}+a T\right\}, \\
& V_{-}^{2}=\{(x, y) \in \mathcal{D} \mid y=-\gamma\}, \\
& V_{+}^{2}=\{(x, y) \in \mathcal{D} \mid y=\gamma\} .
\end{aligned}
$$

Let $\left(x\left(t ; x_{0}, y_{0}\right), y\left(t ; x_{0}, y_{0}\right)\right)$ be a solution of (4.19) with initial value $\left(x_{0}, y_{0}\right)$. Define the continuous mapping $\mathcal{F}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ by $\mathcal{F}=\left(\mathcal{F}_{1}, \mathcal{F}_{2}\right)=\mathcal{P}$ - id, where $\mathcal{P}$ denotes the Poincaré mapping associated to system (4.19).
When $\left(x_{0}, y_{0}\right) \in V_{-}^{1}$, using the inequality $\left|x^{\prime}(t)\right|<a$, from the first equality in (4.19) we know that

$$
0<x(t)=x_{0}+\int_{0}^{t} x^{\prime}(\tau) \mathrm{d} \tau<2 a T, \quad \forall t \in[0, T] .
$$

For any $s \in\left(0, s_{*}\right]$, using the definition of $s_{*}$, we know that $g(x(t)) \geq s$ for all $t \in[0, T]$. Then it follows that

$$
\begin{align*}
y(T)-y(0) & =\int_{0}^{T}[-g(x(\tau))+s] \mathrm{d} \tau+\int_{0}^{T} p(\tau) \mathrm{d} \tau \\
& =\int_{0}^{T}[-g(x(\tau))+s] \mathrm{d} \tau \leq 0 . \tag{4.21}
\end{align*}
$$

When $\left(x_{0}, y_{0}\right) \in V_{+}^{1}$, using the inequality $\left|x^{\prime}(t)\right|<a$, from the first equality in (4.19) we know that

$$
X_{0}<x(t)=x_{0}+\int_{0}^{t} x^{\prime}(\tau) \mathrm{d} \tau<X_{0}+2 a T, \quad \forall t \in[0, T] .
$$

For any $s \in\left(0, s_{*}\right]$, using (4.20), we know that $g(x(t)) \leq s$ for all $t \in[0, T]$. Then it follows that

$$
\begin{align*}
y(T)-y(0) & =\int_{0}^{T}[-g(x(\tau))+s] \mathrm{d} \tau+\int_{0}^{T} p(\tau) \mathrm{d} \tau \\
& =\int_{0}^{T}[-g(x(\tau))+s] \mathrm{d} \tau \geq 0 . \tag{4.22}
\end{align*}
$$

Therefore, using (4.21) and (4.22), we have

$$
\mathcal{F}_{2}\left(V_{-}^{1}\right) \mathcal{F}_{2}\left(V_{+}^{1}\right) \leq 0 .
$$

On the other hand, when $\left(x_{0}, y_{0}\right) \in V_{-}^{2}$, using the inequality $\left|x^{\prime}(t)\right|<a$, from the first equality in (4.19) we know that $0<x(t)<X_{0}+2 a T$ for all $t \in[0, T]$. For any $s \in\left(0, s_{*}\right]$, using the second equality of (4.19) and the definition of $\gamma$, we know that

$$
\begin{aligned}
y(t) & =y(0)+\int_{0}^{t}[-g(x(\tau))+p(\tau)+s] \mathrm{d} \tau \\
& \leq-\gamma+\left(g_{0}+\|p\|_{\infty}+s\right) T=-F_{0}-1, \quad \forall t \in[0, T],
\end{aligned}
$$

which yields that $y(t)-F(x(t)) \leq-F_{0}-1-F(x(t))<0$ for all $t \in[0, T]$ by the definition of $F_{0}$. Since $\phi^{-1}: \mathbb{R} \rightarrow(-a, a)$ is a increasing homeomorphism such that $\phi^{-1}(0)=0$, we have $x^{\prime}(t)=\phi^{-1}(y-F(x))<0$ for all $t \in[0, T]$. Then it follows that $x(T)-x(0)<0$. When $\left(x_{0}, y_{0}\right) \in V_{+}^{2}$, we also know that $0<x(t)<X_{0}+2 a T$ for all $t \in[0, T]$. For any $s \in\left(0, s_{*}\right]$, we have

$$
\begin{aligned}
y(t) & =y(0)+\int_{0}^{t}[-g(x(\tau))+p(\tau)+s] \mathrm{d} \tau \\
& \geq \gamma-\left(g_{0}+\|p\|_{\infty}+s\right) T=F_{0}+1, \quad \forall t \in[0, T]
\end{aligned}
$$

which yields that $y(t)-F(x(t)) \geq F_{0}+1-F(x(t))>0$ for all $t \in[0, T]$. Then it follows that $x(T)-x(0)>0$. Therefore, we have

$$
\mathcal{F}_{1}\left(V_{-}^{2}\right) \mathcal{F}_{1}\left(V_{+}^{2}\right) \leq 0
$$

Now we have verified that $\mathcal{F}$ satisfies the bend-twist condition on $\mathcal{D}$. By Theorem 2.1 there exists at least one point $\left(x_{1}, y_{1}\right) \in \mathcal{D}$ such that $\mathcal{F}\left(x_{1}, y_{1}\right)=0$, which corresponds to a fixed point of the Poincaré mapping.

Similarly, we consider the rectangle

$$
\mathcal{D}^{\prime}=\left\{(x, y) \in \mathbb{R}^{2}:-X_{0}-a T \leq x \leq-a T,-\gamma \leq y \leq \gamma\right\} .
$$

By the same arguments we can verify that $\mathcal{F}$ satisfies the bend-twist condition on $\partial \mathcal{D}^{\prime}$ and obtain another fixed point of the Poincaré mapping in $\mathcal{D}^{\prime}$. Since $\mathcal{D}$ and $\mathcal{D}^{\prime}$ are disjoint, we obtain two distinct fixed points, which correspond to two distinct $T$-periodic solutions of equation (4.12).

Similarly, we get the following theorem.

Theorem 4.5 Assume that $g(x)$ satisfies

$$
\lim _{x \rightarrow \pm \infty} g(x)=+\infty \quad\left(\text { respectively }, \lim _{x \rightarrow \pm \infty} g(x)=-\infty\right)
$$

Let

$$
\begin{aligned}
& s_{*}=\min _{x \in(-\infty,+\infty)} g(x), \quad s^{*}=\max _{x \in[-2 a T, 2 a T]} g(x) \\
& \left(\text { respectively, } s_{\dagger}=\max _{x \in(-\infty,+\infty)} g(x), s^{\dagger}=\min _{x \in[-2 a T, 2 a T]} g(x)\right) .
\end{aligned}
$$

For any continuous function $f(x)$ and $p(t) \in \widetilde{C}_{T}$, if $s \in\left(-\infty, s_{*}\right)$ (respectively, $\left(s_{\dagger},+\infty\right)$ ), then equation (4.12) has no T-periodic solution, and if $s \in\left[s^{*},+\infty\right)$ (respectively, $\left.\left(-\infty, s^{\dagger}\right]\right)$, then equation (4.12) has at least distinct two T-periodic solutions.

Proof We only consider the case of $\lim _{x \rightarrow \pm \infty} g(x)=+\infty$, and the other case can be done similarly. Equation (4.12) is equivalent to the system

$$
\left\{\begin{array}{l}
x^{\prime}=\phi^{-1}(y-F(x))  \tag{4.23}\\
y^{\prime}=-g(x)+p(t)+s
\end{array}\right.
$$

For any $s \in\left(-\infty, s_{*}\right)$, using the second equality of (4.23), we have

$$
\begin{aligned}
y(T)-y(0) & =\int_{0}^{T}[-g(x(\tau))+s] \mathrm{d} \tau+\int_{0}^{T} p(\tau) \mathrm{d} \tau \\
& =\int_{0}^{T}[-g(x(\tau))+s] \mathrm{d} \tau<0,
\end{aligned}
$$

which implies that equation (4.12) has no $T$-periodic solution.
From the limits $\lim _{x \rightarrow \pm \infty} g(x)=+\infty$ we know that for any $s \in\left[s^{*},+\infty\right)$, there exists a constant $X_{0}>0$ such that

$$
\begin{equation*}
g(x)>s, \quad \forall|x|>X_{0} . \tag{4.24}
\end{equation*}
$$

## Denote

$$
\begin{aligned}
& g_{0}=\max _{x \in\left[0, X_{0}+2 a T\right]}|g(x)|, \quad F_{0}=\max _{x \in\left[0, X_{0}+2 a T\right]}|F(x)|, \\
& \gamma=F_{0}+\left(g_{0}+\|p\|_{\infty}+s\right) T+1 .
\end{aligned}
$$

Let us consider the rectangle

$$
\mathcal{D}=\left\{(x, y) \in \mathbb{R}^{2}: a T \leq x \leq X_{0}+a T,-\gamma \leq y \leq \gamma\right\},
$$

where the boundary is constituted by four segments

$$
\begin{aligned}
& V_{-}^{1}=\{(x, y) \in \mathcal{D} \mid x=a T\}, \\
& V_{+}^{1}=\left\{(x, y) \in \mathcal{D} \mid x=X_{0}+a T\right\}, \\
& V_{-}^{2}=\{(x, y) \in \mathcal{D} \mid y=-\gamma\}, \\
& V_{+}^{2}=\{(x, y) \in \mathcal{D} \mid y=\gamma\} .
\end{aligned}
$$

Let $\left(x\left(t ; x_{0}, y_{0}\right), y\left(t ; x_{0}, y_{0}\right)\right)$ be a solution of (4.23) with initial value $\left(x_{0}, y_{0}\right)$. Define the continuous mapping $\mathcal{F}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ by $\mathcal{F}=\left(\mathcal{F}_{1}, \mathcal{F}_{2}\right)=\mathcal{P}$-id.
When $\left(x_{0}, y_{0}\right) \in V_{-}^{1}$, using the inequality $\left|x^{\prime}(t)\right|<a$, from the first equality in (4.23) we know that

$$
0<x(t)=x_{0}+\int_{0}^{t} x^{\prime}(\tau) \mathrm{d} \tau<2 a T, \quad \forall t \in[0, T] .
$$

For any $s \in\left[s^{*},+\infty\right)$, using the definition of $s^{*}$, we know that $g(x(t)) \leq s$ for all $t \in[0, T]$. Then it follows that

$$
\begin{align*}
y(T)-y(0) & =\int_{0}^{T}[-g(x(\tau))+s] \mathrm{d} \tau+\int_{0}^{T} p(\tau) \mathrm{d} \tau \\
& =\int_{0}^{T}[-g(x(\tau))+s] \mathrm{d} \tau \geq 0 . \tag{4.25}
\end{align*}
$$

When $\left(x_{0}, y_{0}\right) \in V_{+}^{1}$, using the inequality $\left|x^{\prime}(t)\right|<a$, from the first equality in (4.23) we know that

$$
X_{0}<x(t)=x_{0}+\int_{0}^{t} x^{\prime}(\tau) \mathrm{d} \tau<X_{0}+2 a T, \quad \forall t \in[0, T] .
$$

For any $s \in\left[s^{*},+\infty\right)$, using (4.24), we know that $g(x(t)) \geq s$ for all $t \in[0, T]$. Then it follows that

$$
\begin{align*}
y(T)-y(0) & =\int_{0}^{T}[-g(x(\tau))+s] \mathrm{d} \tau+\int_{0}^{T} p(\tau) \mathrm{d} \tau \\
& =\int_{0}^{T}[-g(x(\tau))+s] \mathrm{d} \tau \leq 0 . \tag{4.26}
\end{align*}
$$

Therefore, using (4.25) and (4.26), we have

$$
\mathcal{F}_{2}\left(V_{-}^{1}\right) \mathcal{F}_{2}\left(V_{+}^{1}\right) \leq 0 .
$$

On the other hand, when $\left(x_{0}, y_{0}\right) \in V_{-}^{2}$, using the inequality $\left|x^{\prime}(t)\right|<a$, from the first equality in (4.23) we know that $0<x(t)<X_{0}+2 a T$ for all $t \in[0, T]$. For any $s \in\left[s^{*},+\infty\right)$, using the second equality of (4.23) and the definition of $\gamma$, we know that

$$
\begin{aligned}
y(t) & =y(0)+\int_{0}^{t}[-g(x(\tau))+p(\tau)+s] \mathrm{d} \tau \\
& \leq-\gamma+\left(g_{0}+\|p\|_{\infty}+s\right) T=-F_{0}-1, \quad \forall t \in[0, T]
\end{aligned}
$$

which yields that $y(t)-F(x(t)) \leq-F_{0}-1-F(x(t))<0$ for all $t \in[0, T]$ by the definition of $F_{0}$. Since $\phi^{-1}: \mathbb{R} \rightarrow(-a, a)$ is a increasing homeomorphism such that $\phi^{-1}(0)=0$, we have $x^{\prime}(t)=\phi^{-1}(y-F(x))<0$ for all $t \in[0, T]$. Then it follows that $x(T)-x(0)<0$. When $\left(x_{0}, y_{0}\right) \in V_{+}^{2}$, we also know that $0<x(t)<X_{0}+2 a T$ for all $t \in[0, T]$. For any $s \in\left[s^{*},+\infty\right)$, we have

$$
\begin{aligned}
y(t) & =y(0)+\int_{0}^{t}[-g(x(\tau))+p(\tau)+s] \mathrm{d} \tau \\
& \geq \gamma-\left(g_{0}+\|p\|_{\infty}+s\right) T=F_{0}+1, \quad \forall t \in[0, T]
\end{aligned}
$$

which yields that $y(t)-F(x(t)) \geq F_{0}+1-F(x(t))>0$ for all $t \in[0, T]$. Then it follows that $x(T)-x(0)>0$. Therefore, we have

$$
\mathcal{F}_{1}\left(V_{-}^{2}\right) \mathcal{F}_{1}\left(V_{+}^{2}\right) \leq 0 .
$$

Now we have verified that $\mathcal{F}$ satisfies the bend-twist condition on $\mathcal{D}$. By Theorem 2.1 there exists at least one point $\left(x_{1}, y_{1}\right) \in \mathcal{D}$ such that $\mathcal{F}\left(x_{1}, y_{1}\right)=0$, which is corresponding to a fixed point of the Poincaré mapping.

Similarly, consider the rectangle

$$
\mathcal{D}^{\prime}=\left\{(x, y) \in \mathbb{R}^{2}:-X_{0}-a T \leq x \leq-a T,-\gamma \leq y \leq \gamma\right\} .
$$

By the same arguments we can verify that $\mathcal{F}$ satisfies the bend-twist condition on $\partial \mathcal{D}^{\prime}$ and obtain another fixed point of the Poincaré mapping in $\mathcal{D}^{\prime}$. Since $\mathcal{D}$ and $\mathcal{D}^{\prime}$ are disjoint, we obtain two distinct fixed points, which are corresponding to two distinct $T$-periodic solutions of equation (4.12).

Theorem 4.6 Assume that $g:(-\infty,+\infty) \rightarrow(0,+\infty)$ is continuous and satisfies

$$
\lim _{u \rightarrow-\infty} g(u)=+\infty, \quad \lim _{u \rightarrow+\infty} g(u)=0
$$

or

$$
\lim _{u \rightarrow-\infty} g(u)=0, \quad \lim _{u \rightarrow+\infty} g(u)=+\infty .
$$

For any $p(t) \in \widetilde{C}_{T}$, if $s>0$, then equation (4.12) has at least one T-periodic solution, and if $s \leq 0$, then equation (4.12) has no $T$-periodic solution.

Proof We only consider the first case; the other case can be considered similarly. Using the limit $\lim _{x \rightarrow-\infty} g(x)=+\infty$, we know that for any $s>0$, there exists a constant $X_{0}>0$ such that

$$
g(x)>s, \quad \forall x<-X_{0} .
$$

Similarly, using $\lim _{x \rightarrow+\infty} g(x)=0$, we know that for any $s>0$, there exists a constant $X_{0}^{\prime}>0$ such that

$$
g(x)<s, \quad \forall x>X_{0}^{\prime} .
$$

Let $\gamma=F_{0}+\left(g_{0}+\|p\|_{\infty}+s\right) T+1$, where

$$
g_{0}=\max _{x \in\left[-2 a T-X_{0}, X_{0}^{\prime}+2 a T\right]}|g(x)|, \quad F_{0}=\max _{x \in\left[-2 a T-X_{0}, X_{0}^{\prime}+2 a T\right]}|F(x)| .
$$

Now consider the rectangle

$$
\mathcal{D}=\left\{(x, y) \in \mathbb{R}^{2}:-a T-X_{0} \leq x \leq X_{0}^{\prime}+a T,-\gamma \leq y \leq \gamma\right\} .
$$

By the same arguments as in the proof of Theorem 4.4 or Theorem 4.5 we can verify that $\mathcal{F}$ (defined in the proof of Theorem 4.4) satisfies the bend-twist condition on $\mathcal{D}$ and obtain a fixed point of the Poincaré mapping, which is corresponding to a $T$-periodic solution.
If $s \leq 0$, then by integrating from 0 to $T$ both sides of the second equality of (4.19) we have

$$
\begin{aligned}
y(T)-y(0) & =\int_{0}^{T}[-g(x(\tau))+s] \mathrm{d} \tau+\int_{0}^{T} p(\tau) \mathrm{d} \tau \\
& =\int_{0}^{T}[-g(x(\tau))+s] \mathrm{d} \tau<0,
\end{aligned}
$$

which implies that equation (4.12) has no $T$-periodic solution.

## Using Theorem 4.6, we have the following example.

Example 4.4 Let $e(t) \in \widetilde{C}_{T}, b, c, q>0, p>1$. Then the problem

$$
\begin{aligned}
& \left(\frac{x^{\prime}}{\sqrt{1-x^{\prime 2}}}\right)^{\prime}+c|x|^{q} x^{\prime}+b \exp \left(|x|^{p-1} x\right)=e(t)+s \\
& x(0)-x(T)=0=x^{\prime}(0)-x^{\prime}(T)
\end{aligned}
$$

has at least one solution if $s>0$ and has no solution if $s \leq 0$.
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