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#### Abstract

In this paper, a class of nonlinear impulsive fractional differential systems including Lipschitz continuous nonlinear terms is studied. Under suitable hypotheses and by using variational methods, some new criteria to guarantee that the fractional differential system has at least two nontrivial and nonnegative solutions are obtained. In addition, an example is presented to illustrate the applicability of the main results.
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## 1 Introduction

In this paper, we consider the following perturbed fractional differential systems with impulsive effects:

$$
\left\{\begin{array}{l}
{ }_{t} D_{T}^{\alpha_{i}}\left(a_{i}(t)_{0}^{c} D_{t}^{\alpha_{i}} u_{i}(t)\right)=\lambda F_{u_{i}}(t, u)+h_{i}\left(u_{i}(t)\right), \quad 0<t<T, t \neq t_{j} \\
\Delta\left({ }_{t} D_{T}^{\alpha_{i}-1}\left({ }_{0}^{c} D_{t}^{\alpha_{i}} u_{i}\right)\right)\left(t_{j}\right)=I_{i j}\left(u_{i}\left(t_{j}\right)\right), \quad j=1,2, \ldots, m \\
u_{i}(0)=u_{i}(T)=0, \quad 1 \leq i \leq N
\end{array}\right.
$$

where $u=\left(u_{1}, \ldots, u_{N}\right), N \geq 1,|u|=\sqrt{\sum_{i=1}^{N} u_{i}^{2}}, \lambda>0,0<\alpha_{i} \leq 1$ for $1 \leq i \leq N, a_{i} \in$ $L^{\infty}[0, T]$ with $\bar{a}_{i}:=\operatorname{ess} \inf _{[0, T]} a_{i}(t)>0$ and ${ }_{t} D_{T}^{\alpha_{i}}$ denotes the right Riemann-Liouville fractional derivative of order $\alpha_{i} ; 0=t_{0}<t_{1}<\cdots<t_{m+1}=T$, and $\Delta\left({ }_{t} D_{T}^{\alpha_{i}-1}\left({ }_{0}^{c} D_{t}^{\alpha_{i}} u_{i}\right)\right)\left(t_{j}\right)=$ ${ }_{t} D_{T}^{\alpha_{i}-1}\left({ }_{0}^{c} D_{t}^{\alpha_{i}} u_{i}\right)\left(t_{j}^{+}\right)-{ }_{t} D_{T}^{\alpha_{i}-1}\left({ }_{0}^{c} D_{t}^{\alpha_{i}} u_{i}\right)\left(t_{j}^{-}\right)$where

$$
\begin{aligned}
& { }_{t} D_{T}^{\alpha_{i}-1}\left({ }_{0}^{c} D_{t}^{\alpha_{i}} u_{i}\right)\left(t_{j}^{+}\right)=\lim _{t \rightarrow t_{j}^{+}} D_{T}^{\alpha_{i}-1}\left({ }_{0}^{c} D_{t}^{\alpha_{i}} u_{i}\right)(t), \\
& { }_{t} D_{T}^{\alpha_{i}-1}\left({ }_{0}^{c} D_{t}^{\alpha_{i}} u_{i}\right)\left(t_{j}^{-}\right)=\lim _{t \rightarrow t_{j}^{-}} D_{T}^{\alpha_{i}-1}\left({ }_{0}^{c} D_{t}^{\alpha_{i}} u_{i}\right)(t),
\end{aligned}
$$

and ${ }_{0}^{c} D_{t}^{\alpha_{i}}$ is the left Caputo fractional derivatives of order $\alpha_{i}$. The functions $I_{i j} \in C(\mathbf{R}, \mathbf{R})$ are Lipschitz continuous functions with the Lipschitz constants $L_{i j} \geq 0$; i.e.,

$$
\begin{equation*}
\left|I_{i j}\left(s_{1}\right)-I_{i j}\left(s_{2}\right)\right| \leq L_{i j}\left|s_{1}-s_{2}\right| \tag{1.1}
\end{equation*}
$$

for all $s_{1}, s_{2} \in \mathbf{R}$, satisfying $I_{i j}(0)=0$ for $i=1, \ldots, N, j=1, \ldots, m . F:[0, T] \times \mathbf{R}^{N} \rightarrow \mathbf{R}$ is measurable with respect to $t$ for every $u \in \mathbf{R}^{N}$, continuously differentiable in $u$, for almost every $t \in[0, T]$, and it satisfies the following summability condition:
(F0) $\sup _{|u| \leq r_{0}}\left(\max \left\{|F(\cdot, u)|,\left|F_{u_{i}}(\cdot, u)\right|, i=1, \ldots, N\right\}\right) \in L^{1}([0, T])$ for any $r_{0}>0$, and $F(t, 0$, $\ldots, 0)=0$ for each $t \in[0, T] . F_{u_{i}}$ denote the partial derivative of $F$ with respect to $u_{i}$ for $1 \leq i \leq N$. In addition, the functions $h_{i}: \mathbf{R} \rightarrow \mathbf{R}$ are Lipschitz continuous functions with the Lipschitz constants $L_{i} \geq 0$; i.e.,

$$
\begin{equation*}
\left|h_{i}\left(x_{1}\right)-h_{i}\left(x_{2}\right)\right| \leq L_{i}\left|x_{1}-x_{2}\right| \tag{1.2}
\end{equation*}
$$

for every $x_{1}, x_{2} \in \mathbf{R}$, and $h_{i}(0)=0$ for $i=1, \ldots, N$.
Fractional differential equations play a very important role in the modeling of many phenomena in various fields of engineering, chemistry, physics, rheology, and biology. With the help of fractional calculus, the natural phenomena and mathematical models can be more accurately described. Therefore, the theory and application of fractional differential equations have been rapidly developed in recent years. For more details of fractional calculus theory, the reader can see the monographs of Kilbas et al. [1], Diethelm [2], and Zhou [3]. Recently, the existence and multiplicity of solutions to boundary value problems for nonlinear fractional differential equations is extremely investigated; see [4-12] and the references therein. Classical approaches to such problems include fixed point theorems, degree theory, the method of upper and lower solutions and so on. In [13] the authors studied a class of fractional boundary value problem by establishing corresponding variational structure and using mountain pass theorem. Since then the variational methods are applied to deal with the existence of solutions for fractional differential equations. The literature on this technique was extended by many authors as [14-22]. More precisely, the authors [22] obtained, by using recent results of Bonanno [23], for the following boundary value problem for fractional order differential equations:

$$
\left\{\begin{array}{l}
{ }_{t} D_{b}^{\alpha}\left({ }_{a}^{c} D_{t}^{\alpha} u(t)\right)+u(t)=\lambda f(t, u), \quad a<t<b, \\
u(a)=u(b)=0
\end{array}\right.
$$

the existence of at least two nonzero solutions.
On the other hand, impulsive boundary value problems for differential equations have become an important area of investigation in recent year. Such equations appear in describing processes which experience a suddenly changes of their states in chemical technology, physics phenomena, population dynamics, biotechnology, and economics, etc. [24]. Some classical tools of nonlinear analysis as topological methods have been applied to study such problems in the literature. Since very recently, the variational methods and critical point theorems belong to the most promising approaches to integer-order impulsive differential problems, and the literature on this approach has extensively grown; see [25-28] and the references therein.
However, to the best of our knowledge, there are few results on the solutions to impulsive fractional boundary value problems which were studied by the critical point theory and variational methods. Bonanno et al. in [15] studied the following impulsive fractional
differential equations:

$$
\left\{\begin{array}{l}
{ }_{t} D_{T}^{\alpha}\left({ }_{0}^{c} D_{t}^{\alpha} u(t)\right)+a(t) u(t)=\lambda f(t, u), \quad 0<t<T, t \neq t_{j}  \tag{1.3}\\
\Delta\left({ }_{t} D_{T}^{\alpha-1}\left({ }_{0}^{c} D_{t}^{\alpha} u\right)\right)\left(t_{j}\right)=\mu I_{j}\left(u\left(t_{j}\right)\right), \quad j=1,2, \ldots, m \\
u(0)=u(T)=0
\end{array}\right.
$$

where $\lambda, \mu \in(0,+\infty)$ are two parameters. Under suitable hypotheses and by using the critical point theorem, the existence results of at least one and three solutions for the problem (1.3) are proved. In [16] the authors applying a recent critical point theorem of Bonanno and Marano [29] discussed the existence of at least three distinct weak solutions for the problem (1.3). In [17], by using critical point theory and variational methods, the authors gave some new criteria to guarantee that the problem (1.3) have at least one solution or infinitely many solutions, in the case $\lambda=\mu=1$.
Motivated by the above work, in the present paper, our main aim is to investigate the multiplicity of nontrivial and nonnegative solutions of the system $\left(P_{\lambda}\right)$ with Lipschitz continuous impulsive effects. Under some natural assumptions, by employing variational methods, some new results for the existence of at least two nontrivial and nonnegative solutions of the system $\left(P_{\lambda}\right)$ are obtained. To the best of our knowledge, the investigation of the existence of solutions for impulsive fractional differential systems by employing variational methods has received considerably less attention. Obviously, our results are different from the main results in $[15,22]$ and extend the second order boundary value problem to the non-integer case in comparison with the papers [25,27, 28]. The effectiveness of our results is illustrated by an example.
The remainder of this paper is organized as follows. In Section 2, we provide some basic definitions and lemmas that will be useful for our main results. In Section 3 we give the proofs of our main results and an example.

## 2 Preliminaries

To formulate our main results on the existence of nontrivial solutions for the system $\left(P_{\lambda}\right)$, we present the following basic notations and lemmas.

Let $C_{0}^{\infty}\left([0, T], \mathbf{R}^{N}\right)$ be the set of all functions $x \in C_{0}^{\infty}\left([0, T], \mathbf{R}^{N}\right)$ with $x(0)=x(T)=0$ and the norm

$$
\begin{equation*}
\|x\|_{\infty}=\max _{[0, T]}|x(t)| . \tag{2.1}
\end{equation*}
$$

Denote the norm of the space $L^{p}\left([0, T], \mathbf{R}^{N}\right)$ for $1 \leq p<\infty$ by

$$
\|x\|_{L^{p}}=\left(\int_{0}^{T}|x(s)|^{p} d s\right)^{1 / p}
$$

The following lemma shows the boundedness of the Riemann-Liouville fractional integral operators from the space $L^{p}\left([0, T], \mathbf{R}^{N}\right)$ to the space $L^{p}\left([0, T], \mathbf{R}^{N}\right)$, where $1 \leq p<\infty$.

Lemma 2.1 ([13]) Let $0<\alpha \leq 1,1 \leq p<\infty$, and $f \in L^{p}\left([0, T], \mathbf{R}^{N}\right)$. Then

$$
\left\|_{0} D_{\xi}^{-\alpha} f\right\|_{L^{p}([0, t])} \leq \frac{t^{\alpha}}{\Gamma(\alpha+1)}\|f\|_{L^{p}([0, t])}, \quad \text { for } \xi \in[0, t], t \in[0, T]
$$

where ${ }_{0} D_{t}^{-\alpha}$ is left Riemann-Liouville fractional integral of order $\alpha$.

Definition 2.2 ([3]) Let $\frac{1}{2}<\alpha_{i} \leq 1$ for $1 \leq i \leq N$. The fractional derivative space $E_{0}^{\alpha_{i}}$ is defined by the closure of $C_{0}^{\infty}\left([0, T], \mathbf{R}^{N}\right)$, that is,

$$
E_{0}^{\alpha_{i}}=\overline{C_{0}^{\infty}\left([0, T], \mathbf{R}^{N}\right)}
$$

with respect to the weighted norm

$$
\begin{equation*}
\left\|u_{i}\right\|_{\alpha_{i}}=\left(\left.\left.\int_{0}^{T} a_{i}(t)\right|_{0} ^{c} D_{t}^{\alpha_{i}} u_{i}(t)\right|^{2} d t+\int_{0}^{T}\left|u_{i}(t)\right|^{2} d t\right)^{1 / 2}, \quad \forall u_{i} \in E_{0}^{\alpha_{i}} . \tag{2.2}
\end{equation*}
$$

It is clear that the fractional derivative space $E_{0}^{\alpha_{i}}$ is the space of functions $u_{i} \in L^{2}(0, T)$ having an $\alpha_{i}$-order fractional derivative ${ }_{0}^{c} D_{t}^{\alpha_{i}} u_{i} \in L^{2}(0, T)$ and $u_{i}(0)=u_{i}(T)=0$. According to [13], Proposition 3.1, it is well known that the space $E_{0}^{\alpha_{i}}$ is a reflexive and separable Banach space. Moreover, from [2,13] we have

$$
{ }_{0}^{c} D_{t}^{\alpha_{i}} u_{i}={ }_{0} D_{t}^{\alpha_{i}} u_{i}, \quad{ }_{t}^{c} D_{T}^{\alpha_{i}} u_{i}={ }_{t} D_{T}^{\alpha_{i}} u_{i}
$$

for any $u_{i} \in E_{0}^{\alpha_{i}}, 1 \leq i \leq N$.
Lemma 2.3 ([18]) Let $0<\alpha_{i} \leq 1$ for $1 \leq i \leq N$. For every $u_{i} \in E_{0}^{\alpha_{i}}$, one has

$$
\begin{equation*}
\left\|u_{i}\right\|_{L^{2}} \leq \frac{T^{\alpha_{i}}}{\Gamma\left(\alpha_{i}+1\right) \sqrt{\overline{a_{a}}}}\left(\left.\left.\int_{0}^{T} a_{i}(t)\right|_{0} ^{c} D_{t}^{\alpha_{i}} u_{i}(t)\right|^{2} d t\right)^{1 / 2} \tag{2.3}
\end{equation*}
$$

Moreover, if $\alpha_{i}>\frac{1}{2}$, then

$$
\begin{equation*}
\left\|u_{i}\right\|_{\infty} \leq \frac{T^{\alpha_{i}-\frac{1}{2}}}{\Gamma\left(\alpha_{i}\right) \sqrt{\overline{a_{i}}\left(2 \alpha_{i}-1\right)}}\left(\left.\left.\int_{0}^{T} a_{i}(t)\right|_{0} ^{c} D_{t}^{\alpha_{i}} u_{i}(t)\right|^{2}\right)^{1 / 2} . \tag{2.4}
\end{equation*}
$$

By (2.3), one can consider $E_{0}^{\alpha_{i}}$ with respect to the norm

$$
\begin{equation*}
\left\|u_{i}\right\|_{\alpha_{i}}=\left(\left.\left.\int_{0}^{T} a_{i}(t)\right|_{0} ^{c} D_{t}^{\alpha_{i}} u_{i}(t)\right|^{2} d t\right)^{1 / 2}, \quad \forall u_{i} \in E_{0}^{\alpha_{i}} \tag{2.5}
\end{equation*}
$$

which is equivalent to (2.2). Then one has

$$
\begin{align*}
& \sum_{i=1}^{N}\left\|u_{i}\right\|_{L^{2}}^{2} \leq A_{0} \sum_{i=1}^{N}\left\|u_{i}\right\|_{\alpha_{i}}^{2}  \tag{2.6}\\
& \sum_{i=1}^{N}\left\|u_{i}\right\|_{\infty}^{2} \leq B_{0} \sum_{i=1}^{N}\left\|u_{i}\right\|_{\alpha_{i}}^{2} \quad\left(\text { if } \alpha_{i}>\frac{1}{2}\right), \tag{2.7}
\end{align*}
$$

where

$$
A_{0}=\max \left\{\frac{T^{2 \alpha_{i}}}{\left[\Gamma\left(\alpha_{i}+1\right)\right]^{2} \bar{a}_{i}}, 1 \leq i \leq N\right\}, \quad B_{0}=\max \left\{\frac{T^{2 \alpha_{i}-1}}{\left[\Gamma\left(\alpha_{i}\right)\right]^{2} \bar{a}_{i}\left(2 \alpha_{i}-1\right)}, 1 \leq i \leq N\right\} .
$$

For the space $E_{0}^{\alpha_{i}}$, similarly to the proof of Proposition 3.3 in [13], we have the following results.

Lemma 2.4 Let $\frac{1}{2}<\alpha_{i} \leq 1$ for $1 \leq i \leq N$. Assume that the sequence $\left\{x_{n}\right\}$ converges weakly to $x$ in $E_{0}^{\alpha_{i}}$, i.e. $x_{n} \rightharpoonup x$. Then $\left\{x_{n}\right\}$ converges strongly to $x$ in $C([0, T], \mathbf{R})$, i.e. $\left\|x_{n}-x\right\|_{\infty} \rightarrow 0$, as $n \rightarrow \infty$.

In the sequel, $X$ will denote the Cartesian product of $N$ Sobolev spaces $E_{0}^{\alpha_{1}}, \ldots, E_{0}^{\alpha_{N}}$, i.e., $E_{0}^{\alpha_{1}} \times \cdots \times E_{0}^{\alpha_{N}}$, which is a reflexive Banach space endowed with the norm

$$
\begin{equation*}
\|u\|_{X}=\left\|\left(u_{1}, \ldots, u_{N}\right)\right\|_{X}=\sum_{i=1}^{N}\left\|u_{i}\right\|_{\alpha_{i}} . \tag{2.8}
\end{equation*}
$$

Obviously, $X$ is compactly embedded in $\left(C^{0}([0, T], \mathbf{R})\right)^{N}$.
Definition 2.5 By a weak solution of problem $\left(P_{\lambda}\right)$, one means any $u=\left(u_{1}, \ldots, u_{N}\right) \in X$ such that

$$
\begin{aligned}
& \sum_{i=1}^{N} \int_{0}^{T}\left(a_{i}(t)_{0}^{c} D_{t}^{\alpha_{i}} u_{i}(t)_{0}^{c} D_{t}^{\alpha_{i}} x_{i}(t) d t-\sum_{i=1}^{N} \int_{0}^{T} h_{i}\left(u_{i}(t)\right) x_{i}(t) d t\right. \\
& \quad+\sum_{i=1}^{N} \sum_{j=1}^{p} a_{i}\left(t_{j}\right) I_{i j}\left(u_{i}\left(t_{j}\right)\right) x_{i}\left(t_{j}\right)-\sum_{i=1}^{N} \lambda \int_{0}^{T} F_{u_{i}}(t, u(t)) x_{i}(t) d t=0
\end{aligned}
$$

for every $x=\left(x_{i}, \ldots, x_{N}\right) \in X$.
We define

$$
\begin{equation*}
H_{i}(x)=\int_{0}^{x} h_{i}(z) d z, \quad i=1, \ldots, N \tag{2.9}
\end{equation*}
$$

for every $t \in[0, T]$ and $x \in \mathbf{R}$.

Arguing as in the proof of Theorem 5.1 in [26], we have the following.
Lemma 2.6 Let $\frac{1}{2}<\alpha_{i} \leq 1$ for $1 \leq i \leq N$, and $u \in X$. If $u$ is a nontrivial weak solution of problem $\left(P_{\lambda}\right)$, then $u$ is also a nontrivial solution of problem $\left(P_{\lambda}\right)$.

Our analysis is mainly based on Lemmas 2.7 and 2.8, consequences of a local minimum theorem ([23], Theorem 3.1), which is a more precise result of Ricceri's variational principle (see [30]).

For a given non-empty set $\Omega$ and the functionals $\Phi, \Psi: \Omega \rightarrow \mathbf{R}$, one defines the following functions:

$$
\begin{aligned}
& \chi\left(r_{1}, r_{2}\right)=\inf _{x \in \Phi^{-1}(] r_{1}, r_{2}[)} \frac{\sup _{u \in \Phi^{-1}(] r_{1}, r_{2}[)} \Psi(u)-\Psi(x)}{r_{2}-\Phi(x)}, \\
& \rho_{1}\left(r_{1}, r_{2}\right)=\sup _{x \in \Phi^{-1}\left(\left[r_{1}, r_{2}[)\right.\right.} \frac{\Psi(x)-\sup _{\left.u \in \Phi^{-1}(]-\infty, r_{1}\right]} \Psi(u)}{\Phi(x)-r_{1}},
\end{aligned}
$$

for every $r_{1}, r_{2} \in \mathbf{R}$ with $r_{1}<r_{2}$, and

$$
\rho(r)=\sup _{x \in \Phi^{-1}([r, \infty[)} \frac{\Psi(x)-\sup _{u \in \Phi^{-1}(]-\infty, r[)} \Psi(u)}{\Phi(x)-r}
$$

for every $r \in \mathbf{R}$.

Lemma 2.7 ([23], Theorem 5.1) Let $X$ be a real Banach space; $\Phi: X \rightarrow \mathbf{R}$ be a sequentially weakly lower semicontinuous, coercive, and continuously Gâteaux differentiable function whose Gâteaux derivative admits a continuous inverse on $X^{*}, \Psi: X \rightarrow \mathbf{R}$ be a continuously Gâteaux differentiable function whose Gâteaux derivative is compact. Assume that there exist $r_{1}, r_{2} \in \mathbf{R}, r_{1}<r_{2}$, such that

$$
\chi\left(r_{1}, r_{2}\right)<\rho_{1}\left(r_{1}, r_{2}\right)
$$

Then, setting $I_{\lambda}=\Phi-\lambda \Psi$, for each $\left.\lambda \in\right] \frac{1}{\rho_{1}\left(r_{1}, r_{2}\right)}, \frac{1}{\chi\left(r_{1}, r_{2}\right)}\left[\right.$ there exists $u_{0, \lambda} \in \Phi^{-1}(] r_{1}, r_{2}[)$ such that $I_{\lambda}\left(u_{0, \lambda}\right) \leq I_{\lambda}(u), \forall u \in \Phi^{-1}(] r_{1}, r_{2}[)$ and $I_{\lambda}^{\prime}\left(u_{0, \lambda}\right)=0$.

Lemma 2.8 ([23], Theorem 5.3) Let $X$ be a real Banach space; $\Phi: X \rightarrow \mathbf{R}$ be a sequentially weakly lower semicontinuous, coercive, and continuously Gâteaux differentiable function whose Gâteaux derivative admits a continuous inverse on $X^{*}, \Psi: X \rightarrow \mathbf{R}$ be a continuously Gâteaux differentiable function whose Gâteaux derivative is compact. Fix $\inf _{X} \Phi<r<$ $\sup _{X} \Phi$ and assume that $\rho(r)>0$, and for each $\lambda>\frac{1}{\rho(r)}$, the functional $I_{\lambda}=\Phi-\lambda \Psi$ is coercive. Then for each $\lambda \in] \frac{1}{\rho(r)},+\infty\left[\right.$ there exists $u_{0, \lambda} \in \Phi^{-1}(] r,+\infty[)$ such that $I_{\lambda}\left(u_{0, \lambda}\right) \leq I_{\lambda}(u)$, $\forall u \in \Phi^{-1}(] r,+\infty[)$ and $I_{\lambda}^{\prime}\left(u_{0, \lambda}\right)=0$.

## 3 Main results and proofs

In this section, we shall give and prove our main results. Throughout this paper, we assume that:
(H0) $\frac{1}{2}<\alpha_{i} \leq 1$ for $i=1, \ldots, N$ and $0<\beta:=p a^{*} L B_{0}+L_{0} A_{0}<1$, where $a^{*}=$ $\max \left\{\operatorname{ess} \sup _{[0, T]} a_{i}(t), 1 \leq i \leq N\right\}, L=\max _{i \in\{1, \ldots, N\}, j \in\{1, \ldots, p\}} L_{i j}$, and $L_{0}=\max _{i \in\{1, \ldots, N\}} L_{i}$.

Proposition 3.1 Let $T: X \rightarrow X^{*}$ be the operator defined by

$$
T(u) x=\sum_{i=1}^{N} \int_{0}^{T} a_{i}(t)_{0}^{c} D_{t}^{\alpha_{i}} u_{i}(t)_{0}^{c} D_{t}^{\alpha_{i}} x_{i}(t)-h_{i}\left(u_{i}(t)\right) x_{i}(t) d t+\sum_{i=1}^{N} \sum_{j=1}^{p} a_{i}\left(t_{j}\right) I_{i j}\left(u_{i}\left(t_{j}\right)\right) x_{i}\left(t_{j}\right)
$$

for all $u=\left(u_{1}, \ldots, u_{N}\right), x=\left(x_{i}, \ldots, x_{N}\right) \in X$. Then $T$ is a continuous inverse on $X^{*}$.

Proof From (1.1) and (1.2), we have $-L_{i}|\xi|^{2} \leq h_{i}(\xi) \xi \leq L_{i}|\xi|^{2}(i=1, \ldots, N)$ for each $\xi \in \mathbf{R}$, and $-L_{i j}|s|^{2} \leq I_{i j}(s) s \leq L_{i j}|s|^{2}$ for each $s \in \mathbf{R}$ and $i=1, \ldots, N ; j=1, \ldots, p$. It follows from (2.6) that

$$
\begin{align*}
T(u) u & =\left.\left.\sum_{i=1}^{N} \int_{0}^{T} a_{i}(t)\right|_{0} ^{c} D_{t}^{\alpha_{i}} u(t)\right|^{2}-h_{i}\left(u_{i}(t)\right) u_{i}(t) d t+\sum_{i=1}^{N} \sum_{j=1}^{p} a_{i}\left(t_{j}\right) I_{i j}\left(u_{i}\left(t_{j}\right)\right) u_{i}\left(t_{j}\right) \\
& \geq \sum_{i=1}^{N}\left\|u_{i}\right\|_{\alpha_{i}}^{2}-\sum_{i=1}^{N} \sum_{j=1}^{p} a_{i}\left(t_{j}\right) L_{i j}\left\|u_{i}\right\|_{\infty}^{2}-\sum_{i=1}^{N} L_{i}\left\|u_{i}\right\|_{L^{2}}^{2} \\
& \geq \sum_{i=1}^{N}\left(1-\sum_{j=1}^{p} a_{i}\left(t_{j}\right) L_{i j} B_{0}-L_{i} A_{0}\right)\left\|u_{i}\right\|_{\alpha_{i}}^{2} \\
& \geq(1-\beta) \sum_{i=1}^{N}\left\|u_{i}\right\|_{\alpha_{i}}^{2} . \tag{3.1}
\end{align*}
$$

Since $\beta<1$, the inequality (3.1) shows that $T$ is coercive. For every $u, v \in X$, it is easy to see that

$$
\begin{aligned}
\langle T(u)-T(v), u-v\rangle= & \sum_{i=1}^{N}\left\|u_{i}-v_{i}\right\|_{\alpha_{i}}^{2}-\sum_{i=1}^{N} \int_{0}^{T}\left[h_{i}\left(u_{i}(t)\right)-h_{i}\left(v_{i}(t)\right)\right]\left[u_{i}(t)-v_{i}(t)\right] d t \\
& +\sum_{i=1}^{N} \sum_{j=1}^{p} a_{i}\left(t_{j}\right)\left[I_{i j}\left(u_{i}\left(t_{j}\right)\right)-I_{i j}\left(v_{i}\left(t_{j}\right)\right)\right]\left(u_{i}\left(t_{j}\right)-v_{i}\left(t_{j}\right)\right) \\
\geq & (1-\beta) \sum_{i=1}^{N}\left\|u_{i}-v_{i}\right\|_{\alpha_{i}}^{2}
\end{aligned}
$$

which implies that $T$ is uniformly monotone. According to Theorem 26.A(d) in [31], the inverse operator $T^{-1}$ of $T$ exists and $T^{-1}$ is continuous on $X^{*}$.

For a given nonnegative constant $r$ and a function $\omega$, let

$$
\delta_{\omega}(r)=\frac{\int_{0}^{T} \max _{|u| \leq \sqrt{\frac{2 B_{0}}{1-\beta} r}} F(t, u(t)) d t-\int_{0}^{T} F(t, \omega(t)) d t}{r-\frac{1}{2}(1+\beta) \sum_{i=1}^{N}\left\|\omega_{i}\right\|_{\alpha_{i}}^{2}},
$$

where $\omega=\left(\omega_{1}, \ldots, \omega_{N}\right) \in X$.

Theorem 3.2 If there exist constants $r_{1} \geq 0, r_{2}>0$, and a function $\omega=\left(\omega_{1}, \ldots, \omega_{N}\right) \in X$ such that:
(H1) $\frac{2 r_{1}}{1-\beta}<\sum_{i=1}^{N}\left\|\omega_{i}\right\|_{\alpha_{i}}^{2}<\frac{2 r_{2}}{1+\beta}$;
(H2) there exist $b_{1} \in L^{2}([0, T], \mathbf{R}), b_{2} \in L^{1}([0, T], \mathbf{R})$, and a positive constant $\mu<2$ such that

$$
|F(t, u)| \leq b_{1}(t)|u|^{\mu}+b_{2}(t)
$$

for almost every $t \in[0, T]$ and for all $u \in \mathbf{R}^{N}$;
(H3) $\delta_{\omega}\left(r_{2}\right)<\delta_{\omega}\left(r_{1}\right)$.
Then, for every $\lambda \in] \frac{1}{\delta_{\omega}\left(r_{1}\right)}, \frac{1}{\delta_{\omega}\left(r_{2}\right)}$, the problem $\left(P_{\lambda}\right)$ has at least two nontrivial solutions $u^{*}, u_{*} \in X$ such that

$$
\begin{equation*}
r_{1}<\frac{1}{2} \sum_{i=1}^{N}\left\|u_{i}^{*}\right\|_{\alpha_{i}}^{2}+\sum_{i=1}^{N} \sum_{j=1}^{p} \int_{0}^{u_{i}^{*}\left(t_{j}\right)} I_{i j}(s) d s-\sum_{i=1}^{N} \int_{0}^{T} H_{i}\left(u_{i}^{*}(t)\right) d t<r_{2} . \tag{3.2}
\end{equation*}
$$

Remark A In Theorem 3.2 and in the results below, by $u^{*}, u_{*}$ one means the vectors $u^{*}=\left(u_{1}^{*}, \ldots, u_{N}^{*}\right), u_{*}=\left(u_{*, 1}, \ldots, u_{*, N}\right)$, respectively.

Proof of Theorem 3.2 To apply Lemma 2.7 to the problem $\left(P_{\lambda}\right)$, we define the functional $I_{\lambda}: X \rightarrow \mathbf{R}$ by

$$
I_{\lambda}(u)=\Phi(u)-\lambda \Psi(u)
$$

for all $u=\left(u_{1}, \ldots, u_{N}\right) \in X$, where

$$
\begin{equation*}
\Phi(u)=\frac{1}{2} \sum_{i=1}^{N}\left\|u_{i}\right\|_{\alpha_{i}}^{2}+\sum_{i=1}^{N} \sum_{j=1}^{p} \int_{0}^{u_{i}\left(t_{j}\right)} I_{i j}(s) d s-\sum_{i=1}^{N} \int_{0}^{T} H_{i}\left(u_{i}(t)\right) d t \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\Psi(u)=\int_{0}^{T} F(t, u(t)) d t \tag{3.4}
\end{equation*}
$$

Due to the continuous embedding $X \rightarrow\left(C^{0}([0, T], \mathbf{R})\right)^{N}$ being compact, we know that $\Psi$ is a well-defined Gâteaux differentiable functional whose Gâteaux derivative at the point $u \in X$ is the functional $\Psi^{\prime}(u) \in X^{*}$, given by

$$
\Psi^{\prime}(u) x=\sum_{i=1}^{N} \int_{0}^{T} F_{u_{i}}(t, u(t)) x_{i}(t) d t
$$

for every $x=\left(x_{1}, \ldots, x_{N}\right) \in X$, and $\Psi^{\prime}$ is a sequentially weakly upper semicontinuous functional on $X$. Moreover, $\Psi^{\prime}: X \rightarrow X^{*}$ is a compact operator. In fact, for a given $u \in X$, if $\left\{u_{n}=\left(u_{n, 1}, \ldots, u_{n, N}\right)\right\} \subset X, u_{n} \rightharpoonup u$ in $X$ as $n \rightarrow+\infty$, then $u_{n}$ converges uniformly to $u$ on $[0, T]$. Hence, we have $F_{u_{i}}\left(t, u_{n}\right) \rightarrow F_{u_{i}}(t, u)$ as $n \rightarrow+\infty$. So $\Psi^{\prime}\left(u_{n}\right) \rightarrow \Psi^{\prime}(u)$ as $n \rightarrow+\infty$. Therefore, $\Psi^{\prime}$ is strongly continuous on $X$, which implies that $\Psi^{\prime}$ is a compact operator.

It is not difficult to verify that the functional $\Phi$ is a continuously differentiable whose differential at the point $u \in X$ is

$$
\begin{aligned}
\Phi^{\prime}(u)(x)= & \sum_{i=1}^{N} \int_{0}^{T} a_{i}(t)_{0}^{c} D_{t}^{\alpha_{i}} u_{i}(t)_{0}^{c} D_{t}^{\alpha_{i}} x_{i}(t) d t-\sum_{i=1}^{N} \int_{0}^{T} h_{i}\left(u_{i}(t)\right) x_{i}(t) d t \\
& +\sum_{i=1}^{N} \sum_{j=1}^{p} a_{i}\left(t_{j}\right) I_{i j}\left(u_{i}\left(t_{j}\right)\right) x_{i}\left(t_{j}\right)-\lambda \sum_{i=1}^{N} \int_{0}^{T} F_{u_{i}}(t, u(t)) x_{i}(t) d t
\end{aligned}
$$

for every $x \in X$. From Proposition 3.1, it is easy to see that $\Phi^{\prime}$ is a continuous inverse on $X^{*}$. Furthermore, $\Phi$ admits also sequentially weakly lower semicontinuous on $X$.
Clearly, the solutions of the equation $I_{\lambda}^{\prime}(u)=0$ are exactly the weak solutions of the problem $\left(P_{\lambda}\right)$. Similarly to (3.1), we get

$$
\begin{equation*}
\frac{1}{2}(1-\beta) \sum_{i=1}^{N}\left\|u_{i}\right\|_{\alpha_{i}}^{2} \leq \Phi(u) \leq \frac{1}{2}(1+\beta) \sum_{i=1}^{N}\left\|u_{i}\right\|_{\alpha_{i}}^{2} \tag{3.5}
\end{equation*}
$$

From the condition (H1), we have $r_{1}<\Phi(u)<r_{2}$.
According to (2.1), one has

$$
\max _{t \in[0, T]} \sum_{i=1}^{N}\left|u_{i}(t)\right|^{2} \leq B_{0} \sum_{i=1}^{N}\left\|u_{i}\right\|_{\alpha_{i}}^{2} .
$$

So, for every $r>0$, from the definition of $\Phi$ and by using (3.5) one has

$$
\begin{align*}
\left.\left.\Phi^{-1}(]-\infty, r\right]\right) & :=\{u \in X: \Phi(u) \leq r\} \\
& \subseteq\left\{u \in X: \frac{1}{2}(1-\beta) \sum_{i=1}^{N}\left\|u_{i}\right\|_{\alpha_{i}}^{2} \leq r\right\} \\
& \subseteq\left\{u \in X: \sum_{i=1}^{N}\left\|u_{i}\right\|_{\infty}^{2} \leq \frac{2 B_{0}}{1-\beta} r\right\} \\
& \subseteq\left\{u \in X:|u(t)| \leq \sqrt{\frac{2 B_{0}}{1-\beta}} r, \text { for all } t \in[0, T]\right\} \tag{3.6}
\end{align*}
$$

Therefore,

$$
\begin{aligned}
\chi\left(r_{1}, r_{2}\right) & =\inf _{\omega \in \Phi^{-1}\left(\left[r_{1}, r_{2}[)\right.\right.} \frac{\sup _{u \in \Phi^{-1}\left(\left(r_{1}, r_{2}\right]\right)} \Psi(u)-\Psi(\omega)}{r_{2}-\Phi(\omega)} \\
& \leq \frac{\sup _{u \in \Phi^{-1}\left(\left(-\infty, r_{2}[)\right.\right.} \Psi(u)-\Psi(\omega)}{r_{2}-\Phi(\omega)} \\
& \leq \frac{\sup _{u \in \Phi^{-1}\left(\left(-\infty, r_{2}\right]\right)} \int_{0}^{T} F(t, u(t)) d t-\Psi(\omega)}{r_{2}-\Phi(\omega)} \\
& \leq \frac{\int_{0}^{T} \max _{|u| \leq \sqrt{\frac{2 B_{0}}{1-\beta} r_{2}}} F(t, u(t)) d t-\int_{0}^{T} F(t, \omega(t)) d t}{r_{2}-\frac{1}{2}(1+\beta) \sum_{i=1}^{N}\left\|\omega_{i}\right\|_{\alpha_{i}}^{2}} \\
& =\delta_{\omega}\left(r_{2}\right) .
\end{aligned}
$$

On the other hand, we also have

$$
\begin{aligned}
\rho\left(r_{1}, r_{2}\right) & =\sup _{\omega \in \Phi^{-1}(] r_{1}, r_{2}[)} \frac{\Psi(\omega)-\sup _{u \in \Phi^{-1}\left(\mathrm{]}-\infty, r_{1}[)\right.} \Psi(u)}{\Phi(\omega)-r_{1}} \\
& \geq \frac{\Psi(\omega)-\sup _{u \in \Phi^{-1}\left(\left(-\infty, r_{1}\right]\right)} \Psi(u)}{\Phi(\omega)-r_{1}} \\
& \geq \frac{\Psi(\omega)-\sup _{u \in \Phi^{-1}\left(\left(-\infty, r_{2}[)\right.\right.} \int_{0}^{T} F(t, u(t)) d t}{\Phi(\omega)-r_{1}} \\
& \geq \frac{\int_{0}^{T} \max _{|u| \leq \sqrt{\frac{2 B_{0}}{1-\beta} r_{1}}} F(t, u(t)) d t-\int_{0}^{T} F(t, \omega(t)) d t}{r_{1}-\frac{1}{2}(1+\beta) \sum_{i=1}^{N}\left\|\omega_{i}\right\|_{\alpha_{i}}^{2}} \\
& =\delta_{\omega}\left(r_{1}\right) .
\end{aligned}
$$

According to condition (H3), one has $\rho\left(r_{1}, r_{2}\right)>\chi\left(r_{1}, r_{2}\right)$. Hence, applying Lemma 2.7, for every $\lambda \in] \frac{1}{\delta_{\omega}\left(r_{1}\right)}, \frac{1}{\delta_{\omega}\left(r_{2}\right)}$, the functional $I_{\lambda}(u)$ has at least one critical point $u^{*} \in X$ such that $r_{1}<\Phi\left(u^{*}\right)<r_{2}$. Obviously, $u^{*}$ is a nontrivial local minimum for $I_{\lambda}$ in $X$.

Next we show that the existence of a second local minimum of $I_{\lambda}$ in $X$ is distinct from the first one. To this aim, we will prove the hypothesis of the mountain pass theorem for the functional $I_{\lambda}$. Obviously, the functional $I_{\lambda} \in C^{1}[0, T]$ and $I_{\lambda}(u)=0$. From the above proof, we know that $u^{*} \in X$ is a nontrivial local minimum for $I_{\lambda}$ in $X$. So there exists a
$\zeta>0$ such that $\inf _{\left\|u-u^{*}\right\|_{X=\zeta}} I_{\lambda}(u)>I_{\lambda}\left(u^{*}\right)$, that is, the condition [[32], $I_{1}$, Theorem 2.2] is satisfied. Choosing $u \neq 0$, it follows from (3.3), (3.4), (3.5), (H2), and the Hölder inequality that

$$
\begin{aligned}
I_{\lambda}(\tau u) \geq & \frac{\tau^{2}}{2} \sum_{i=1}^{N}\left\|u_{i}\right\|_{\alpha_{i}}^{2}-\frac{\tau^{2}}{2} \sum_{i=1}^{N} \sum_{j=1}^{p}\left|u\left(t_{j}\right)\right|^{2}-\frac{\tau^{2}}{2} \sum_{i=1}^{N} \int_{0}^{T} L_{i}\left|u_{i}(t)\right| d t \\
& \quad-\lambda \tau^{\mu} \sum_{i=1}^{N} \int_{0}^{T} b_{1}(t)\left|u_{i}(t)\right|^{\mu} d t-\lambda \int_{0}^{T} b_{2}(t) d t \\
\geq & \frac{\tau^{2}}{2}(1-\beta) \sum_{i=1}^{N}\left\|u_{i}\right\|_{\alpha_{i}}^{2}-\lambda \tau^{\mu}\left\|b_{1}\right\|_{L^{2}} \sum_{i=1}^{N}\left\|u_{i}\right\|_{L^{2}}^{\mu}-\lambda\left\|b_{2}\right\|_{L^{1}} \rightarrow+\infty
\end{aligned}
$$

as $\tau \rightarrow \infty$, since $\mu<2$. Hence the condition [[32], $I_{2}$, Theorem 2.2] is satisfied.
Furthermore, by standard computations $I_{\lambda}$ satisfies (P-S) condition. Therefore, it follows from the classical theorem of Ambrosetti and Rabinowitz that there exists a critical point $u_{*}$ of $I_{\lambda}(u)$ such that $I_{\lambda}\left(u_{*}\right)>I_{\lambda}\left(u^{*}\right)$. So, the problem $\left(P_{\lambda}\right)$ has at least two distinct nontrivial weak solutions $u^{*}, u_{*}$, and $u^{*}$ satisfies (3.2). The proof of Theorem 3.2 is complete.

For a given constant $\theta \in\left(0, \frac{1}{2}\right)$, set

$$
P_{i}\left(\alpha_{i}, \theta\right)=\frac{1}{2 \theta^{2} T^{2}}\left\{\int_{0}^{\theta T} a_{i}(t) t^{2\left(1-\alpha_{i}\right)} d t+\int_{\theta T}^{(1-\theta) T} a_{i}(t) p_{i}^{2}(t) d t+\int_{(1-\theta) T}^{T} a_{i}(t) q_{i}^{2}(t) d t\right\},
$$

where

$$
\begin{aligned}
& p_{i}(t)=t^{1-\alpha_{i}}-(t-\theta T)^{1-\alpha_{i}}, \\
& q_{i}(t)=t^{1-\alpha_{i}}-(t-\theta T)^{1-\alpha_{i}}-(t-(1-\theta) T)^{1-\alpha_{i}}
\end{aligned}
$$

and

$$
\begin{aligned}
& K_{0}=\min \left\{P_{i}\left(\alpha_{i}, \theta\right), 1 \leq i \leq N\right\}, \\
& K_{1}=\max \left\{P_{i}\left(\alpha_{i}, \theta\right), 1 \leq i \leq N\right\} .
\end{aligned}
$$

For a given nonnegative constant $\eta$ and a positive constant $\xi$, let

$$
\delta_{\xi}(\eta)=\frac{\int_{0}^{T} \max _{|u| \leq \sqrt{2 B_{0} \eta}} F(t, u(t)) d t-\int_{0}^{T} F\left(t, \Gamma\left(2-\alpha_{1}\right) \xi, \ldots, \Gamma\left(2-\alpha_{N}\right) \xi\right) d t}{(1-\beta) \eta-N(1+\beta) K_{1} \xi^{2}},
$$

where $(1-\beta) \eta \neq N(1+\beta) K_{1} \xi^{2}$.

Theorem 3.3 Assume that the condition (H2) satisfies. Furthermore, if there exist constants $c \geq 0, b>0$ and $\xi$ with $\sqrt{\frac{c}{N K_{0}}}<\xi<\sqrt{\frac{(1-\beta) b}{N K_{1}(1+\beta)}}$ such that:
(H4) $F(t, u) \geq 0$ for all $(t, u) \in([0, \theta T] \cup[(1-\theta) T, T]) \times[-\xi, \xi]^{N}$;
(H5) $\delta_{\xi}(b)<\delta_{\xi}(c)$.

Then, for every $\lambda \in] \frac{1}{\delta_{\xi}(c)}, \frac{1}{\delta_{\xi}(b)}\left[\right.$, the problem $\left(P_{\lambda}\right)$ admits at least two nontrivial solutions $u^{*}, u_{*} \in X$ such that

$$
\begin{equation*}
(1-\beta) c<\frac{1}{2} \sum_{i=1}^{N}\left\|u_{i}^{*}\right\|_{\alpha_{i}}^{2}+\sum_{i=1}^{N} \sum_{j=1}^{p} \int_{0}^{u_{i}^{*}\left(t_{j}\right)} I_{i j}(s) d s-\sum_{i=1}^{N} \int_{0}^{T} H_{i}\left(u_{i}^{*}(t)\right) d t<(1-\beta) b . \tag{3.7}
\end{equation*}
$$

Proof We shall show that all the assumptions of Theorem 3.2 are fulfilled by choosing $r_{1}=(1-\beta) c, r_{2}=(1-\beta) b$, and $\omega=\left(\omega_{1}(t), \ldots, \omega_{N}(t)\right)$ with

$$
\omega_{i}(t)= \begin{cases}\frac{\Gamma\left(2-\alpha_{i}\right) \xi}{\theta T} t, & t \in[0, \theta T[  \tag{3.8}\\ \Gamma\left(2-\alpha_{i}\right) \xi, & t \in[\theta T,(1-\theta) T] \\ \frac{\Gamma\left(2-\alpha_{i}\right) \xi}{\theta T}(T-t), & t \in](1-\theta) T, T]\end{cases}
$$

Clearly $\omega_{i}(0)=\omega_{i}(T)=0$ and $\omega_{i} \in L^{2}[0, T]$ for $i=1, \ldots, N$. By direct calculation we have

$$
{ }_{0}^{c} D_{t}^{\alpha_{i}} \omega_{i}(t)=\frac{\xi}{\theta T} \begin{cases}t^{1-\alpha_{i}}, & t \in[0, \theta T[, \\ p_{i}(t), & t \in[\theta T,(1-\theta) T], \\ q_{i}(t), & t \in](1-\theta) T, T] .\end{cases}
$$

Furthermore,

$$
\begin{aligned}
& \left.\left.\int_{0}^{T} a_{i}(t)\right|_{0} ^{c} D_{t}^{\alpha_{i}} \omega_{i}(t)\right|^{2} d t \\
& \quad=\int_{0}^{\theta T}+\int_{\theta T}^{(1-\theta) T}+\left.\left.\int_{(1-\theta) T}^{T} a_{i}(t)\right|_{0} D_{t}^{\alpha_{i}} \omega_{i}(t)\right|^{2} d t \\
& \quad=\frac{\xi^{2}}{\theta^{2} T^{2}}\left\{\int_{0}^{\theta T} a_{i}(t) t^{2\left(1-\alpha_{i}\right)} d t+\int_{\theta T}^{(1-\theta) T} a_{i}(t) p_{i}^{2}(t) d t+\int_{(1-\theta) T}^{T} a_{i}(t) q_{i}^{2}(t) d t\right\} \\
& \quad=2 P_{i}\left(\alpha_{i}, \theta\right) \xi^{2}<+\infty
\end{aligned}
$$

Thus, $\omega \in X$, this and (3.5) show that

$$
2 N K_{0} \xi^{2} \leq \sum_{i=1}^{N}\left\|\omega_{i}\right\|_{\alpha_{i}}^{2} \leq 2 N K_{1} \xi^{2}
$$

and

$$
N(1-\beta) K_{0} \xi^{2} \leq \Phi(\omega) \leq N(1+\beta) K_{1} \xi^{2} .
$$

This together with the condition $\sqrt{\frac{c}{N K_{0}}}<\xi<\sqrt{\frac{(1-\beta) b}{N K_{1}(1+\beta)}}$ implies (H1) is satisfied.
It follows from (H4) that

$$
\begin{align*}
\Psi(\omega) & =\int_{0}^{\theta T}+\int_{\theta T}^{(1-\theta) T}+\int_{(1-\theta) T}^{T} F(t, \omega) d t \geq \int_{\theta T}^{(1-\theta) T} F(t, \omega) d t \\
& =\int_{\theta T}^{(1-\theta) T} F\left(t, \Gamma\left(2-\alpha_{1}\right) \xi, \ldots, \Gamma\left(2-\alpha_{N}\right) \xi\right) d t . \tag{3.9}
\end{align*}
$$

Therefore, one has

$$
\begin{aligned}
\chi\left(r_{1}, r_{2}\right) & \leq \frac{\sup _{u \in \Phi^{-1}\left(\left(-\infty, r_{2}\right]\right.} \Psi(u)-\Psi(\omega)}{r_{2}-\Phi(\omega)} \\
& \leq \frac{\int_{0}^{T} \max _{|u| \leq \sqrt{2 B_{0} b}} F(t, u(t)) d t-\int_{0}^{T} F\left(t, \Gamma\left(2-\alpha_{1}\right) \xi, \ldots, \Gamma\left(2-\alpha_{N}\right) \xi\right) d t}{(1-\beta) b-N(1+\beta) K_{1} \xi^{2}} \\
& =\delta_{\xi}(b)
\end{aligned}
$$

and

$$
\begin{aligned}
\rho\left(r_{1}, r_{2}\right) & \geq \frac{\Psi(\omega)-\sup _{u \in \Phi^{-1}\left(\left(-\infty, r_{1}\right]\right)} \Psi(u)}{\Phi(\omega)-r_{1}} \\
& \geq \frac{\int_{0}^{T} \max _{|u| \leq \sqrt{2 B_{0} c}} F(t, u(t)) d t-\int_{0}^{T} F\left(t, \Gamma\left(2-\alpha_{1}\right) \xi, \ldots, \Gamma\left(2-\alpha_{N}\right) \xi\right) d t}{(1-\beta) c-N(1+\beta) K_{1} \xi^{2}} \\
& =\delta_{\xi}(c),
\end{aligned}
$$

which implies that (H3) is verified. Therefore, Theorem 3.2 ensures the conclusion.

Corollary 3.4 In addition to (H2), assume that there exist two constants $b>0$ and $\xi$ with $\xi<\sqrt{\frac{(1-\beta) b}{N K_{1}(1+\beta)}}$ such that the assumption (H4) in Theorem 3.3 holds. Furthermore, suppose that:
(H6) $\frac{\int_{0}^{T} F\left(t, \Gamma\left(2-\alpha_{1}\right) \xi, \ldots, \Gamma\left(2-\alpha_{N}\right) \xi\right) d t}{N(1+\beta) K_{1} \xi^{2}}>\frac{\int_{0}^{T} \max _{|u| \leq \sqrt{2 B_{0} b} F(t, u(t)) d t}}{(1-\beta) b}$.
Then, for every

$$
\lambda \in] \frac{N(1+\beta) K_{1} \xi^{2}}{\int_{0}^{T} F\left(t, \Gamma\left(2-\alpha_{1}\right) \xi, \ldots, \Gamma\left(2-\alpha_{N}\right) \xi\right) d t}, \frac{(1-\beta) b}{\int_{0}^{T} \max _{|u| \leq \sqrt{2 B_{0} b}} F(t, u(t)) d t}[,
$$

problem $\left(P_{\lambda}\right)$ has at least two nontrivial solutions $u^{*}, u_{*} \in X$ such that

$$
\begin{equation*}
0<\frac{1}{2} \sum_{i=1}^{N}\left\|u_{i}^{*}\right\|_{\alpha_{i}}^{2}+\sum_{i=1}^{N} \sum_{j=1}^{p} \int_{0}^{u_{i}^{*}\left(t_{j}\right)} I_{i j}(s) d s-\sum_{i=1}^{N} \int_{0}^{T} H_{i}\left(u_{i}^{*}(t)\right) d t<(1-\beta) b . \tag{3.10}
\end{equation*}
$$

Proof The conclusion follows from Theorem 3.3 by choosing $c=0$. From our assumptions, we have

$$
\begin{aligned}
\delta_{\xi}(b) & <\frac{\left(1-\frac{N(1+\beta) K_{1} \xi^{2}}{(1-\beta) b}\right) \int_{0}^{T} \max _{|u| \leq \sqrt{2 B_{0} b}} F(t, u(t)) d t}{(1-\beta) b-N(1+\beta) K_{1} \xi^{2}} \\
& =\frac{\int_{0}^{T} \max _{|u| \leq \sqrt{2 B_{0} b}} F(t, u(t)) d t}{(1-\beta) b} \\
& <\frac{\int_{0}^{T} F\left(t, \Gamma\left(2-\alpha_{1}\right) \xi, \ldots, \Gamma\left(2-\alpha_{N}\right) \xi\right) d t}{N(1+\beta) K_{1} \xi^{2}}=\delta_{\xi}(0) .
\end{aligned}
$$

Hence, Theorem 3.3 ensures the conclusion.

Theorem 3.5 Assume that there exist a positive constant $r$ and a function $\omega=\left(\omega_{1}(t), \ldots\right.$, $\left.\omega_{N}(t)\right) \in X$ with $\frac{2 r}{1-\beta}<\sum_{i=1}^{N}\left\|\omega_{i}\right\|_{\alpha_{i}}^{2}$ such that:
(H7) $\int_{0}^{T} \max _{|u| \leq \sqrt{\frac{2 B_{0}}{1-\beta^{2}}}} F(t, u(t)) d t<\int_{0}^{T} F(t, \omega) d t$;
(H8) $\quad \liminf _{|u| \rightarrow+\infty} \frac{F(t, u)}{|u|^{2}} \leq 0 \quad$ uniformly for $t \in[0, T]$.

Then, for every $\left.\lambda \in] \lambda_{0},+\infty\right)$, where

$$
\lambda_{0}=\frac{r-\frac{1}{2}(1+\beta) \sum_{i=1}^{N}\left\|\omega_{i}\right\|_{\alpha_{i}}^{2}}{\int_{0}^{T} \max _{|u| \leq \sqrt{\frac{2 B_{0}}{1-\beta} r}} F(t, u(t)) d t-\int_{0}^{T} F(t, \omega(t)) d t},
$$

problem $\left(P_{\lambda}\right)$ has at least one nontrivial solution $u^{*} \in X$ such that

$$
\begin{equation*}
r<\frac{1}{2} \sum_{i=1}^{N}\left\|u_{i}^{*}\right\|_{\alpha_{i}}^{2}+\sum_{i=1}^{N} \sum_{j=1}^{p} \int_{0}^{u_{i}^{*}\left(t_{j}\right)} I_{i j}(s) d s-\sum_{i=1}^{N} \int_{0}^{T} H_{i}\left(u_{i}^{*}(t)\right) d t . \tag{3.11}
\end{equation*}
$$

Proof We may take the functionals $\Phi$ and $\Psi$ and the space as in the proof of Theorem 3.2, and choose $\lambda$ as in the conclusion of the theorem. Obviously, all the regularity assumptions required in Lemma 2.8 are satisfied. According to (H8) there exist a positive constant $\varepsilon>0$ and a function $m_{\varepsilon}(t) \in L^{1}[0, T]$ with $\varepsilon<\frac{1-\beta}{2 A_{0} \lambda}$ such that

$$
\begin{equation*}
|F(t, u)| \leq \varepsilon|u(t)|^{2}+m_{\varepsilon}(t) \tag{3.12}
\end{equation*}
$$

for each $t \in[0, T]$.
It follows from (3.3), (3.4), (3.5), and (3.12) that

$$
\begin{aligned}
I_{\lambda}(u) & =\frac{1}{2} \sum_{i=1}^{N}\left\|u_{i}\right\|_{\alpha_{i}}^{2}+\sum_{i=1}^{N} \sum_{j=1}^{p} \int_{0}^{u_{i}\left(t_{j}\right)} I_{i j}(s) d s-\sum_{i=1}^{N} \int_{0}^{T} H_{i}\left(u_{i}(t)\right) d t-\lambda \int_{0}^{T} F(t, u(t)) d t \\
& \geq \frac{1}{2}(1-\beta) \sum_{i=1}^{N}\left\|u_{i}\right\|_{\alpha_{i}}^{2}-\lambda \varepsilon \sum_{i=1}^{N} \int_{0}^{T}\left|u_{i}(t)\right|^{2} d t-\lambda \int_{0}^{T} m_{\varepsilon}(t) d t \\
& \geq \frac{1}{2}(1-\beta) \sum_{i=1}^{N}\left\|u_{i}\right\|_{\alpha_{i}}^{2}-\lambda \varepsilon \sum_{i=1}^{N}\left\|u_{i}\right\|_{L^{2}}^{2}-\lambda\left\|m_{\varepsilon}\right\|_{L^{1}} \\
& \geq \frac{1}{2}\left(1-\beta-2 A_{0} \lambda \varepsilon\right) \sum_{i=1}^{N}\left\|u_{i}\right\|_{\alpha_{i}}^{2}-\lambda\left\|m_{\varepsilon}\right\|_{L^{1}}
\end{aligned}
$$

and then

$$
\lim _{\|u\|_{X} \rightarrow+\infty} I_{\lambda}(u)=+\infty
$$

which implies that the functional $I_{\lambda}(u)$ is coercive. Similarly to the proof of Theorem 3.2, it follows from (H7) and (H8) that

$$
\rho(r) \geq \frac{\int_{0}^{T} \max _{|u| \leq \sqrt{\frac{2 B_{0}}{1-\beta} r}} F(t, u(t)) d t-\int_{0}^{T} F(t, \omega(t)) d t}{r-\frac{1}{2}(1+\beta) \sum_{i=1}^{N}\left\|\omega_{i}\right\|_{\alpha_{i}}^{2}}>0 .
$$

Hence, from Lemma 2.8, the functional $I_{\lambda}$ has at least a local minimum $u^{*} \in X$ such that (3.11) holds.

Corollary 3.6 Assume that the condition (H8) holds. Furthermore, suppose that there exist positive constants $\bar{c}$ and $\bar{\xi}$ with $\bar{c}<N K_{0} \bar{\xi}^{2}$ such that:
(H9) $F(t, u) \geq 0$ for all $(t, u) \in([0, \theta T] \cup[(1-\theta) T, T]) \times[-\bar{\xi}, \bar{\xi}]^{N}$;
(H10) $\int_{0}^{T} \max _{|u| \leq \sqrt{2 B_{0} \bar{c}}} F(t, u(t)) d t<\int_{\theta T}^{(1-\theta) T} F\left(t, \Gamma\left(2-\alpha_{1}\right) \bar{\xi}, \ldots, \Gamma\left(2-\alpha_{N}\right) \bar{\xi}\right) d t$.

Then, for every $\left.\lambda \in] \lambda_{1},+\infty\right)$, where

$$
\lambda_{1}=\frac{(1-\beta) \bar{c}-N(1+\beta) K_{0} \bar{\xi}^{2}}{\int_{0}^{T} \max _{|u| \leq \sqrt{2 B_{0} \bar{c}}} F(t, u(t)) d t-\int_{\theta T}^{(1-\theta) T} F\left(t, \Gamma\left(2-\alpha_{1}\right) \bar{\xi}, \ldots, \Gamma\left(2-\alpha_{N}\right) \bar{\xi}\right) d t},
$$

problem $\left(P_{\lambda}\right)$ has at least one nontrivial solution $u^{*} \in X$ such that

$$
(1-\beta) \bar{c}<\frac{1}{2} \sum_{i=1}^{N}\left\|u_{i}^{*}\right\|_{\alpha_{i}}^{2}+\sum_{i=1}^{N} \sum_{j=1}^{p} \int_{0}^{u_{i}^{*}\left(t_{j}\right)} I_{i j}(s) d s-\sum_{i=1}^{N} \int_{0}^{T} H_{i}\left(u_{i}^{*}(t)\right) d t .
$$

Proof The conclusion follows from Theorem 3.5 by choosing $\bar{r}=(1-\beta) \bar{c}$ and taking $\bar{\omega}$ as in (3.8) with $\xi$ replaced by $\bar{\xi}$.

Finally, we present the following example to illustrate the applicability of Theorem 3.2.

Example 3.7 Consider the following fractional differential systems:

$$
\begin{cases}{ }_{t} D_{1}^{0.75}\left(\left(1+t^{2}\right) \cdot{ }_{0}^{c} D_{t}^{0.75} u_{1}(t)\right)=\lambda F_{u_{1}}\left(t, u_{1}, u_{2}\right)+h_{1}\left(u_{1}\right), & 0<t<1,  \tag{3.13}\\ { }_{t} D_{1}^{0.8}\left((0.5+t) \cdot{ }_{0}^{c} D_{t}^{0.8} u_{2}(t)\right)=\lambda F_{u_{2}}\left(t, u_{1}, u_{2}\right)+h_{2}\left(u_{2}\right), & 0<t<1, \\ \Delta\left({ }_{t} D_{T}^{-0.25}\left({ }_{0}^{c} D_{t}^{0.75} u_{1}\right)\right)\left(t_{1}\right)=I_{11}\left(u_{1}\left(t_{1}\right)\right), & \\ \left.\Delta\left({ }_{t} D_{T}^{-0.2}{ }_{0}^{c} D_{t}^{0.8} u_{2}\right)\right)\left(t_{1}\right)=I_{21}\left(u_{2}\left(t_{1}\right)\right), & \\ u_{1}(0)=u_{1}(1)=0, \quad u_{2}(0)=u_{2}(1)=0, & \end{cases}
$$

where $a_{1}(t)=1+t^{2}, a_{2}(t)=0.5+t, F\left(t, u_{1}, u_{2}\right)=\left(1+t^{2}\right)\left(u_{1}^{2}+u_{2}^{2}\right)^{\frac{3}{4}}$ for $u_{1}, u_{2} \in \mathbf{R}, h_{1}\left(u_{1}\right)=$ $\frac{1}{8} \sin \left(u_{1}\right), h_{2}\left(u_{2}\right)=\frac{1}{25} \ln \left(1+u_{2}^{2}\right)$ for $u_{1}, u_{2} \in \mathbf{R}, t_{1}=\frac{1}{4}, I_{i 1}(x)=\frac{1}{32} x$ for $x \in \mathbf{R}$ and for $i=1,2$.
Obviously, $h_{1}, h_{2}: \mathbf{R} \rightarrow \mathbf{R}$ are two Lipschitz continuous functions with Lipschitz constants $L_{1}=\frac{1}{8}, L_{2}=\frac{1}{25}$ and $h_{1}(0)=h_{2}(0)=0 ; I_{i 1}: \mathbf{R} \rightarrow \mathbf{R}(i=1,2)$ are also Lipschitz continuous functions with Lipschitz constants $L_{11}=L_{21}=\frac{1}{32} . F(t, 0,0)=0$ for all $t \in[0,1]$ and by taking $\mu=\frac{3}{2}, b_{1}(t)=1+t^{2}, b_{2}(t)=t$, then the condition ( H 2 ) holds. By simple calculations, we see that $a^{*}=2, L=\frac{1}{32}, L_{0}=\frac{1}{8}, A_{0} \approx 2.3052, B_{0} \approx 2.8637$, and $\beta \approx 0.4672$.

By choosing, for instance, $\omega=\left(\omega_{1}, \omega_{2}\right)$, where $\omega_{1}(t)=\Gamma(1.25) t(1-t), \omega_{2}(t)=\Gamma(1.2) t(1-t)$, and $r_{1}=\frac{1}{500}, r_{2}=30$, then the conditions (H1) and (H3) are verified. In fact, $\omega_{i}(0)=\omega_{i}(1)=$ $0, i=1,2$, and $\left\|\omega_{1}\right\|_{0.75}^{2} \approx 0.1582,\left\|\omega_{2}\right\|_{0.8}^{2} \approx 0.1389$. It is easy to show that the condition (H1) holds and

$$
\begin{aligned}
& \delta_{\omega}\left(r_{1}\right)=\frac{\int_{0}^{1} \max _{|u| \leq 0.14663} F(t, u(t)) d t-\int_{0}^{1} F(t, \omega(t)) d t}{r_{1}-0.7336\left(\left\|\omega_{1}\right\|_{0.75}^{2}+\left\|\omega_{2}\right\|_{0.8}^{2}\right)} \approx 0.3977, \\
& \delta_{\omega}\left(r_{2}\right)=\frac{\int_{0}^{1} \max _{|u| \leq 17.958} F(t, u(t)) d t-\int_{0}^{1} F(t, \omega(t)) d t}{r_{2}-0.7336\left(\left\|\omega_{1}\right\|_{0.75}^{2}+\left\|\omega_{2}\right\|_{0.8}^{2}\right)} \approx 0.3770,
\end{aligned}
$$

which imply that the condition (H3) is satisfied. Therefore, according to Theorem 3.2, for every $\lambda \in] 2.5146,2.6525$ [ the problem (3.13) has at least two nontrivial solutions in $E_{0}^{0.75} \times E_{0}^{0.8}$.
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