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## Abstract

In this paper, we study the following coupled Schrödinger system:

$$
\begin{cases}-\Delta u+u=u^{2^{*}-1}+\beta u^{\frac{2^{*}}{2}-1} v^{\frac{2^{*}}{2}}+f(u), & x \in \mathbb{R}^{N} \\ -\Delta v+v=v^{2^{*}-1}+\beta u^{\frac{2^{*}}{2}} v^{\frac{2^{*}}{2}-1}+g(v), & x \in \mathbb{R}^{N} \\ u, v>0, & x \in \mathbb{R}^{N}\end{cases}
$$

where $N \geq 5$ and $2^{*}=\frac{2 N}{N-2}$. Note that the nonlinearity and the coupling terms are both of critical growth. Using the mountain pass theorem, Ekeland's variational principle and the concentration-compactness principle, we show that this system has at least one positive least energy solution for each $\beta \in(-1,0) \cup(0,+\infty)$.
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## 1 Introduction

In this paper, we consider the following coupled nonlinear Schrödinger system:

$$
\begin{cases}-\Delta u+u=u^{2^{*}-1}+\beta u^{\frac{2^{*}}{2}-1} v^{\frac{2^{*}}{2}}+f(u), & x \in \mathbb{R}^{N}  \tag{1.1}\\ -\Delta v+v=v^{2^{*}-1}+\beta u^{\frac{2^{*}}{2}} v^{\frac{2^{*}}{2}-1}+g(v), & x \in \mathbb{R}^{N} \\ u, v>0, & x \in \mathbb{R}^{N}\end{cases}
$$

where $N \geq 3,2^{*}=\frac{2 N}{N-2}$ and $\beta \in(-1,+\infty) \backslash\{0\}$. The functions $f, g$ satisfy the following conditions:
$\left(\mathrm{F}_{1}\right) f, g \in C^{2}(\mathbb{R}), \lim _{t \rightarrow 0^{+}} \frac{f(t)}{t}=0, \lim _{t \rightarrow \infty} \frac{f(t)}{t^{2^{*}-1}}=0$ for $t \geq 0$,

$$
\lim _{t \rightarrow 0^{+}} \frac{g(t)}{t}=0, \quad \lim _{t \rightarrow \infty} \frac{g(t)}{t^{2^{*}-1}}=0 \quad \text { for } t \geq 0
$$

$\left(\mathrm{F}_{2}\right)$ There exist $\theta_{1}, \theta_{2}>0$ small enough such that

$$
t f^{\prime}(t) \geq\left(1+\theta_{1}\right) f(t)>0, \quad \operatorname{tg}^{\prime}(t) \geq\left(1+\theta_{2}\right) g(t)>0 \quad \text { for } t>0 ;
$$

$\left(\mathrm{F}_{3}\right) f(t), g(t)$ are odd.

In recent years, there have been a lot of studies on the following coupled system of nonlinear Schrödinger equations:

$$
\begin{cases}-\Delta u+\lambda_{1} u=\mu_{1} u^{2 p-1}+\beta u^{p-1} v^{p}, & x \in \Omega  \tag{1.2}\\ -\Delta v+\lambda_{2} v=\mu_{2} v^{2 p-1}+\beta u^{p} v^{p-1}, & x \in \Omega \\ u, v>0, x \in \Omega, u=v=0, & x \in \partial \Omega\end{cases}
$$

where $\Omega=\mathbb{R}^{N}(N \geq 3)$ or $\Omega$ is a smooth bounded domain in $\mathbb{R}^{N}, 1<p \leq \frac{2^{*}}{2}, \mu_{1}, \mu_{2}>0$ and $\beta \neq 0$. For the case $p=2$, system (1.2) arises in the Hartree-Fock theory for a binary mixture of Bose-Einstein condensates in two different hyperfine states, see more details in $[1-3]$. The sign of $\beta$ determines whether the interactions of the two states are attractive if $\beta>0$ or repulsive if $\beta<0$.
For problem (1.2), we are interested in the existence of a nontrivial solution (u,v), i.e. $u \not \equiv 0$ and $v \not \equiv 0$. However, one easily sees that (1.2) may admit a semitrivial solution of the form $(u, 0)$ or $(0, v)$, which may cause some difficulties. When $2<2 p<2^{*}$, system (1.2) is a problem of subcritical growth. The existence and multiplicity of nontrivial solutions have been extensively studied, see [4-13] and the references therein.
For the critical case $2 p=2^{*}$, when $\Omega$ is a smooth bounded domain, there exist papers [14-17] studying this case. In [14], Chen and Zou studied problem (1.2) with $N=4$. In [15], Chen and Zou studied problem (1.2) with $N \geq 5$ and they showed that if $-\lambda_{1}(\Omega)<$ $\lambda_{1} \leq \lambda_{2}<0$, then (1.2) has a positive least energy solution for any $\beta \neq 0$, where $\lambda_{1}(\Omega)$ is the first eigenvalue of $-\Delta$ with the Dirichlet boundary condition. In [17], by a minimization method, Ye and Peng showed the existence of positive least energy solution for the special case $\lambda_{1}=\lambda_{2}$. When $2 p=2^{*}$ and $\Omega=\mathbb{R}^{N}$, by the Pohozaev identity, we see that problem (1.2) has only a trivial solution if $\lambda_{1} \lambda_{2}>0$. To get nontrivial solutions, one usually adds lower order perturbation terms to the right-hand side of system (1.2), i.e. considering problem (1.1). Problem (1.1) can be seen as a counterpart of the following single equation:

$$
\begin{equation*}
-\Delta u+u=|u|^{2^{2}-2} u+f(u), \quad x \in \mathbb{R}^{N} \tag{1.3}
\end{equation*}
$$

or

$$
\begin{equation*}
-\Delta v+v=|v|^{2^{*}-2} v+g(v), \quad x \in \mathbb{R}^{N} . \tag{1.4}
\end{equation*}
$$

Deng in [18] proved that if $N \geq 4$ and $\left(\mathrm{F}_{1}\right)-\left(\mathrm{F}_{3}\right)$ hold, then (1.3) (or (1.4)) has at least one positive least energy radial solution, denoted by $u_{1}$ (or $v_{1}$ ) and the corresponding energy denoted by $B_{1}$ (or $B_{2}$ ). Hence we deduce that ( $u_{1}, 0$ ) and ( $0, v_{1}$ ) are semitrivial solutions to problem (1.1), which may be an interference in the process of searching for nontrivial solutions. Recently, the author proves the special case $N=4$ in [19]. In this paper, we consider (1.1) with higher dimensions $N \geq 5$. To state our main results, we denote $H:=$ $H^{1}\left(\mathbb{R}^{N}\right) \times H^{1}\left(\mathbb{R}^{N}\right)$ with the norm defined as $\|(u, v)\|_{H}=\left[\int_{\mathbb{R}^{N}}\left(|\nabla u|^{2}+|u|^{2}\right)+\int_{\mathbb{R}^{N}}\left(|\nabla v|^{2}+\right.\right.$ $\left.\left.|v|^{2}\right)\right]^{\frac{1}{2}}, \forall(u, v) \in H$. It is well known that weak solutions of (1.1) correspond to critical points of the functional $I: H \rightarrow \mathbb{R}$ defined as follows:

$$
I(u, v)=\frac{1}{2}\|(u, v)\|_{H}^{2}-\frac{1}{2^{*}} \int_{\mathbb{R}^{N}}\left(|u|^{2^{*}}+|v|^{2^{*}}+2 \beta|u|^{\frac{2^{*}}{2}}|v|^{\frac{2^{*}}{2}}\right)-\int_{\mathbb{R}^{N}} F(u)-\int_{\mathbb{R}^{N}} G(v),
$$

for any $(u, v) \in H$, where $F(s)=\int_{0}^{s} f(t) d t, G(s)=\int_{0}^{s} g(t) d t$. We say $(u, v) \in H$ is a positive least energy solution of (1.1) if $(u, v)$ is a nontrivial solution of (1.1) with $u>0, v>0$ and

$$
I(u, v)=\inf \{I(\varphi, \psi) \mid(\varphi, \psi) \text { is a nontrivial solution of }(1.1)\} .
$$

Our main result is as follows.

Theorem 1.1 Suppose that $\left(\mathrm{F}_{1}\right)-\left(\mathrm{F}_{3}\right)$ hold and $N \geq 5$.
(1) For any $\beta>0$, problem (1.1) has at least one positive least energy solution.
(2) For any $\beta \in(-1,0)$, problem (1.1) has at least one radial and positive least energy solution.

## Remark 1.2

(1) For $\beta<0$, we do not know whether the solution obtained in Theorem 1.1 is a least energy solution of (1.1) in $H$ or not.
(2) When $N=4$, it is proved in [19] that (1.1) has a radially positive solution for any $\beta>0$ and $\beta \neq 1$. Comparing this with Theorem 1.1(1), we see that the case $N \geq 5$ is completely different from the case $N=4$. In the proof of Theorem 1.1(1), we should point out that $2^{*}<4$ is an essential condition, which makes the method not applicable to the case $N=4$.
(3) The method to prove Theorem 1.1(2) can be similarly used to show that when $N=4$ and $-1<\beta<0$, (1.1) has at least one radially positive least energy solution.

By $\left(\mathrm{F}_{1}\right),\left(\mathrm{F}_{3}\right)$, for any $\varepsilon>0$, there exists $C_{\varepsilon}>0$ such that

$$
\begin{align*}
& f(t) t \leq \varepsilon|t|^{2}+C_{\varepsilon}|t|^{2^{*}}, \quad g(t) t \leq \varepsilon|t|^{2}+C_{\varepsilon}|t|^{2^{*}}, \quad \forall t \in \mathbb{R},  \tag{1.5}\\
& F(t) \leq \varepsilon \frac{|t|^{2}}{2}+C_{\varepsilon} \frac{|t|^{2^{*}}}{2^{*}}, \quad G(t) \leq \varepsilon \frac{|t|^{2}}{2}+C_{\varepsilon} \frac{|t|^{2^{*}}}{2^{*}}, \quad \forall t \in \mathbb{R} . \tag{1.6}
\end{align*}
$$

By $\left(\mathrm{F}_{2}\right),\left(\mathrm{F}_{3}\right)$, we have

$$
\begin{equation*}
0<\left(2+\theta_{1}\right) F(t) \leq t f(t), \quad 0<\left(2+\theta_{2}\right) G(t) \leq \operatorname{tg}(t), \quad \forall t \in \mathbb{R} \tag{1.7}
\end{equation*}
$$

(see Remark 1.3 in [18]), then $\frac{F(t)}{t^{2}}$ and $\frac{f(t)}{|t|}$ is nondecreasing on $t \in \mathbb{R} \backslash\{0\}$.
Since the nonlinearity and the coupling terms in problem (1.1) are both critical, the existence of nontrivial solutions to (1.1) depends heavily on the least energy solutions of the corresponding limit problem

$$
\begin{cases}-\Delta u=|u|^{2^{*}-2} u+\beta|u|^{\frac{2^{*}}{2}}-2 u|v|^{\frac{2^{*}}{2}}, & x \in \mathbb{R}^{N},  \tag{1.8}\\ -\Delta v=|v|^{2^{*}-2} v+\beta|u|^{\frac{2^{*}}{2}}|v|^{\frac{2^{*}}{2}-2} v, & x \in \mathbb{R}^{N}, \\ u, v \in D^{1,2}\left(\mathbb{R}^{N}\right), & \end{cases}
$$

where $D^{1,2}\left(\mathbb{R}^{N}\right)=\left\{u \in L^{2}\left(\mathbb{R}^{N}\right)| | \nabla u \mid \in L^{2}\left(\mathbb{R}^{N}\right)\right\}$.
Recall that $S$ is the best constant of $D^{1,2}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{2^{*}}\left(\mathbb{R}^{N}\right)$, i.e.

$$
S=\inf _{u \in D^{1,2}\left(\mathbb{R}^{N}\right) \backslash\{0\}} \frac{\int_{\mathbb{R}^{N}}|\nabla u|^{2}}{\left(\int_{\mathbb{R}^{N}}|u|^{2^{*}}\right)^{\frac{2}{2^{*}}}} .
$$

For any $\varepsilon>0$ and $y \in \mathbb{R}^{N}, S$ is achieved by the Aubin-Talenti instanton (see [20, 21])

$$
\begin{equation*}
U_{\varepsilon, y}(x)=\frac{\left[N(N-2) \varepsilon^{2}\right]^{\frac{N-2}{4}}}{\left(\varepsilon^{2}+|x-y|^{2}\right)^{\frac{N-2}{2}}} \tag{1.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left|\nabla U_{\varepsilon, y}\right|^{2}=\int_{\mathbb{R}^{N}}\left|U_{\varepsilon, y}\right|^{2^{*}}=S^{\frac{N}{2}} . \tag{1.10}
\end{equation*}
$$

As showed in [15], the following manifold

$$
\begin{align*}
P= & \left\{(u, v) \in D^{1,2}\left(\mathbb{R}^{N}\right) \times D^{1,2}\left(\mathbb{R}^{N}\right) \mid\right. \\
& u, v \neq 0,\left\{\begin{array}{l}
\int_{\mathbb{R}^{N}}|\nabla u|^{2}=\int_{\mathbb{R}^{N}}\left(|u|^{2^{*}}+\beta|u|^{\frac{2^{*}}{2}}|v|^{\frac{2^{*}}{2}}\right), \\
\int_{\mathbb{R}^{N}}|\nabla v|^{2}=\int_{\mathbb{R}^{N}}\left(|v|^{2^{*}}+\beta|u|^{2^{*}}|v|^{\frac{2^{*}}{2}}\right)
\end{array}\right\} \tag{1.11}
\end{align*}
$$

contains all nontrivial solutions to problem (1.8). Set $A:=\inf _{(u, v) \in P} J(u, v)$, where $J(u, v)$ is the corresponding energy functional. It is proved in [15] that when $N \geq 5, A$ is attained and $A<\frac{1}{N} S^{\frac{N}{2}}$ for each $\beta>0$; and while $\beta<0, A=\frac{2}{N} S^{\frac{N}{2}}$ is not attained. This fact brings about the difference of the existence result in Theorem 1.1 between $\beta>0$ and $\beta<0$. To prove Theorem 1.1, we easily see that the functional $I$ possesses a mountain pass geometry and then a $(P S)$ sequence exists. For $\beta>0$, we could pull the mountain pass energy down below $\min \left\{A, B_{1}, B_{2}\right\}$, then the $(P S)$ condition holds for $I$. However, the above energy estimate cannot be directly applied to the case $\beta<0$ since $A$ is not attained when $\beta<0$. We overcome this difficulty by working in the radially symmetric Sobolev subspace $H_{r}=H_{r}^{1}\left(\mathbb{R}^{N}\right) \times H_{r}^{1}\left(\mathbb{R}^{N}\right)$, where $H_{r}^{1}\left(\mathbb{R}^{N}\right)=\left\{u \in H^{1}\left(\mathbb{R}^{N}\right) \mid u(x)=u(|x|)\right\}$ and using the constrained minimization on the following manifold defined similarly to (1.11):

$$
\begin{aligned}
M= & \left\{(u, v) \in H_{r} \mid\right. \\
& u, v \neq 0,\left\{\begin{array}{l}
\int_{\mathbb{R}^{N}}\left(|\nabla u|^{2}+|u|^{2}\right)=\int_{\mathbb{R}^{N}}\left(|u|^{2^{*}}+\beta|u|^{\frac{2^{*}}{2}}|v|^{\frac{2^{*}}{\frac{2}{2}}}+f(u) u\right), \\
\int_{\mathbb{R}^{N}}\left(|\nabla v|^{2}+|v|^{2}\right)=\int_{\mathbb{R}^{N}}\left(|v|^{2^{*}}+\beta|u|^{\frac{2^{*}}{2}}|v|^{\frac{2^{*}}{2}}+g(v) v\right)
\end{array}\right\} .
\end{aligned}
$$

Then Theorem 1.1 is proved. It is necessary to point out that due to the existence of the perturbation terms in $I$, we need the assumption $\beta>-1$ to show that the manifold $M$ is a suitable one for our problem, i.e. a minimizer of $I$ constrained on $M$ is a nontrivial solution of (1.1).
Throughout this paper, we use standard notations. For simplicity, we write $\int_{\Omega} h$ to mean the Lebesgue integral of $h(x)$ over a domain $\Omega \subset \mathbb{R}^{N}$. $L^{p}:=L^{p}\left(\mathbb{R}^{N}\right)(1 \leq p<+\infty)$ is the usual Lebesgue space with the standard norm $|\cdot|_{p}$. We use ' $\rightarrow$ ' and ' $\Delta$ ' to denote the strong and weak convergence in the related function space, respectively. $C,\left\{C_{i}\right\}_{i=1}^{+\infty}$ will denote a positive constant unless specified. We use ': $=$ ' to denote definitions. $B_{r}(x):=\{y \in$ $\left.\mathbb{R}^{N}| | y-x \mid<r\right\}$. We use ' $X^{-1}$ ' to denote the dual space of $X$. We denote a subsequence of a sequence $\left\{u_{n}\right\}$ as $\left\{u_{n}\right\}$ to simplify the notation unless specified.

The paper is organized as follows. In Section 2, we prove Theorem 1.1 with $\beta>0$; in Section 3, we give the proof of Theorem 1.1 with $\beta \in(-1,0)$.

## 2 Proof of Theorem 1.1 with $\boldsymbol{\beta}>0$

In this section, we consider the case $\beta>0$. We first give some preliminary results.

Lemma 2.1 Suppose that $\left(\mathrm{F}_{1}\right)-\left(\mathrm{F}_{3}\right)$ hold and $\beta>0$, then I possesses a mountain pass geometry around $(0,0)$ :
(1) There exist $\rho, \sigma>0$ such that $\inf _{\|(u, v)\|_{H}=\rho} I(u, v) \geq \sigma$;
(2) There exists $\left(u_{0}, v_{0}\right) \in H$ such that $\left\|\left(u_{0}, v_{0}\right)\right\|_{H}>\rho$ and $I\left(u_{0}, v_{0}\right)<0$.

Proof For any $(u, v) \in H \backslash\{(0,0)\}$, by (1.6) and the Sobolev embedding inequality, there is a constant $C>0$ such that

$$
I(u, v) \geq \frac{1}{4}\|(u, v)\|_{H}^{2}-\frac{C(1+\beta)}{2^{*}}\|(u, v)\|_{H}^{2^{*}}
$$

then there exist $\sigma, \rho>0$ such that $I(u, v) \geq \sigma$ for all $\|(u, v)\|_{H}=\rho$.
By (1.7), there exists $C>0$ such that

$$
\begin{equation*}
F(s) \geq C|s|^{2+\theta_{1}}, \quad G(s) \geq C|s|^{2+\theta_{2}}, \quad \forall s \in \mathbb{R} \tag{2.1}
\end{equation*}
$$

For any $t \geq 0$, we see that $I(t u, t v) \rightarrow-\infty$ as $t \rightarrow+\infty$. Then there exists $t_{0}>0$ such that $I\left(t_{0} u, t_{0} v\right)<0$ and $\left\|\left(t_{0} u, t_{0} v\right)\right\|_{H}>\rho$.

By the mountain pass theorem (see, e.g., Theorem 2.10 in [22]), there exists a $(P S)_{\mathcal{B}}$ sequence $\left\{\left(u_{n}, v_{n}\right)\right\} \subset H$ such that

$$
I\left(u_{n}, v_{n}\right) \rightarrow \mathcal{B}, \quad I^{\prime}\left(u_{n}, v_{n}\right) \rightarrow 0 \quad \text { in } H^{-1}
$$

where

$$
\mathcal{B}=\inf _{\gamma \in \Gamma} \max _{t \in[0,1]} I(\gamma(t))>0,
$$

and $\Gamma=\{\gamma \in C([0,1], H) \mid \gamma(0)=0, I(\gamma(t))<0\}$.

Lemma 2.2 Suppose that $\left(\mathrm{F}_{1}\right)-\left(\mathrm{F}_{3}\right)$ hold and $\beta>0$, then for any $(u, v) \in H \backslash\{(0,0)\}$, there exists a unique $\tilde{t}=\tilde{t}_{(u, v)}>0$ such that $\Psi(\tilde{t} u, \tilde{t} v)=0$ and $I(\tilde{t} u, \tilde{t} v)=\max _{t \geq 0} I(t u, t v)$, where

$$
\Psi(u, v)=\|(u, v)\|_{H}^{2}-\int_{\mathbb{R}^{N}}\left(|u|^{2^{*}}+|v|^{2^{*}}+2 \beta|u|^{\frac{2^{*}}{2}}|v|^{\frac{2^{*}}{2}}\right)-\int_{\mathbb{R}^{N}} f(u) u-\int_{\mathbb{R}^{N}} g(v) v .
$$

Proof For any $(u, v) \in H \backslash\{(0,0)\}$ and any $t \geq 0$, by $\left(\mathrm{F}_{1}\right)-\left(\mathrm{F}_{3}\right)$, we see that

$$
h(t)=\frac{t^{2}}{2}\|(u, v)\|_{H}^{2}-\frac{t^{2^{*}}}{2^{*}} \int_{\mathbb{R}^{N}}\left(|u|^{2^{*}}+|v|^{2^{*}}+2 \beta|u|^{\frac{2^{*}}{2}}|v|^{\frac{2^{*}}{2}}\right)-\int_{\mathbb{R}^{N}} F(t u)-\int_{\mathbb{R}^{N}} G(t v)
$$

has a unique critical point $\tilde{t}>0$ corresponding to its maximum. Then $h(\tilde{t})=\max _{t \geq 0} h(t)$ and $h^{\prime}(\tilde{t})=0$. So $\Psi(\tilde{t} u, \tilde{t} v)=0$.

Set

$$
\mathcal{M}=\{(u, v) \in H \backslash\{(0,0)\} \mid \Psi(u, v)=0\} .
$$

By Lemma 2.2, $\mathcal{M} \neq \varnothing$. Indeed, $\mathcal{M}$ contains all nontrivial and semitrivial solutions of (1.1). For any $(u, v) \in \mathcal{M}$, by $\beta>0$ and (1.7), we have $I(u, v)=I(u, v)-\frac{1}{2} \Psi(u, v) \geq 0$, i.e. $I(u, v)$ is bounded from below on $\mathcal{M}$. Moreover, it is easy to check that

$$
\mathcal{B}=\inf _{\substack{(u, v) \neq(0,0) \\(u, v) \in H}} \max _{t \geq 0} I(t u, t v)=\inf _{(u, v) \in \mathcal{M}} I(u, v) .
$$

For each $\beta>0$, as showed in [17], we set

$$
S_{\beta}:=\inf _{u, v \in D^{1,2}\left(\mathbb{R}^{N}\right) \backslash\{0\}} \frac{\int_{\mathbb{R}^{N}}\left(|\nabla u|^{2}+|\nabla v|^{2}\right)}{\left[\int_{\mathbb{R}^{N}}\left(|u|^{2^{*}}+|v|^{2^{*}}+2 \beta|u|^{\frac{2^{*}}{2}}|v|^{2^{*}}\right)\right]^{\frac{2}{2^{*}}}} .
$$

Then $S_{\beta} \geq 0$ is well defined.

Lemma 2.3 (Lemma 2.1, Lemma 2.2, [17]) For each $\beta>0$,

$$
S_{\beta}=\frac{1+\tau_{0}^{2}}{\left(1+\tau_{0}^{\frac{2 N}{N-2}}+2 \beta \tau_{0}^{\frac{N}{N-2}}\right)^{\frac{N-2}{N}}} S
$$

and $S_{\beta}$ is attained by $\left(\tau_{0} U_{\varepsilon, y}, U_{\varepsilon, y}\right)$, where $\tau_{0}$ is the unique positive zero point of $\varphi(\tau)=$ $1+\beta \tau \frac{N}{N-2}-\beta \tau^{\frac{4-N}{N-2}}-\tau \frac{4}{N-2}$.

For $\rho>0$, let $\psi \in C_{0}^{\infty}\left(B_{2 \rho}(0)\right)$ be a cut-off function with $0 \leq \psi \leq 1$ and $\psi \equiv 1$ for $|x| \leq \rho$. For $\varepsilon>0$, denote

$$
\begin{equation*}
w_{\varepsilon}:=\psi U_{\varepsilon, 0} . \tag{2.2}
\end{equation*}
$$

Then, by [23], we have

$$
\begin{align*}
& \int_{\mathbb{R}^{N}}\left|\nabla w_{\varepsilon}\right|^{2}=S^{\frac{N}{2}}+O\left(\varepsilon^{N-2}\right), \quad \int_{\mathbb{R}^{N}}\left|w_{\varepsilon}\right|^{2^{*}}=S^{\frac{N}{2}}+O\left(\varepsilon^{N}\right),  \tag{2.3}\\
& \int_{\mathbb{R}^{N}}\left|w_{\varepsilon}\right|^{2}=C_{1} \varepsilon^{2}+O\left(\varepsilon^{N-2}\right),
\end{align*}
$$

where $C_{1}>0$ is a constant independent of $\varepsilon$.

Lemma 2.4 (Lemma 2.3, [18]) Suppose that $\left(F_{2}\right)$ holds. For any sequences $\left\{t_{\varepsilon}\right\},\left\{s_{\varepsilon}\right\}$ satisfying that there exist two constants $0<C_{2}<C_{3}<+\infty$ independent of $\varepsilon$ such that $C_{2} \leq$ $t_{\varepsilon}, s_{\varepsilon} \leq C_{3}$ for $\varepsilon$ small enough, then

$$
\lim _{\varepsilon \rightarrow 0^{+}} \frac{\int_{\mathbb{R}^{N}} F\left(t_{\varepsilon} w_{\varepsilon}\right)}{\varepsilon^{2}}=+\infty, \quad \lim _{\varepsilon \rightarrow 0^{+}} \frac{\int_{\mathbb{R}^{N}} G\left(s_{\varepsilon} w_{\varepsilon}\right)}{\varepsilon^{2}}=+\infty .
$$

As mentioned in Section $1, u_{1}, v_{1} \in H^{1}\left(\mathbb{R}^{N}\right)$ are respectively radially positive least energy solutions of (1.3) and (1.4) with the corresponding energy denoted by $B_{1}, B_{2}$, i.e.

$$
\begin{equation*}
I\left(u_{1}, 0\right)=B_{1}<\frac{1}{N} S^{\frac{N}{2}}, \quad I\left(0, v_{1}\right)=B_{2}<\frac{1}{N} S^{\frac{N}{2}} . \tag{2.4}
\end{equation*}
$$

By standard regularity arguments, $u_{1}, v_{1} \in C\left(\mathbb{R}^{N}\right)$ and $u_{1}(0)=\max _{x \in \mathbb{R}^{N}} u_{1}(x), v_{1}(0)=$ $\max _{x \in \mathbb{R}^{N}} v_{1}(x)$.

Lemma 2.5 Suppose that $\left(\mathrm{F}_{1}\right)-\left(\mathrm{F}_{3}\right)$ hold and $\beta>0$, then

$$
\mathcal{B}<\min \left\{B_{1}, B_{2}, \frac{1}{N} S_{\beta}^{\frac{N}{2}}\right\}
$$

Proof The proof consists of two steps.
Step 1: We prove that $\mathcal{B}<\frac{1}{N} S_{\beta}^{\frac{N}{2}}$.
For $\varepsilon>0$, denote $\left(u_{\varepsilon}, v_{\varepsilon}\right):=\left(\tau_{0} w_{\varepsilon}, w_{\varepsilon}\right)$, where $\tau_{0}$ is given in Lemma 2.3. By Lemma 2.2, there exists a unique $t_{\varepsilon}>0$ such that

$$
\begin{equation*}
\left(t_{\varepsilon} u_{\varepsilon}, t_{\varepsilon} v_{\varepsilon}\right) \in \mathcal{M} \tag{2.5}
\end{equation*}
$$

and $I\left(t_{\varepsilon} u_{\varepsilon}, t_{\varepsilon} v_{\varepsilon}\right)=\max _{t \geq 0} I\left(t u_{\varepsilon}, t v_{\varepsilon}\right)$.
We claim that $\left\{t_{\varepsilon}\right\}_{\varepsilon>0}$ is bounded from below by a positive constant. Otherwise, there exists a sequence $\left\{\varepsilon_{n}\right\} \subset \mathbb{R}_{+}$satisfying $\lim _{n \rightarrow+\infty} t_{\varepsilon_{n}}=0$ and $I\left(t_{\varepsilon_{n}} u_{\varepsilon_{n}}, t_{\varepsilon_{n}} v_{\varepsilon_{n}}\right)=$ $\max _{t \geq 0} I\left(t u_{\varepsilon_{n}}, t v_{\varepsilon_{n}}\right)$, then by (2.2)-(2.5) and $\left(\mathrm{F}_{1}\right),\left(\mathrm{F}_{3}\right)$, we have $0<\mathcal{B} \leq \lim _{n \rightarrow+\infty} I\left(t_{\varepsilon_{n}} u_{\varepsilon_{n}}\right.$, $\left.t_{\varepsilon_{n}} v_{\varepsilon_{n}}\right)=0$, which is impossible. So there exist $0<C_{4}<C_{5}$ independent of $\varepsilon$ satisfying that

$$
\begin{equation*}
C_{4} \leq t_{\varepsilon} \leq C_{5} \quad \text { for all } \varepsilon>0 \tag{2.6}
\end{equation*}
$$

Then, by (2.2)-(2.6) and Lemmas 2.3 and 2.4, we see that

$$
\begin{aligned}
\mathcal{B} \leq & I\left(t_{\varepsilon} u_{\varepsilon}, t_{\varepsilon} v_{\varepsilon}\right) \\
\leq & \max _{t>0}\left\{\frac{t^{2}}{2}\left\|\left(u_{\varepsilon}, v_{\varepsilon}\right)\right\|_{H}^{2}-\frac{t^{2^{*}}}{2^{*}} \int_{\mathbb{R}^{N}}\left(\left|u_{\varepsilon}\right|^{2^{*}}+\left|v_{\varepsilon}\right|^{2^{*}}+2 \beta\left|u_{\varepsilon}\right|^{\frac{2^{*}}{2}}\left|v_{\varepsilon}\right|^{\frac{2}{*}_{2}^{2}}\right)\right\} \\
& -\int_{\mathbb{R}^{N}}\left[F\left(t_{\varepsilon} u_{\varepsilon}\right)+G\left(t_{\varepsilon} v_{\varepsilon}\right)\right] \\
\leq & \frac{\left\|\left(u_{\varepsilon}, v_{\varepsilon}\right)\right\|_{H}^{2}}{N}\left[\frac{\left\|\left(u_{\varepsilon}, v_{\varepsilon}\right)\right\|_{H}^{2}}{\int_{\mathbb{R}^{N}}\left(\left|u_{\varepsilon}\right|^{2^{*}}+\left|v_{\varepsilon}\right|^{2^{*}}+2 \beta\left|u_{\varepsilon}\right|^{\frac{2^{*}}{2}}\left|v_{\varepsilon}\right|^{\frac{2^{*}}{2}}\right)}\right]^{\frac{2}{2^{*}-2}} \\
& -\int_{\mathbb{R}^{N}} F\left(t_{\varepsilon} u_{\varepsilon}\right)-\int_{\mathbb{R}^{N}} G\left(t_{\varepsilon} v_{\varepsilon}\right) \\
\leq & \frac{1}{N} \frac{\left[\left(1+\tau_{0}^{2}\right) S^{\frac{N}{2}}+C_{1}\left(1+\tau_{0}^{2}\right) \varepsilon^{2}+O\left(\varepsilon^{N-2}\right)\right]^{\frac{N}{2}}}{\left[\left(1+2 \beta \tau_{0}^{\frac{N}{N-2}}+\tau_{0}^{\frac{2 N-2}{N-2}}\right) S^{\frac{N}{2}}+O\left(\varepsilon^{N}\right)\right]^{\frac{N-2}{2}}} \int_{\mathbb{R}^{N}} F\left(t_{\varepsilon} u_{\varepsilon}\right)-\int_{\mathbb{R}^{N}} G\left(t_{\varepsilon} v_{\varepsilon}\right) \\
\leq & \frac{1}{N} \frac{\left(1+\tau_{0}^{2}\right)^{\frac{N}{2}} S^{\frac{N}{2}}}{\left(1+2 \beta \tau_{0}^{\frac{N}{N-2}}+\tau_{0}^{\frac{2 N}{N-2}}\right)^{\frac{N-2}{2}}+C_{6} \varepsilon^{2}+O\left(\varepsilon^{N-2}\right)-\int_{\mathbb{R}^{N}} F\left(t_{\varepsilon} u_{\varepsilon}\right)-\int_{\mathbb{R}^{N}} G\left(t_{\varepsilon} v_{\varepsilon}\right)} \\
< & \frac{1}{N} S_{\beta}^{\frac{N}{2}} \quad \text { for } \varepsilon>0 \text { small enough. }
\end{aligned}
$$

Step 2: We prove that $\mathcal{B}<B_{1}$ and $\mathcal{B}<B_{2}$.
The idea of this proof follows from Lemma 2.7 in [15].
We define a function $H: \mathbb{R}^{2} \rightarrow \mathbb{R}$ by

$$
H(t, s)=\Psi\left(t u_{1}, t s v_{1}\right)
$$

It is easy to check that $H(1,0)=0$ and $H_{t}(1,0) \neq 0$. Then, by the implicit function theorem, there exist $\delta>0$ and a function $t(s) \in C^{1}(-\delta, \delta)$ such that

$$
t(0)=1, \quad t^{\prime}(s)=-\frac{H_{s}(t, s)}{H_{t}(t, s)} \quad \text { and } \quad H(t(s), s)=0, \quad \forall s \in(-\delta, \delta),
$$

which implies that

$$
\begin{equation*}
\left(t(s) u_{1}, t(s) s v_{1}\right) \in \mathcal{M}, \quad \forall s \in(-\delta, \delta) \tag{2.7}
\end{equation*}
$$

Since $\frac{2^{*}}{2}<2<2^{*}$ and $\beta>0$, by direct calculation and $\left(\mathrm{F}_{1}\right),\left(\mathrm{F}_{2}\right)$, we have

$$
\lim _{s \rightarrow 0} \frac{t^{\prime}(s)}{|s|^{\frac{2^{*}}{2}-2} s}=\frac{-2^{*} \beta \int_{\mathbb{R}^{N}}\left|u_{1}\right|^{\frac{2^{*}}{2}}\left|v_{1}\right|^{\frac{2^{*}}{2}}}{\left(2^{*}-2\right) \int_{\mathbb{R}^{N}}\left|u_{1}\right|^{2^{*}}+\int_{\mathbb{R}^{N}}\left[f^{\prime}\left(u_{1}\right) u_{1}^{2}-f\left(u_{1}\right) u_{1}\right]}<0
$$

i.e.

$$
t^{\prime}(s)=\frac{-2^{*} \beta \int_{\mathbb{R}^{N}}\left|u_{1}\right|^{\frac{2^{*}}{2}}\left|v_{1}\right|^{\frac{2^{*}}{2}}}{\left(2^{*}-2\right) \int_{\mathbb{R}^{N}}\left|u_{1}\right|^{2^{*}}+\int_{\mathbb{R}^{N}}\left[f^{\prime}\left(u_{1}\right) u_{1}^{2}-f\left(u_{1}\right) u_{1}\right]}|s|^{\frac{2^{*}}{2}-2} s(1+o(1)) \quad \text { as } s \rightarrow 0
$$

So

$$
\begin{equation*}
t(s)=1-\frac{2 \beta \int_{\mathbb{R}^{N}}\left|u_{1}\right|^{\frac{2^{*}}{2}}\left|v_{1}\right|^{\frac{2^{*}}{2}}}{\left(2^{*}-2\right) \int_{\mathbb{R}^{N}}\left|u_{1}\right|^{2^{*}}+\int_{\mathbb{R}^{N}}\left[f^{\prime}\left(u_{1}\right) u_{1}^{2}-f\left(u_{1}\right) u_{1}\right]}|s|^{\frac{2^{*}}{2}}(1+o(1)) \quad \text { as } s \rightarrow 0 \tag{2.8}
\end{equation*}
$$

Then

$$
\begin{equation*}
t^{2^{*}}(s)=1-\frac{22^{*} \beta \int_{\mathbb{R}^{N}}\left|u_{1}\right|^{\frac{2}{}^{*}}}{\left(2^{*}-2\right) \int_{\mathbb{R}^{N}}\left|v_{1}\right|^{2^{*}}+\int_{\mathbb{R}^{N}}\left[f^{\prime}\left(u_{1}\right) u_{1}^{2}-f\left(u_{1}\right) u_{1}\right]}|s|^{\frac{2^{*}}{2}}(1+o(1)) \quad \text { as } s \rightarrow 0 \tag{2.9}
\end{equation*}
$$

By $\left(\mathrm{F}_{2}\right)$, we see that the function $\widetilde{F}(t):=\frac{1}{2} f(t) t-F(t)$ is nondecreasing on $(0,+\infty)$. By (2.8), we may assume that $0<t(s) \leq 1$ for $|s|$ small enough. So

$$
\begin{equation*}
\widetilde{F}\left(t(s) u_{1}\right) \leq \widetilde{F}\left(u_{1}\right) \quad \text { for }|s| \text { small enough. } \tag{2.10}
\end{equation*}
$$

By $\left(F_{1}\right),\left(F_{3}\right)$, we have $\lim _{s \rightarrow 0} \frac{g\left(t(s) s v_{1}\right) t(s) s v_{1}}{|s|^{\frac{2^{*}}{2}}}=\lim _{s \rightarrow 0} \frac{G\left(t(s) s v_{1}\right)}{|s|^{\frac{2^{*}}{2}}}=0$. Thus, by (2.4), (2.7)-(2.10) and $\beta>0$, we see that for $\forall s \in(-\delta, \delta)$,

$$
\begin{aligned}
\mathcal{B} & \leq I\left(t(s) u_{1}, t(s) s v_{1}\right)-\frac{1}{2} \Psi\left(t(s) u_{1}, t(s) s v_{1}\right) \\
& =\frac{1}{N} t^{2^{*}}(s) \int_{\mathbb{R}^{N}}\left(\left|u_{1}\right|^{2^{*}}+|s|^{2^{*}}\left|v_{1}\right|^{2^{*}}+2 \beta|s|^{\frac{2^{*}}{2}}\left|u_{1}\right|^{\frac{2^{*}}{2}}\left|v_{1}\right|^{\frac{2}{}^{2}}\right)
\end{aligned}
$$

$$
\begin{aligned}
& +\int_{\mathbb{R}^{N}}\left[\frac{1}{2} f\left(t(s) u_{1}\right) t(s) u_{1}-F\left(t(s) u_{1}\right)\right]+\int_{\mathbb{R}^{N}}\left[\frac{1}{2} g\left(t(s) s v_{1}\right) t(s) s v_{1}-G\left(t(s) s v_{1}\right)\right] \\
\leq & \frac{1}{N} \int_{\mathbb{R}^{N}}\left|u_{1}\right|^{2^{*}}+\int_{\mathbb{R}^{N}}\left[\frac{1}{2} f\left(u_{1}\right) u_{1}-F\left(u_{1}\right)\right]-|s|^{\frac{2^{*}}{2}} \frac{2 \beta}{2^{*}} \int_{\mathbb{R}^{N}}\left|u_{1}\right|^{\frac{2^{*}}{2}}\left|v_{1}\right|^{\frac{2^{*}}{2}}+o\left(|s|^{\frac{2^{*}}{2}}\right) \\
< & \frac{1}{N} \int_{\mathbb{R}^{N}}\left|u_{1}\right|^{2^{*}}+\int_{\mathbb{R}^{N}}\left[\frac{1}{2} f\left(u_{1}\right) u_{1}-F\left(u_{1}\right)\right]=B_{1} \quad \text { as }|s|>0 \text { small enough. }
\end{aligned}
$$

Hence $\mathcal{B}<B_{1}$. Similarly, we have $\mathcal{B}<B_{2}$. Therefore the proof of the lemma is completed.

Lemma 2.6 ([22], Vanishing lemma) Letr $>0$ and $2 \leq q<2^{*}$. If $\left\{u_{n}\right\}$ is bounded in $H^{1}\left(\mathbb{R}^{N}\right)$ and

$$
\sup _{y \in \mathbb{R}^{N}} \int_{B_{r}(y)}\left|u_{n}\right|^{q} \rightarrow 0, \quad n \rightarrow+\infty
$$

then $u_{n} \rightarrow 0$ in $L^{p}\left(\mathbb{R}^{N}\right)$ for $2<p<2^{*}$.

Proof of Theorem 1.1 with $\beta>0$ By Lemma 2.1, there exists a sequence $\left\{\left(u_{n}, v_{n}\right)\right\} \subset H$ such that

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} I\left(u_{n}, v_{n}\right)=\mathcal{B}, \quad \lim _{n \rightarrow+\infty} I^{\prime}\left(u_{n}, v_{n}\right)=0 \tag{2.11}
\end{equation*}
$$

By (1.7), we easily see that $\left\{\left(u_{n}, v_{n}\right)\right\}$ is uniformly bounded in $H$.
Let

$$
\begin{equation*}
\delta_{1}:=\lim _{n \rightarrow+\infty} \sup _{y \in \mathbb{R}^{N}} \int_{B_{1}(y)}\left|u_{n}\right|^{2}, \quad \delta_{2}:=\lim _{n \rightarrow+\infty} \sup _{z \in \mathbb{R}^{N}} \int_{B_{1}(z)}\left|v_{n}\right|^{2} \tag{2.12}
\end{equation*}
$$

then $\delta_{1}, \delta_{2} \in[0,+\infty)$. If $\delta_{1}=\delta_{2}=0$, then by the vanishing lemma 2.6 , we have $u_{n} \rightarrow 0$ in $L^{p}\left(\mathbb{R}^{N}\right)$ and $v_{n} \rightarrow 0$ in $L^{p}\left(\mathbb{R}^{N}\right), \forall 2<p<2^{*}$. By $\left(\mathrm{F}_{1}\right),\left(\mathrm{F}_{3}\right)$, for any $\varepsilon>0$, there exists $C_{\varepsilon}>0$ such that

$$
\begin{equation*}
|F(t)| \leq \varepsilon\left(|t|^{2}+|t|^{2^{*}}\right)+C_{\varepsilon}|t|^{p}, \quad|G(t)| \leq \varepsilon\left(|t|^{2}+|t|^{2^{*}}\right)+C_{\varepsilon}|t|^{p} . \tag{2.13}
\end{equation*}
$$

Then

$$
\limsup _{n \rightarrow+\infty} \int_{\mathbb{R}^{N}}\left|F\left(u_{n}\right)\right| \leq \limsup _{n \rightarrow+\infty}\left[\varepsilon \int_{\mathbb{R}^{N}}\left(\left|u_{n}\right|^{2}+\left|u_{n}\right|^{2^{*}}\right)+C_{\varepsilon} \int_{\mathbb{R}^{N}}\left|u_{n}\right|^{p}\right] \leq C \varepsilon,
$$

which shows that $\lim _{n \rightarrow+\infty} \int_{\mathbb{R}^{N}} F\left(u_{n}\right)=0$ since $\varepsilon>0$ is arbitrary. Similarly,

$$
\lim _{n \rightarrow+\infty} \int_{\mathbb{R}^{N}} G\left(v_{n}\right)=0
$$

By (2.11) and the boundedness of $\left\{\left(u_{n}, v_{n}\right)\right\}$, we see that

$$
\begin{equation*}
\lim _{n \rightarrow+\infty}\left\|\left(u_{n}, v_{n}\right)\right\|_{H}^{2}=\lim _{n \rightarrow+\infty} \int_{\mathbb{R}^{N}}\left(\left|u_{n}\right|^{2^{*}}+\left|v_{n}\right|^{2^{*}}+2 \beta\left|u_{n}\right|^{\frac{2}{}^{*}}\left|v_{n}\right|^{\frac{2^{*}}{2}}\right)=N \mathcal{B} . \tag{2.14}
\end{equation*}
$$

For $n$ large, we may assume that $u_{n}, v_{n} \in D^{1,2}\left(\mathbb{R}^{N}\right) \backslash\{0\}$. Hence, by (2.14), we see that

$$
S_{\beta} \leq \frac{\left\|\left(u_{n}, v_{n}\right)\right\|_{H}^{2}}{\left[\int_{\mathbb{R}^{N}}\left(\left|u_{n}\right|^{2^{*}}+\left|v_{n}\right|^{2^{*}}+2 \beta\left|u_{n}\right|^{\frac{2^{*}}{2}}\left|v_{n}\right|^{2^{*}}\right)\right]^{\frac{2^{*}}{2^{*}}}} \rightarrow(N \mathcal{B})^{\frac{2}{N}}
$$

i.e. $\mathcal{B} \geq \frac{1}{N} S_{\beta}^{\frac{N}{2}}$, which contradicts Lemma 2.5.

So we deduce that at least one of the following two inequalities $\delta_{1}>0$ and $\delta_{2}>0$ holds. Without loss of generality, we may assume that $\delta_{1}>0$. There exists a sequence $\left\{y_{n}\right\} \subset \mathbb{R}^{N}$ such that

$$
\begin{equation*}
\int_{B_{1}\left(y_{n}\right)}\left|u_{n}\right|^{2} \geq \frac{\delta_{1}}{2}>0 \tag{2.15}
\end{equation*}
$$

Set

$$
\tilde{u}_{n}(x):=u_{n}\left(x+y_{n}\right), \quad \tilde{v}_{n}(x):=v_{n}\left(x+y_{n}\right) .
$$

Then $\left\{\left(\tilde{u}_{n}, \tilde{v}_{n}\right)\right\}$ is also a bounded $(P S)_{\mathcal{B}}$ sequence for $I$. Up to a subsequence, we may assume that there exists $(\tilde{u}, \tilde{v}) \in H$ such that $\left(\tilde{u}_{n}, \tilde{v}_{n}\right) \rightharpoonup(\tilde{u}, \tilde{v})$ in $H$, then $I^{\prime}(\tilde{u}, \tilde{v})=0$. Moreover, by the Sobolev embedding theorem, we have

$$
\begin{cases}\left(\tilde{u}_{n}, \tilde{v}_{n}\right) \rightarrow(\tilde{u}, \tilde{v}) & \text { in } L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{N}\right) \times L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{N}\right), \forall 2 \leq p<2^{*}, \\ \tilde{u}_{n}(x) \rightarrow \tilde{u}(x), \tilde{v}_{n}(x) \rightarrow \tilde{v}(x) & \text { a.e. in } \mathbb{R}^{N}\end{cases}
$$

which and (2.15) imply that $\tilde{u} \not \equiv 0$.
If $\tilde{v} \equiv 0$, then $\tilde{u}$ is a nontrivial solution of $-\Delta u+u=|u|^{2^{*}-2} u+f(u)$ in $\mathbb{R}^{N}$. Then $I(\tilde{u}, 0) \geq$ $B_{1}$. Hence, by $\beta>0$, (1.7) and Fatou's lemma, we have

$$
\begin{aligned}
\mathcal{B}= & \lim _{n \rightarrow+\infty}\left(I\left(\tilde{u}_{n}, \tilde{v}_{n}\right)-\frac{1}{2}\left\langle I^{\prime}\left(\tilde{u}_{n}, \tilde{v}_{n}\right),\left(\tilde{u}_{n}, \tilde{v}_{n}\right)\right\rangle\right) \\
= & \lim _{n \rightarrow+\infty}\left[\frac{1}{N} \int_{\mathbb{R}^{N}}\left(\left|\tilde{u}_{n}\right|^{2^{*}}+\left|\tilde{v}_{n}\right|^{2^{*}}+2 \beta\left|\tilde{u}_{n}\right|^{2^{*}}\left|\tilde{v}_{n}\right|^{2^{*}}\right)+\int_{\mathbb{R}^{N}}\left(\frac{1}{2} f\left(\tilde{u}_{n}\right) \tilde{u}_{n}-F\left(\tilde{u}_{n}\right)\right)\right. \\
& \left.+\int_{\mathbb{R}^{N}}\left(\frac{1}{2} g\left(\tilde{v}_{n}\right) \tilde{v}_{n}-G\left(\tilde{v}_{n}\right)\right)\right] \\
\geq & \liminf _{n \rightarrow+\infty}\left[\frac{1}{N} \int_{\mathbb{R}^{N}}\left|\tilde{u}_{n}\right|^{2^{*}}+\int_{\mathbb{R}^{N}}\left(\frac{1}{2} f\left(\tilde{u}_{n}\right) \tilde{u}_{n}-F\left(\tilde{u}_{n}\right)\right)\right] \\
\geq & \frac{1}{N} \int_{\mathbb{R}^{N}}|\tilde{u}|^{2^{*}}+\int_{\mathbb{R}^{N}}\left(\frac{1}{2} f(\tilde{u}) \tilde{u}-F(\tilde{u})\right) \\
= & I(\tilde{u}, 0) \geq B_{1},
\end{aligned}
$$

which contradicts Lemma 2.5 . So $\tilde{v} \not \equiv 0$. Then $(\tilde{u}, \tilde{v})$ is a nontrivial solution to (1.1). Thus $(\tilde{u}, \tilde{v}) \in \mathcal{M}$ and

$$
\begin{aligned}
\mathcal{B} & \leq I(\tilde{u}, \tilde{v})-\frac{1}{2}\left\langle I^{\prime}(\tilde{u}, \tilde{v}),(\tilde{u}, \tilde{v})\right\rangle \\
& =\frac{1}{N} \int_{\mathbb{R}^{N}}\left(|\tilde{u}|^{2^{*}}+|\tilde{v}|^{2^{*}}+2 \beta|\tilde{u}|^{\frac{2^{*}}{2}}|\tilde{v}|^{\frac{2^{*}}{2}}\right)
\end{aligned}
$$

$$
\begin{aligned}
& +\int_{\mathbb{R}^{N}}\left(\frac{1}{2} f(\tilde{u}) \tilde{u}-F(\tilde{u})\right)+\int_{\mathbb{R}^{N}}\left(\frac{1}{2} g(\tilde{v}) \tilde{v}-G(\tilde{v})\right) \\
\leq & \liminf _{n \rightarrow+\infty}\left\{\frac{1}{N} \int_{\mathbb{R}^{N}}\left(\left|\tilde{u}_{n}\right|^{2^{*}}+\left|\tilde{v}_{n}\right|^{2^{*}}+2 \beta\left|\tilde{u}_{n}\right|^{\frac{2^{*}}{2}}\left|\tilde{v}_{n}\right|^{\frac{2^{*}}{2}}\right)+\int_{\mathbb{R}^{N}}\left(\frac{1}{2} f\left(\tilde{u}_{n}\right) \tilde{u}_{n}-F\left(\tilde{u}_{n}\right)\right)\right. \\
& \left.+\int_{\mathbb{R}^{N}}\left(\frac{1}{2} g\left(\tilde{v}_{n}\right) \tilde{v}_{n}-G\left(\tilde{v}_{n}\right)\right)\right\} \\
= & \liminf _{n \rightarrow+\infty}\left(I\left(\tilde{u}_{n}, \tilde{v}_{n}\right)-\frac{1}{2}\left\langle I^{\prime}\left(\tilde{u}_{n}, \tilde{v}_{n}\right),\left(\tilde{u}_{n}, \tilde{v}_{n}\right)\right\rangle\right)=\mathcal{B},
\end{aligned}
$$

which shows that $I(\tilde{u}, \tilde{v})=\mathcal{B}$. Moreover,

$$
I(\tilde{u}, \tilde{v})=m:=\inf \{I(u, v) \mid(u, v) \text { is a nontrivial solution of }(1.1)\} .
$$

Indeed, since $(\tilde{u}, \tilde{v})$ is a nontrivial solution to (1.1), $I(\tilde{u}, \tilde{v}) \geq m$. On the other hand, for any nontrivial solution $(u, v)$ to (1.1), then $(u, v) \in \mathcal{M}$, which shows that $I(u, v) \geq \mathcal{B}$. Hence $m \geq \mathcal{B}=I(\tilde{u}, \tilde{v})$ since $(u, v)$ is arbitrary. So $I(\tilde{u}, \tilde{v})=m$.
Since the functional $I$ and the manifold $\mathcal{M}$ are symmetric, we see that $(|\tilde{u}|,|\tilde{v}|)$ is also a nontrivial solution to (1.1) and $I(|\tilde{u}|,|\tilde{v}|)=\mathcal{B}$. By regularity and the maximum principle, we obtain that $|\tilde{u}|,|\tilde{v}|>0$ in $\mathbb{R}^{N}$.

## 3 Proof of Theorem 1.1 with $\beta \in(-1,0)$

In this section, we study the existence of radially positive least energy solutions to (1.1) when $-1<\beta<0$. Denote $H_{r}:=H_{r}^{1}\left(\mathbb{R}^{N}\right) \times H_{r}^{1}\left(\mathbb{R}^{N}\right)$. To prove the theorem, we set

$$
\begin{aligned}
M= & \left\{(u, v) \in H_{r} \mid u \not \equiv 0, v \not \equiv 0, \int_{\mathbb{R}^{N}}\left(|\nabla u|^{2}+|u|^{2}\right)=\int_{\mathbb{R}^{N}}\left(|u|^{2^{*}}+\beta|u|^{\frac{2^{*}}{2}}|v|^{\frac{2^{*}}{2}}+f(u) u\right),\right. \\
& \left.\int_{\mathbb{R}^{N}}\left(|\nabla v|^{2}+|v|^{2}\right)=\int_{\mathbb{R}^{N}}\left(|v|^{2^{*}}+\beta|u|^{\frac{2^{*}}{2}}|v|^{\frac{2^{*}}{2}}+g(v) v\right)\right\} .
\end{aligned}
$$

Then $M \neq \varnothing$. In fact, taking $u, v \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right), u, v \in H_{r}^{1}\left(\mathbb{R}^{N}\right)$ with $u, v \not \equiv 0$ and $\operatorname{supp}(u) \cap$ $\operatorname{supp}(v)=\varnothing$, then by $\left(\mathrm{F}_{1}\right)-\left(\mathrm{F}_{3}\right)$, there exist $t_{1}, t_{2}>0$ such that $\left(t_{1} u, t_{2} v\right) \in M$. For any $(u, v) \in$ $H_{r}$, by $\beta \in(-1,0)$, the Hölder inequality and the Cauchy inequality, we have

$$
\begin{equation*}
2|\beta| \int_{\mathbb{R}^{N}}|u|^{\frac{2}{}^{*}}|v|^{\frac{2}{*}_{2}^{2}} \leq 2|\beta|\left(\int_{\mathbb{R}^{N}}|u|^{2^{*}}\right)^{\frac{1}{2}}\left(\int_{\mathbb{R}^{N}}|v|^{2^{*}}\right)^{\frac{1}{2}}<\int_{\mathbb{R}^{N}}\left(|u|^{2^{*}}+|v|^{2^{*}}\right) . \tag{3.1}
\end{equation*}
$$

Then the minimization problem

$$
B:=\inf _{(u, v) \in M} I(u, v)
$$

is well defined and $B \geq 0$.

Lemma 3.1 Suppose that $\left(\mathrm{F}_{1}\right)-\left(\mathrm{F}_{3}\right)$ hold and $\beta \in(-1,0)$, then $B>0$ and $I$ is coercive on $M$. Moreover, there exists $C_{0}>0$ such that $\int_{\mathbb{R}^{N}}|u|^{2^{*}}, \int_{\mathbb{R}^{N}}|v|^{2^{*}} \geq C_{0}$ for any $(u, v) \in M$.

Proof Since $\beta \in(-1,0)$, for each $(u, v) \in M$, by (3.1) and (1.7), we have

$$
I(u, v)=\frac{1}{N} \int_{\mathbb{R}^{N}}\left(|u|^{2^{*}}+|v|^{2^{*}}+2 \beta|u|^{\frac{2^{*}}{2}}|v|^{\frac{2^{*}}{2}}\right)+\int_{\mathbb{R}^{N}}\left(\frac{1}{2} f(u) u-F(u)+\frac{1}{2} g(v) v-G(v)\right)>0,
$$

which implies that $B>0$ and $I$ is coercive on $M$.
For any $(u, v) \in M$, by $\beta<0,(1.5)$ and the Sobolev embedding inequality, we have

$$
\|u\|^{2} \leq \int_{\mathbb{R}^{N}}|u|^{2^{*}}+\int_{\mathbb{R}^{N}} f(u) u \leq \frac{1}{2}\|u\|^{2}+C \int_{\mathbb{R}^{N}}|u|^{2^{*}} \leq \frac{1}{2}\|u\|^{2}+C S^{-\frac{2^{*}}{2}}\|u\|^{2^{*}}
$$

which implies that $\|u\|^{2} \geq C_{1}$ for some $C_{1}>0$ and then $\int_{\mathbb{R}^{N}}|u|^{2^{*}} \geq \frac{1}{2 C}\|u\|^{2} \geq C_{2}$ for some $C_{2}>0$. Similarly, $\int_{\mathbb{R}^{N}}|v|^{2^{*}} \geq C_{3}$ for some $C_{3}>0$. Set $C_{0}=\min \left\{C_{2}, C_{3}\right\}$, then the lemma is proved.

Lemma 3.2 Suppose that $\left(\mathrm{F}_{1}\right)-\left(\mathrm{F}_{3}\right)$ hold and $\beta \in(-1,0)$, then $B<\min \left\{B_{1}+\frac{1}{N} S^{\frac{N}{2}}, B_{2}+\right.$ $\left.\frac{1}{N} S^{\frac{N}{2}}\right\}$.

Proof We first prove that there exist $\left(t_{\varepsilon} u_{1}, s w_{\varepsilon}\right) \in M$, where $u_{1}, w_{\varepsilon}$ are defined in (2.4) and (2.2). It is enough to prove that there exist $t_{\varepsilon}, s_{\varepsilon}>0$ solving the following system:

$$
\left\{\begin{array}{l}
t^{2} \int_{\mathbb{R}^{N}}\left(\left|\nabla u_{1}\right|^{2}+u_{1}^{2}\right)  \tag{3.2}\\
\quad=t^{2^{*}} \int_{\mathbb{R}^{N}}\left|u_{1}\right|^{2^{*}}+t^{\frac{2^{*}}{2}} s^{\frac{2^{*}}{2}} \beta \int_{\mathbb{R}^{N}}\left|u_{1}\right|^{\frac{2^{*}}{2}}\left|w_{\varepsilon}\right|^{\frac{2^{*}}{2}}+\int_{\mathbb{R}^{N}} f\left(t u_{1}\right) t u_{1} \\
s^{2} \int_{\mathbb{R}^{N}}\left(\left|\nabla w_{\varepsilon}\right|^{2}+w_{\varepsilon}^{2}\right) \\
\quad=s^{2^{*}} \int_{\mathbb{R}^{N}}\left|w_{\varepsilon}\right|^{2^{*}}+t^{\frac{2^{*}}{2}} s^{\frac{2^{*}}{2}} \beta \int_{\mathbb{R}^{N}}\left|u_{1}\right|^{\frac{2^{*}}{2}}\left|w_{\varepsilon}\right|^{\frac{2^{*}}{2}}+\int_{\mathbb{R}^{N}} g\left(s w_{\varepsilon}\right) s w_{\varepsilon} \\
t, s>0
\end{array}\right.
$$

Since $\int_{\mathbb{R}^{N}}\left(\left|\nabla u_{1}\right|^{2}+u_{1}^{2}\right)=\int_{\mathbb{R}^{N}}\left(\left|u_{1}\right|^{2^{*}}+f\left(u_{1}\right) u_{1}\right)$ and $\frac{2^{*}}{2}<2$, by $\left(\mathrm{F}_{2}\right)$ and the second equation of (3.2), we have $0<s^{\frac{2^{*}}{2}}=h(t), t>1$, where

$$
h(t):=\frac{\left(t^{2-\frac{2^{*}}{2}}-t^{\frac{2^{*}}{2}}\right) \int_{\mathbb{R}^{N}}\left|u_{1}\right|^{2^{*}}+t^{2-\frac{2^{*}}{2}} \int_{\mathbb{R}^{N}}\left(\frac{f\left(u_{1}\right)}{u_{1}}-\frac{f\left(t u_{1}\right)}{t u_{1}}\right) u_{1}^{2}}{\beta \int_{\mathbb{R}^{N}}\left|u_{1}\right|^{\frac{2^{*}}{2}}\left|w_{\varepsilon}\right|^{\frac{2^{*}}{2}}} .
$$

Moreover, $h(1)=0$ and $\lim _{t \rightarrow+\infty} h(t)=+\infty$. Then (3.2) is equivalent to

$$
\begin{aligned}
\tilde{h}_{\varepsilon}(t):= & \int_{\mathbb{R}^{N}}\left(\left|\nabla w_{\varepsilon}\right|^{2}+w_{\varepsilon}^{2}\right)-[h(t)]^{\frac{2\left(2^{*}-2\right)}{2^{*}}} \int_{\mathbb{R}^{N}}\left|w_{\varepsilon}\right|^{2^{*}}-\beta[h(t)]^{\frac{2^{*}-4}{2^{*}}} t^{\frac{2^{*}}{2}} \int_{\mathbb{R}^{N}}\left|u_{1}\right|^{\frac{2^{*}}{2}}\left|w_{\varepsilon}\right|^{\frac{2^{*}}{2}} \\
& -\int_{\mathbb{R}^{N}} \frac{g\left([h(t)]^{\frac{2}{2^{*}}} w_{\varepsilon}\right)}{[h(t)]^{\frac{2}{2^{*}}} w_{\varepsilon}} w_{\varepsilon}^{2}=0, \quad t>1 .
\end{aligned}
$$

We see that $\lim _{t \rightarrow 1^{+}} \tilde{h}_{\varepsilon}(t)=+\infty>0$ and $\lim _{t \rightarrow+\infty} \tilde{h}_{\varepsilon}(t)=-\infty$, so there exists $t_{\varepsilon}>1$ such that $\tilde{h}_{\varepsilon}\left(t_{\varepsilon}\right)=0$. Set $s_{\varepsilon}=\left[h\left(t_{\varepsilon}\right)\right]^{\frac{2}{2^{*}}}>0$. Then (3.2) has a solution $\left(t_{\varepsilon}, s_{\varepsilon}\right)$.

If $\lim _{\varepsilon \rightarrow 0^{+}} S_{\varepsilon}=0$, then by (2.3) and (1.5), we have

$$
0 \leq \int_{\mathbb{R}^{N}} \frac{g\left(s_{\varepsilon} w_{\varepsilon}\right)}{s_{\varepsilon} w_{\varepsilon}} w_{\varepsilon}^{2} \leq \int_{\mathbb{R}^{N}} w_{\varepsilon}^{2}+s_{\varepsilon}^{2^{*}-2} C \int_{\mathbb{R}^{N}}\left|w_{\varepsilon}\right|^{2^{*}} \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0^{+} .
$$

We deduce from the second equation of system (3.2) that

$$
\begin{equation*}
S^{\frac{N}{2}}=\lim _{\varepsilon \rightarrow 0^{+}} \int_{\mathbb{R}^{N}}\left(\left|\nabla w_{\varepsilon}\right|^{2}+w_{\varepsilon}^{2}\right) \leq \lim _{\varepsilon \rightarrow 0^{+}}\left(s_{\varepsilon}^{2^{*}-2} \int_{\mathbb{R}^{N}}\left|w_{\varepsilon}\right|^{2^{*}}+\int_{\mathbb{R}^{N}} \frac{g\left(s_{\varepsilon} w_{\varepsilon}\right)}{s_{\varepsilon} w_{\varepsilon}} w_{\varepsilon}^{2}\right)=0 \tag{3.3}
\end{equation*}
$$

which is impossible. So there exists $s_{0}>0$ independent of $\varepsilon$ such that $s_{\varepsilon} \geq s_{0}$ for $\varepsilon$ small. If $\lim _{\varepsilon \rightarrow 0^{+}} t_{\varepsilon}=+\infty$, then $\lim _{\varepsilon \rightarrow 0^{+}} s_{\varepsilon}=\lim _{\varepsilon \rightarrow 0^{+}}\left[h\left(t_{\varepsilon}\right)\right]^{\frac{2}{2^{*}}}=+\infty$. Note that

$$
\int_{\mathbb{R}^{N}}\left|u_{1}\right|^{\frac{2^{*}}{2}}\left|w_{\varepsilon}\right|^{\frac{2^{*}}{2}} \leq \max _{x \in \mathbb{R}^{N}} u_{1}(x) \int_{\mathbb{R}^{N}}\left|w_{\varepsilon}\right|^{\frac{2^{*}}{2}} \leq o\left(\varepsilon^{2}\right) \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0^{+},
$$

where we have used the fact that $\int_{\mathbb{R}^{N}}\left|w_{\varepsilon}\right|^{\frac{2^{*}}{2}} \leq o\left(\varepsilon^{2}\right)$, which is given in Lemma 3.1 of [15]. Then, by the second equation of (3.2) and ( $\mathrm{F}_{1}$ ), we have

$$
\begin{aligned}
0 & =\lim _{\varepsilon \rightarrow 0^{+}} s_{\varepsilon}^{2-2^{*}} \int_{\mathbb{R}^{N}}\left(\left|\nabla w_{\varepsilon}\right|^{2}+w_{\varepsilon}^{2}\right) \\
& \geq \lim _{\varepsilon \rightarrow 0^{+}}\left(\int_{\mathbb{R}^{N}}\left|w_{\varepsilon}\right|^{2^{*}}+\left(\frac{t_{\varepsilon}}{s_{\varepsilon}}\right)^{\frac{2^{*}}{2}} \beta \int_{\mathbb{R}^{N}}\left|u_{1}\right|^{\frac{2^{*}}{2}}\left|w_{\varepsilon}\right|^{2^{*}}\right) \\
& \geq \lim _{\varepsilon \rightarrow 0^{+}}\left(\int_{\mathbb{R}^{N}}\left|w_{\varepsilon}\right|^{2^{*}}+\frac{\left(\beta \int_{\mathbb{R}^{N}}\left|u_{1}\right|^{\frac{2^{*}}{2}}\left|w_{\varepsilon}\right|^{2^{*}}\right)^{2}}{\left.\left(t_{\varepsilon}^{2-2^{*}}-1\right) \int_{\mathbb{R}^{N}}\left|u_{1}\right|\right|^{2^{*}}+t_{\varepsilon}^{2-2^{*}} \int_{\mathbb{R}^{N}} f\left(u_{1}\right) u_{1}-\int_{\mathbb{R}^{N}} \frac{f\left(t_{\varepsilon} u_{1}\right)}{\left(t_{\varepsilon} u_{1}\right)^{2^{*}-1}} u_{1}^{2^{*}}}\right) \\
& =S^{\frac{N}{2}},
\end{aligned}
$$

which is a contradiction. So there exist $t_{1}, s_{1}$ independent of $\varepsilon$ such that $1 \leq t_{\varepsilon} \leq t_{1}$ and $s_{0} \leq s_{\varepsilon} \leq s_{1}$ for $\varepsilon$ small. Then we have

$$
|\beta| t_{\varepsilon}^{\frac{2^{*}}{2}} s_{\varepsilon}^{\frac{2^{*}}{2}} \int_{\mathbb{R}^{N}}\left|u_{1}\right|^{\frac{2^{*}}{2}}\left|w_{\varepsilon}\right|^{\frac{2^{*}}{2}} \leq|\beta| s_{0}^{\frac{2^{*}}{2}-2}\left(t_{1} \max _{x \in \mathbb{R}^{N}} u_{1}(x)\right)^{\frac{2^{*}}{2}} s_{\varepsilon}^{2} \int_{\mathbb{R}^{N}}\left|w_{\varepsilon}\right|^{\frac{2^{*}}{2}} \leq s_{\varepsilon}^{2} o\left(\varepsilon^{2}\right) .
$$

Therefore,

$$
\begin{align*}
B \leq & I\left(t_{\varepsilon} u_{1}, s_{\varepsilon} v_{\varepsilon}\right) \\
\leq & \max _{t>0}\left(\frac{t_{\varepsilon}^{2}}{2} \int_{\mathbb{R}^{N}}\left(\left|\nabla u_{1}\right|^{2}+\left|u_{1}\right|^{2}\right)-\frac{t_{\varepsilon}^{2^{*}}}{2^{*}} \int_{\mathbb{R}^{N}}\left|u_{1}\right|^{2^{*}}-\int_{\mathbb{R}^{N}} F\left(t_{\varepsilon} u_{1}\right)\right) \\
& +\max _{s>0}\left[\frac{s^{2}}{2}\left(\int_{\mathbb{R}^{N}}\left(\left|\nabla w_{\varepsilon}\right|^{2}+\left|w_{\varepsilon}\right|^{2}\right)+o\left(\varepsilon^{2}\right)\right)-\frac{s^{2^{*}}}{2^{*}} \int_{\mathbb{R}^{N}}\left|w_{\varepsilon}\right|^{2^{*}}\right]-\int_{\mathbb{R}^{N}} G\left(s_{\varepsilon} w_{\varepsilon}\right) \\
\leq & I\left(u_{1}, 0\right)+\frac{1}{N} S^{\frac{N}{2}}+O\left(\varepsilon^{2}\right)+O\left(\varepsilon^{N-2}\right)-\int_{\mathbb{R}^{N}} G\left(s_{\varepsilon} w_{\varepsilon}\right) \\
< & B_{1}+\frac{1}{N} S^{\frac{N}{2}} \quad \text { for } \varepsilon>0 \text { small. } \tag{3.4}
\end{align*}
$$

Similarly, we can also prove that $B<B_{2}+\frac{1}{N} S^{\frac{N}{2}}$.

Lemma 3.3 Suppose that $\left(\mathrm{F}_{1}\right)-\left(\mathrm{F}_{3}\right)$ hold and $\beta \in(-1,0)$, then there exists a bounded $(P S)_{B}$ sequence $\left\{\left(u_{n}, v_{n}\right)\right\} \subset M$ for $I$.

Proof By Lemma 3.1 and Ekeland's variational principle (see [22]), there exists a minimizing sequence $\left\{\left(u_{n}, v_{n}\right)\right\} \subset M$ satisfying that

$$
\begin{align*}
& I\left(u_{n}, v_{n}\right) \leq B+\frac{1}{n}  \tag{3.5}\\
& I(u, v) \geq I\left(u_{n}, v_{n}\right)-\frac{1}{n}\left\|\left(u_{n}, v_{n}\right)-(u, v)\right\|_{H}, \quad \forall(u, v) \in M . \tag{3.6}
\end{align*}
$$

Lemma 3.1 shows that $\left\{\left(u_{n}, v_{n}\right)\right\}$ is uniformly bounded in $H_{r}$. For any $(\varphi, \phi) \in H_{r}$ with $\|\varphi\|$, $\|\phi\| \leq 1$ and each $n \in \mathbb{N}$, define $h_{n}, j_{n}: \mathbb{R}^{3} \rightarrow \mathbb{R}$ by

$$
\begin{aligned}
h_{n}(t, s, l)= & \int_{\mathbb{R}^{N^{N}}}\left(\left|\nabla\left(u_{n}+t \varphi+s u_{n}\right)\right|^{2}+\left|u_{n}+t \varphi+s u_{n}\right|^{2}\right)-\int_{\mathbb{R}^{N}}\left|u_{n}+t \varphi+s u_{n}\right|^{2^{*}} \\
& -\beta \int_{\mathbb{R}^{N}}\left|u_{n}+t \varphi+s u_{n}\right|^{2^{*}}\left|v_{n}+t \phi+l v_{n}\right|^{\frac{2^{*}}{2}} \\
& -\int_{\mathbb{R}^{N}} f\left(u_{n}+t \varphi+s u_{n}\right)\left(u_{n}+t \varphi+s u_{n}\right), \\
j_{n}(t, s, l)= & \int_{\mathbb{R}^{N}}\left(\left|\nabla\left(v_{n}+t \phi+l v_{n}\right)\right|^{2}+\left|v_{n}+t \phi+l v_{n}\right|^{2}\right)-\int_{\mathbb{R}^{N}}\left|v_{n}+t \phi+l v_{n}\right|^{2^{*}} \\
& -\beta \int_{\mathbb{R}^{N}}\left|u_{n}+t \varphi+s u_{n}\right|^{\frac{2^{*}}{2}}\left|v_{n}+t \phi+l v_{n}\right|^{\frac{2^{*}}{2}} \\
& -\int_{\mathbb{R}^{N}} g\left(v_{n}+t \phi+l v_{n}\right)\left(v_{n}+t \phi+l v_{n}\right) .
\end{aligned}
$$

Let $\mathbf{0}=(0,0,0)$. Then $h_{n}, j_{n} \in C^{1}\left(\mathbb{R}^{3}, \mathbb{R}\right)$ satisfy that $h_{n}(\mathbf{0})=j_{n}(\mathbf{0})=0$ and

$$
\begin{aligned}
& \frac{\partial h_{n}}{\partial s}(\mathbf{0})=\left(2-2^{*}\right) \int_{\mathbb{R}^{N}}\left|u_{n}\right|^{2^{*}}+\frac{4-2^{*}}{2} \beta \int_{\mathbb{R}^{N}}\left|u_{n}\right|^{\frac{2^{*}}{2}}\left|v_{n}\right|^{\frac{2^{*}}{2}}+\int_{\mathbb{R}^{N}}\left[f\left(u_{n}\right) u_{n}-f^{\prime}\left(u_{n}\right) u_{n}^{2}\right], \\
& \frac{\partial h_{n}}{\partial l}(\mathbf{0})=\frac{\partial j_{n}}{\partial s}(\mathbf{0})=-\frac{2^{*}}{2} \beta \int_{\mathbb{R}^{N}}\left|u_{n}\right|^{\frac{2^{*}}{2}}\left|v_{n}\right|^{\frac{2^{*}}{2}}, \\
& \frac{\partial j_{n}}{\partial l}(\mathbf{0})=\left(2-2^{*}\right) \int_{\mathbb{R}^{N}}\left|v_{n}\right|^{2^{*}}+\frac{4-2^{*}}{2} \beta \int_{\mathbb{R}^{N}}\left|u_{n}\right|^{\frac{2^{*}}{2}}\left|v_{n}\right|^{\frac{2^{*}}{2}}+\int_{\mathbb{R}^{N}}\left[g\left(v_{n}\right) v_{n}-g^{\prime}\left(v_{n}\right) v_{n}^{2}\right] .
\end{aligned}
$$

Define the matrix

$$
A_{n}:=\left(\begin{array}{ll}
\frac{\partial h_{n}}{\partial s}(\mathbf{0}) & \frac{\partial h_{n}}{\partial l}(\mathbf{0}) \\
\frac{\partial j_{n}}{\partial s}(\mathbf{0}) & \frac{\partial j_{n}}{\partial l}(\mathbf{0})
\end{array}\right) .
$$

We see that $\left(\mathrm{F}_{2}\right),\left(\mathrm{F}_{3}\right)$ show that $f\left(u_{n}\right) u_{n}-f^{\prime}\left(u_{n}\right) u_{n}^{2}<0$ and $g\left(v_{n}\right) v_{n}-g^{\prime}\left(v_{n}\right) v_{n}^{2}<0$. Then, by $-1<\beta<0$, (3.1) and Lemma 3.2, we have

$$
\begin{aligned}
\operatorname{det} A_{n} \geq & \left(2^{*}-2\right)^{2} \int_{\mathbb{R}^{N}}\left|u_{n}\right|^{2^{*}} \int_{\mathbb{R}^{N}}\left|v_{n}\right|^{2^{*}} \\
& +\left[\left(\frac{4-2^{*}}{2}\right)^{2}-\left(\frac{2^{*}}{2}\right)^{2}\right] \beta^{2}\left(\int_{\mathbb{R}^{N}}\left|u_{n}\right|^{\frac{2^{*}}{2}}\left|v_{n}\right|^{\frac{2^{*}}{2}}\right)^{2} \\
& +\left(2-2^{*}\right) \frac{4-2^{*}}{2} \beta \int_{\mathbb{R}^{N}}\left|u_{n}\right|^{\frac{2^{*}}{2}}\left|v_{n}\right|^{\frac{2^{*}}{2}}\left(\int_{\mathbb{R}^{N}}\left|u_{n}\right|^{2^{*}}+\int_{\mathbb{R}^{N}}\left|v_{n}\right|^{2^{*}}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \geq\left(2^{*}-2\right)^{2} \int_{\mathbb{R}^{N}}\left|u_{n}\right|^{2^{*}} \int_{\mathbb{R}^{N}}\left|v_{n}\right|^{2^{*}}-\left(2^{*}-2\right)^{2} \beta^{2}\left(\int_{\mathbb{R}^{N}}\left|u_{n}\right|^{\frac{2^{*}}{2}}\left|v_{n}\right|^{\frac{2^{*}}{2}}\right)^{2} \\
& \geq\left(2^{*}-2\right)^{2}\left(1-\beta^{2}\right) \int_{\mathbb{R}^{N}}\left|u_{n}\right|^{2^{*}} \int_{\mathbb{R}^{N}}\left|v_{n}\right|^{2^{*}} \geq\left(2^{*}-2\right)^{2}\left(1-\beta^{2}\right) C_{0}^{2}>0 .
\end{aligned}
$$

By the implicit function theorem, there exist $\delta_{n}>0$ and functions $s_{n}(t), l_{n}(t) \in C^{1}\left(-\delta_{n}, \delta_{n}\right)$ such that $s_{n}(0)=l_{n}(0)=0$,

$$
h_{n}\left(t, s_{n}(t), l_{n}(t)\right)=0, \quad j_{n}\left(t, s_{n}(t), l_{n}(t)\right)=0, \quad \forall t \in\left(-\delta_{n}, \delta_{n}\right)
$$

and

$$
\left\{\begin{array}{l}
s_{n}^{\prime}(0)=\frac{1}{\operatorname{det} A_{n}}\left(\frac{\partial j_{n}}{\partial t}(\mathbf{0}) \frac{\partial h_{n}}{\partial l}(\mathbf{0})-\frac{\partial j_{n}}{\partial l}(\mathbf{0}) \frac{\partial h_{n}}{\partial t}(\mathbf{0})\right) \\
l_{n}^{\prime}(0)=\frac{1}{\operatorname{det} A_{n}}\left(\frac{\partial j_{n}}{\partial s}(\mathbf{0}) \frac{\partial h_{n}}{\partial t}(\mathbf{0})-\frac{\partial j_{n}}{\partial t}(\mathbf{0}) \frac{\partial h_{n}}{\partial s}(\mathbf{0})\right) .
\end{array}\right.
$$

Since $\left\{\left(u_{n}, v_{n}\right)\right\}$ is uniformly bounded in $H$, we see that

$$
\begin{equation*}
\left|s_{n}^{\prime}(0)\right|,\left|l_{n}^{\prime}(0)\right| \leq C, \tag{3.7}
\end{equation*}
$$

where $C>0$ is independent of $n$. Denote

$$
\varphi_{n, t}:=u_{n}+t \varphi+s_{n}(t) u_{n}, \quad \phi_{n, t}:=v_{n}+t \phi+l_{n}(t) v_{n}
$$

then $\left(\varphi_{n, t}, \phi_{n, t}\right) \in M$ for $\forall t \in\left(-\delta_{n}, \delta_{n}\right)$. It follows from (3.6) that

$$
\begin{equation*}
I\left(\varphi_{n, t}, \phi_{n, t}\right)-I\left(u_{n}, v_{n}\right) \geq-\frac{1}{n}\left\|\left(t \varphi+s_{n}(t) u_{n}, t \phi+l_{n}(t) v_{n}\right)\right\|_{H} . \tag{3.8}
\end{equation*}
$$

By $\left(u_{n}, v_{n}\right) \in M$ and the Taylor expansion, we have

$$
\begin{align*}
I\left(\varphi_{n, t}, \phi_{n, t}\right)-I\left(u_{n}, v_{n}\right) & =\left\langle I^{\prime}\left(u_{n}, v_{n}\right),\left(t \varphi+s_{n}(t) u_{n}, t \phi+l_{n}(t) v_{n}\right)\right\rangle+r(n, t) \\
& =t\left\langle I^{\prime}\left(u_{n}, v_{n}\right),(\varphi, \phi)\right\rangle+r(n, t), \tag{3.9}
\end{align*}
$$

where $r(n, t)=o\left(\left\|\left(t \varphi+s_{n}(t) u_{n}, t \phi+l_{n}(t) v_{n}\right)\right\|_{H}\right)$ as $t \rightarrow 0$. By (3.7), we see that

$$
\begin{equation*}
\limsup _{t \rightarrow 0}\left\|\left(\varphi+\frac{s_{n}(t)}{t} u_{n}, \phi+\frac{l_{n}(t)}{t} v_{n}\right)\right\|_{H} \leq C, \tag{3.10}
\end{equation*}
$$

where $C$ is independent of $n$. Hence $r(n, t)=o(t)$. By (3.8)-(3.10) and letting $t \rightarrow 0$, we have

$$
\left|\left\langle I^{\prime}\left(u_{n}, v_{n}\right),(\varphi, \phi)\right\rangle\right| \leq \frac{C}{n},
$$

where $C$ is independent of $n$. Hence $I^{\prime}\left(u_{n}, v_{n}\right) \rightarrow 0$, i.e. $\left\{\left(u_{n}, v_{n}\right)\right\}$ is a bounded $(P S)_{B}$ sequence for $I$.

Proof of Theorem 1.1 with $\beta \in(-1,0)$ By Lemmas 3.3 and 3.1 , there exists a bounded $(P S)_{B}$ sequence $\left\{\left(u_{n}, v_{n}\right)\right\} \subset M$ satisfying that

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left|u_{n}\right|^{2^{*}}, \int_{\mathbb{R}^{N}}\left|v_{n}\right|^{2^{*}} \geq C_{0} \tag{3.11}
\end{equation*}
$$

where $C_{0}>0$ is given in Lemma 3.1. Up to a subsequence, there exists $(u, v) \in H_{r}$ such that $\left(u_{n}, v_{n}\right) \rightharpoonup(u, v)$ in $H_{r}$. Then $I^{\prime}(u, v)=0$. Moreover, by $\left(\mathrm{F}_{1}\right),\left(\mathrm{F}_{3}\right)$ we see that

$$
\left\{\begin{array}{l}
\int_{\mathbb{R}^{N}} F\left(u_{n}\right) \rightarrow \int_{\mathbb{R}^{N}} F(u), \int_{\mathbb{R}^{N}} f\left(u_{n}\right) u_{n} \rightarrow \int_{\mathbb{R}^{N}} f(u) u,  \tag{3.12}\\
\int_{\mathbb{R}^{N}} G\left(v_{n}\right) \rightarrow \int_{\mathbb{R}^{N}} G(v), \int_{\mathbb{R}^{N}} g\left(v_{n}\right) v_{n} \rightarrow \int_{\mathbb{R}^{N}} g(v) v .
\end{array}\right.
$$

If $u \equiv 0$ and $v \equiv 0$, then

$$
\left\{\begin{array}{l}
\int_{\mathbb{R}^{N}}\left|\nabla u_{n}\right|^{2} \leq \int_{\mathbb{R}^{N}}\left|u_{n}\right|^{2^{*}}+\beta \int_{\mathbb{R}^{N}}\left|u_{n}\right|^{2^{*}}\left|v_{n}\right|^{\frac{2^{*}}{2}}+o_{n}(1),  \tag{3.13}\\
\int_{\mathbb{R}^{N}}\left|\nabla v_{n}\right|^{2} \leq \int_{\mathbb{R}^{N}}\left|v_{n}\right|^{2^{*}}+\beta \int_{\mathbb{R}^{N}}\left|u_{n}\right|^{\frac{2^{*}}{2}}\left|v_{n}\right|^{\frac{2^{*}}{2}}+o_{n}(1),
\end{array}\right.
$$

where $o_{n}(1) \rightarrow 0$ as $n \rightarrow+\infty$. Similarly to the proof of (3.2) in Lemma 3.2, there exist $t_{n}, s_{n}>0$ such that $\left(t_{n} u_{n}, s_{n} v_{n}\right) \in P$, i.e.

$$
\left\{\begin{array}{l}
t_{n}^{2} \int_{\mathbb{R}^{N}}\left|\nabla u_{n}\right|^{2}=t_{n}^{2^{*}} \int_{\mathbb{R}^{N}}\left|u_{n}\right|^{2^{*}}+t_{n}^{\frac{2^{*}}{2}} s_{n}^{\frac{2^{*}}{2}} \beta \int_{\mathbb{R}^{N}}\left|u_{n}\right|^{\frac{2^{*}}{2}}\left|v_{n}\right|^{2^{*}}  \tag{3.14}\\
s_{n}^{2} \int_{\mathbb{R}^{N}}\left|\nabla v_{n}\right|^{2}=s_{n}^{2^{*}} \int_{\mathbb{R}^{N}}\left|v_{n}\right|^{2^{*}}+t_{n}^{\frac{2^{*}}{2}} s_{n}^{\frac{2^{*}}{2}} \beta \int_{\mathbb{R}^{N}}\left|u_{n}\right|^{\frac{2^{*}}{2}}\left|v_{n}\right|^{\frac{2^{*}}{2}}
\end{array}\right.
$$

So $J\left(t_{n} u_{n}, s_{n} v_{n}\right)=\frac{1}{N} \int_{\mathbb{R}^{N}}\left(\left|\nabla\left(t_{n} u_{n}\right)\right|^{2}+\left|\nabla\left(s_{n} v_{n}\right)\right|^{2}\right) \geq A$. Set

$$
\begin{array}{ll}
c_{1}:=\lim _{n \rightarrow+\infty} \int_{\mathbb{R}^{N}}\left|\nabla u_{n}\right|^{2}, & c_{2}:=\lim _{n \rightarrow+\infty} \int_{\mathbb{R}^{N}}\left|\nabla v_{n}\right|^{2}, \\
d_{1}:=\lim _{n \rightarrow+\infty} \int_{\mathbb{R}^{N}}\left|u_{n}\right|^{2^{*}}, & d_{2}:=\lim _{n \rightarrow+\infty} \int_{\mathbb{R}^{N}}\left|v_{n}\right|^{2^{*}}, \quad e:=\lim _{n \rightarrow+\infty}|\beta| \int_{\mathbb{R}^{N}}\left|u_{n}\right|^{\frac{2^{*}}{2}}\left|v_{n}\right|^{\frac{2^{*}}{2}} .
\end{array}
$$

By (3.13), we see that $c_{1}+e \leq d_{1}$ and $c_{2}+e \leq d_{2}$. By (3.1) we have $e^{2}<d_{1} d_{2}$. If $t_{n} \rightarrow+\infty$ as $n \rightarrow+\infty$, then the first equation of (3.14) implies that $s_{n} \rightarrow+\infty$. Hence, by the second equation of (3.14), we show that

$$
\begin{align*}
0 & =\lim _{n \rightarrow+\infty} \frac{\int_{\mathbb{R}^{N}}\left|\nabla v_{n}\right|^{2}}{s_{n}^{2^{*}-2}}=\lim _{n \rightarrow+\infty}\left(\int_{\mathbb{R}^{N}}\left|v_{n}\right|^{2^{*}}-\frac{t_{n}^{2^{*}}\left(\beta \int_{\mathbb{R}^{N}}\left|u_{n}\right|^{2^{*}}\left|v_{n}\right|^{\frac{2}{}^{*}}\right)^{2}}{t_{n}^{2^{*}} \int_{\mathbb{R}^{N}}\left|u_{n}\right|^{2^{*}}-t_{n}^{2} \int_{\mathbb{R}^{N}}\left|\nabla u_{n}\right|^{2}}\right) \\
& =\frac{d_{1} d_{2}-e^{2}}{d_{1}}>0 \tag{3.15}
\end{align*}
$$

which is a contradiction. So we may assume that $t_{n} \rightarrow t_{\infty} \geq 0$ and $s_{n} \rightarrow s_{\infty} \geq 0$.
If $e=0$, then (3.13) and (3.14) imply that $t_{\infty}, s_{\infty} \leq 1$. If $e>0$, we assume that $t_{\infty}>1$. Then, by the first equation of (3.14), we have $s_{\infty}>1$. Similarly to the proof of (3.15), we see that

$$
c_{2}>s_{\infty}^{2-2^{*}} c_{2} \geq d_{2}-\frac{e^{2}}{d_{1}-c_{1}} \geq d_{2}-e=c_{2}
$$

which is a contradiction. Therefore, $t_{\infty} \leq 1$. Similarly, $s_{\infty} \leq 1$. So we have

$$
B=\lim _{n \rightarrow+\infty} \frac{1}{N}\left\|\left(u_{n}, v_{n}\right)\right\|_{H}^{2} \geq \frac{1}{N} \lim _{n \rightarrow+\infty} \int_{\mathbb{R}^{N}}\left(\left|\nabla\left(t_{n} u_{n}\right)\right|^{2}+\left|\nabla\left(s_{n} v_{n}\right)\right|^{2}\right) \geq A
$$

By Lemma 3.2 and Section 1, we have $\frac{2}{N} S^{\frac{N}{2}}=A \leq B<B_{1}+\frac{1}{N} S^{\frac{N}{2}}$, which implies that $\frac{1}{N} S^{\frac{N}{2}} \leq$ $B_{1}$. It contradicts (2.4). Therefore the case $u, v \equiv 0$ does not occur.

If $u \not \equiv 0$ and $v \equiv 0$, then $u$ is a nontrivial solution of $-\Delta u+u=|u|^{2^{*}-2} u+f(u)$ in $\mathbb{R}^{N}$. Then $I(u, 0) \geq B_{1}$. By $\left(u_{n}, v_{n}\right) \in M$ and $\beta<0$, we have

$$
\left\|v_{n}\right\|^{2}=\int_{\mathbb{R}^{N}}\left|v_{n}\right|^{2^{*}}+\beta \int_{\mathbb{R}^{N}}\left|u_{n}\right|^{\frac{2^{*}}{2}}\left|v_{n}\right|^{\frac{2^{*}}{2}}+o_{n}(1) \leq S^{-\frac{2^{*}}{2}}\left\|v_{n}\right\|^{2^{*}}+o_{n}(1)
$$

where $o_{n}(1) \rightarrow 0$ as $n \rightarrow+\infty$. By (3.11) we have $\left\|v_{n}\right\|^{2} \geq S^{\frac{N}{2}}$. So by (3.12) we see that

$$
\begin{aligned}
B= & \lim _{n \rightarrow+\infty}\left(I\left(u_{n}, v_{n}\right)-\frac{1}{2^{*}}\left\langle I^{\prime}\left(u_{n}, v_{n}\right),\left(u_{n}, v_{n}\right)\right\rangle\right) \\
= & \lim _{n \rightarrow+\infty}\left\{\frac{1}{N}\left\|v_{n}\right\|^{2}+\int_{\mathbb{R}^{N}}\left(\frac{1}{2^{*}} g\left(v_{n}\right) v_{n}\right)-G\left(v_{n}\right)\right) \\
& \left.+\frac{1}{N}\left\|u_{n}\right\|^{2}+\int_{\mathbb{R}^{N}}\left(\frac{1}{2^{*}} f\left(u_{n}\right) u_{n}-F\left(u_{n}\right)\right)\right\} \\
\geq & \frac{1}{N} S^{\frac{N}{2}}+\frac{1}{N}\|u\|^{2}+\int_{\mathbb{R}^{N}}\left(\frac{1}{2^{*}} f(u) u-F(u)\right) \\
= & \frac{1}{N} S^{\frac{N}{2}}+I(u, 0) \geq \frac{1}{N} S^{\frac{N}{2}}+B_{1}
\end{aligned}
$$

which is a contradiction to Lemma 3.2. So $u \not \equiv 0$ and $v \equiv 0$ do not occur. Similarly, $u \equiv 0$ and $v \not \equiv 0$ do not occur. Therefore, $u \not \equiv 0$ and $v \not \equiv 0$, i.e. $(u, v)$ is a nontrivial solution to (1.1). Similarly to the proof in Section 2, we get that $(u, v)$ is a radial and positive least energy solution of (1.1) with $I(u, v)=B$.

## Funding

The authors are partially supported by NSFC (11501428, 11501143). The first author is partially supported by the PhD launch scientific research projects of Guizhou Normal University No. 2014.

## Competing interests

The authors declare that they have no competing interests.

## Authors' contributions

The two authors have contributed equally and significantly in writing this article. Both authors read and approved the final manuscript.

## Author details

${ }^{1}$ Department of Mathematical Science, Guizhou Normal University, Guizhou, 550001, P.R. China. ${ }^{2}$ College of Science, Wuhan University of Science and Technology, Wuhan, 430065, P.R. China.

## Publisher's Note

Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.
Received: 19 May 2017 Accepted: 19 June 2017 Published online: 12 July 2017
References

1. Akhmediev, N, Ankiewicz, A: Partially coherent solitons on a finite background. Phys. Rev. Lett. 82, 2661-2664 (1999)
2. Esry, B, Greene, C, Burke, J, Bohn, J: Hartree-Fock theory for double condensates. Phys. Rev. Lett. 78, 3594-3597 (1997)
3. Menyuk, CR: Nonlinear pulse propagation in birefringent optical fibers. IEEE J. Quantum Electron. 23, 174-176 (1987)
4. Ambrosetti, A, Colorado, E: Standing waves of some coupled nonlinear Schrödinger equations. J. Lond. Math. Soc. 75, 67-82 (2007)
5. Bartsch, T, Dancer, N, Wang, ZQ: A Liouville theorem, a priori bounds, and bifurcating branches of positive solutions for a nonlinear elliptic system. Calc. Var. Partial Differ. Equ. 37, 345-361 (2010)
6. Bartsch, T, Wang, ZQ, Wei, JC: Bound states for a coupled Schrödinger system. J. Fixed Point Theory Appl. 2, 353-367 (2007)
7. Dancer, N, Wei, JC, Weth, T: A priori bounds versus multiple existence of positive solutions for a nonlinear Schrödinger system. Ann. Inst. Henri Poincaré, Anal. Non Linéaire 27, 953-969 (2010)
8. Lin, TC, Wei, JC: Ground state of $N$ coupled nonlinear Schrödinger equations in $\mathbb{R}^{n}, n \leq 3$. Commun. Math. Phys. 255, 629-653 (2005)
9. Lin, TC, Wei, JC: Spikes in two coupled nonlinear Schrödinger equations. Ann. Inst. Henri Poincaré, Anal. Non Linéaire 22, 403-439 (2005)
10. Liu, Z, Wang, ZQ: Multiple bound states of nonlinear Schrödinger systems. Commun. Math. Phys. 282, 721-731 (2008)
11. Pomponio, A: Coupled nonlinear Schrödinger systems with potentials. J. Differ. Equ. 227, 258-281 (2006)
12. Wei, JC, Weth, T: Nonradial symmetric bound states for a system of two coupled Schrödinger equations. Atti Accad. Naz. Lincei, Rend. Lincei, Mat. Appl. 18, 279-293 (2007)
13. Wei, JC, Weth, T: Asymptotic behaviour of solutions of planar elliptic systems with strong competition. Nonlinearity 21, 305-317 (2008)
14. Chen, ZJ, Zou, WM: Positive least energy solutions and phase separation for coupled Schrödinger equations with critical exponent. Arch. Ration. Mech. Anal. 205, 515-551 (2012)
15. Chen, ZJ, Zou, WM: Positive least energy solutions and phase separation for coupled Schrödinger equations with critical exponent ( $\operatorname{Dim} \geq 5$ ). Calc. Var. Partial Differ. Equ. 52, 423-467 (2015)
16. Kim, S: On vector solutions for coupled nonlinear Schrödinger equations with critical exponents. Commun. Pure Appl. Anal. 12, 1259-1277 (2013)
17. Ye, HY, Peng, YF: Positive least energy solutions for a coupled Schrödinger system with critical exponent. J. Math. Anal. Appl. 417, 308-326 (2014)
18. Deng, YB: The existence and nodal character of the solutions in $\mathbb{R}^{n}$ for semilinear elliptic equation involving critical Sobolev exponent. Acta Math. Sci. 9, 385-402 (1989)
19. Ye, HY: Positive solutions for critically coupled Schrödinger systems with attractive interactions. Preprint (2017)
20. Aubin, T: Problémes isopérimétriques et espaces de Sobolev. J. Differ. Geom. 11, 573-598 (1976)
21. Talenti, G: Best constant in Sobolev inequality. Ann. Math. Pures Appl. 110, 352-372 (1976)
22. Willem, M: Minimax Theorems. Birkhäuser, Basel (1996)
23. Brezis, H, Nirenberg, L: Positive solutions of nonlinear elliptic equations involving critical Sobolev exponents. Commun. Pure Appl. Math. 36, 437-477 (1983)

## Submit your manuscript to a SpringerOpen ${ }^{\bullet}$ journal and benefit from:

- Convenient online submission
- Rigorous peer review
- Open access: articles freely available online
- High visibility within the field
- Retaining the copyright to your article

Submit your next manuscript at $>$ springeropen.com

