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#### Abstract

The problem in this paper is motivated by physical problems concerned with the case when a class of continuous and equimeasurable densities of a string is given then how to find minimal frequencies among these given densities, that is, what kind of densities minimize the frequencies. By taking Dirichlet eigenvalues into account, given a certain weight function $\omega$, we will show the minimizer of the $m$ th eigenvalue is the $m$-degree continuous symmetrical decreasing rearrangement of $\omega$. The main result of this paper can be viewed as complementary to Schwarz's work (Schwarz in J. Math. Mech. 10:401-422, 1961).
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## 1 Introduction

For a string with the density of mass $\omega(x)$ the spatial oscillation of the string with fixed ends is described by the weighted eigenvalue problem

$$
\begin{align*}
& -y^{\prime \prime}=\tau \omega(x) y, \quad x \in I=[0,1],  \tag{1}\\
& y(0)=y(1)=0 . \tag{2}
\end{align*}
$$

Here $\tau$ is the spectral parameter. Problem (1)-(2) is called a weighted eigenvalue problem in some literature and $\omega$ is called a weight function. See [2-6]. The classical SturmLiouville theory has given the complete structure of the eigenvalues of (1)-(2) as

$$
0<\tau_{1}(\omega)<\tau_{2}(\omega)<\cdots<\tau_{m}(\omega)<\cdots \rightarrow \infty,
$$

see [7]. The purpose of this paper is to consider the following problem.
Let function $\omega(x)$ be continuous in $x \in[0,1]$ with $0 \leq \omega(x) \leq 1$, and satisfy

$$
\begin{equation*}
\min _{x \in I} \omega(x)=0, \quad \max _{x \in I} \omega(x)=1, \tag{3}
\end{equation*}
$$

with $\omega(x)>0$ almost everywhere in $I$. Throughout this paper we suppose

$$
\begin{equation*}
\mu(x \in I: \omega(x)=t)=0, \quad \forall t \in \mathbb{R} \tag{4}
\end{equation*}
$$

Here $\mu(\cdot)$ stands for the Lebesgue measure. A function $\Omega(x)$ is said to be equimeasurable to $\omega(x)$ on $I$, if

$$
\mu(x \in I: \Omega(x) \geq t)=\mu(x \in I: \omega(x) \geq t), \quad \forall t \in \mathbb{R} ;
$$

see, for example [8]. The problem we are concerned with is to determine which function that equimeasurable to $\omega(x)$ and such that $\tau_{m}(\omega)$ takes minimum value in this equimeasurable class.

The physical explanation of this problem is as follows. Given a class of continuous densities with the same distribution, what kind of density minimizes the frequencies of a string with fixed ends? The solution to this problem will be called a minimizer in this paper. The problem is called a minimization problem; it dates back to Courant and Krein [3, 9].

In page 463 [9], the authors left the reader an exercise: "The fundamental tone of a stretched string of given uniform tension along which a given mass has been distributed is lowest when the entire mass is concentrated at the midpoint". In mathematical words, among positive weight functions with the same integral value, the generalized function

$$
\delta\left(x-\frac{1}{2}\right)= \begin{cases}+\infty, & x=1 / 2 \\ 0, & x \neq 1 / 2\end{cases}
$$

also known as a Dirac measure, minimizes the first eigenvalue $\tau_{1}$. Krein [3] determined minimizers among the following admissible set of functions:

$$
\mathcal{M}:=\left\{p \in L^{\infty}(I): h \leq p(x) \leq H \text {, a.e. in } I \text { and } \int_{I} p(x) d x=r\right\},
$$

where $h, H, r$ are given. The main result of [3] is that the unique minimizer that minimizes $\tau_{m}$ is a periodic step function with period $1 / m$ taking only values $h$ and $H$. Moreover, the minimizer of the $m$ th eigenvalue is symmetrical decreasing in each periodic interval $\left[\frac{k-1}{m}, \frac{k}{m}\right], k=1,2, \ldots, m$.

The results have many generalizations; see for example [2, 4, 10, 11]. In recent papers [ $6,11-15$ ] the authors generalized Krein's result for various kinds of differential operators from second order linear differential operators or nonlinear $p$-Laplacian to measure differential equations. The admissible set of functions varies from integrable potentials or weights to measures with the same integral value or with fixed variations. All in all the admissible set of functions in these minimization problems are either discontinuous or integrable functions, while the results of these papers show that minimizers of eigenvalues are symmetric.

When an admissible set of functions in minimization problem is given as continuous equimeasurable functions, the problem has been addressed in some of the literature. The best result we know is Schwarz's work [1]. Here the author considered $\omega$ in (1) to be "piecewise continuous" positive functions. (A function with at most a finite number of discontinuous point is called piecewise continuous.) The result in [1] is that, for any $m \geq 1$,

$$
\begin{equation*}
\tau_{m}(\omega) \geq \tau_{m}\left(\omega_{m}^{+}\right) \tag{5}
\end{equation*}
$$

Moreover, equality in (5) holds if and only if $\omega=\omega_{m}^{+}$. Here $\omega_{m}^{+}$is the $m$-degree symmetrical decreasing rearrangement of $\omega$; see definition (6) and (7) below.
Since $\omega$ is assumed "piecewise continuous", $\omega_{m}^{+}$may also be piecewise continuous. But, in the case of a physical application, to determine minimizers over continuous functions is more meaningful, just as Schwarz wrote in his paper "While for physical application this theorem is of interest only for positive continuous functions, our method of proof forces us to consider equimeasurable classes of piecewise continuous functions".
It seems that to determine minimizers over an admissible set of "bad continuous" functions is easier than "good continuous" functions. In this paper we point out $\omega_{m}^{+}$is continuous, provided $\omega$ satisfies (3) and (4). Our main theorem is the following one.

Theorem 1.1 Given $m \in \mathbb{N}$, suppose $\omega(x)$ satisfies (3) and (4). Then $\omega_{m}^{+}(x)$ is continuous and such that (5) holds.

The result is meaningful in practical science. For instance, in a remarkable paper [5], after having solved a minimization problem associated with (1) where an admissible set of functions is a certain class of integrable functions, the authors gave an explanation of its application to spatial biological cases. The weight function $\omega$ represents a bio density or a density of resources. To determine the minimizer of the eigenvalue will be helpful in optimizing resources and to maintain the existence of species.

## 2 Proof of main theorem

### 2.1 Preliminaries

Let us give some preliminaries on level sets, distributions and $m$-degree symmetrical decreasing rearrangement of functions.
Lat there be given a general bounded measurable function $f(x), x \in J=[a, b]$. For any $t \in \mathbb{R}$, the level set of $f$ is denoted by

$$
\{x \in J: f(x) \geq t\}
$$

see [8]. Associated with level sets, one has the distribution function

$$
D_{f, J}(t):=\mu(x \in J: f(x) \geq t), \quad t \in \mathbb{R}
$$

One sees that $D_{f, J}(t)$ is non-increasing with $D_{f, J}\left(\sup _{J} f\right)=0$ and $D_{f, J}\left(\inf _{J} f\right)=\mu(J)$.
The symmetric rearrangement, or the Schwarz rearrangement [16] is a method used by Hardy, Littlewood and Polya in [16] to study the Hardy-Littlewood-Polya inequality Also it is useful in many mathematical and physical problems. The following is standard; see for example, $[1,8,16,17]$.

Let $f \geq 0$. By using a distribution function of $f$, the function

$$
f^{+}(x):=\sup \left\{0 \leq t \leq \sup _{J} f: D_{f, J}(t) \geq 2\left|x-\frac{a+b}{2}\right|\right\}, \quad x \in J
$$

is called a symmetrical decreasing rearrangement (SDR) of $f$, because it is increasing in $\left[a, \frac{a+b}{2}\right]$ and decreasing on $\left[\frac{a+b}{2}, b\right]$. See $[8,17]$.

Now let us introduce $m$-degree SDR. For any fixed positive integer $m$, define an $m$ period function by

$$
\begin{equation*}
f_{m}^{+}(x):=f^{+}(a+m(x-a)), \quad x \in\left[a, a+\frac{b-a}{m}\right] \tag{6}
\end{equation*}
$$

and

$$
\begin{array}{rl}
f_{m}^{+}(x) & =f_{m}^{+}\left(x-\frac{(j-1)(b-a)}{m}\right), \\
x & x\left[a+\frac{(j-1)(b-a)}{m}, a+\frac{j(b-a)}{m}\right], j=1, \ldots, m . \tag{8}
\end{array}
$$

One sees $f_{m}^{+}$has $m$ periods in $J$ with period $\frac{b-a}{m}$, we call each interval $\left[a+\frac{(j-1)(b-a)}{m}, a+\frac{j(b-a)}{m}\right]$ a periodic interval of $f_{m}^{+}$. Such a function $f_{m}^{+}$is called $m$-degree SDR of $f(x)$ on $J$. Some properties for $f_{m}^{+}$are as follows.
$\left(\mathbf{p}_{1}\right)$ For any $t \geq 0$, one has equimeasurability,

$$
\mu\{x \in J: f(x) \geq t\}=\mu\left\{x \in J: f_{m}^{+}(x) \geq t\right\} .
$$

$\left(\mathbf{p}_{2}\right)$ For each $j=1, \ldots, m$,

$$
f_{m}^{+}(x) \equiv f_{m}^{+}\left(2 a+\frac{(2 j-1)(b-a)}{m}-x\right), \quad \forall x \in\left[a+\frac{(j-1)(b-a)}{m}, a+\frac{j(b-a)}{m}\right] .
$$

Moreover, $f_{m}^{+}(x)$ is symmetrical decreasing on each periodic interval. In particular, if a nonnegative measurable function $f(x)$ satisfies (7) and also symmetrical decreasing on each periodic interval, then $f_{m}^{+}(x)=f(x)$ a.e. $x \in[a, b]$.
$\left(\mathbf{p}_{3}\right)$ If $0 \leq f(x) \leq M$ a.e. $x \in[a, b]$ for some $M>0$, then $0 \leq f_{m}^{+}(x) \leq M$ a.e. $x \in[a, b]$. Moreover,

$$
f_{m}^{+}\left(a+\frac{(j-1)(b-a)}{m}\right)=f_{m}^{+}\left(a+\frac{j(b-a)}{m}\right)=\inf _{J} f(x),
$$

and

$$
f_{m}^{+}\left(a+\frac{(2 j-1)(b-a)}{2 m}\right)=\sup _{J} f(x)
$$

### 2.2 Proof of Theorem 1.1

The proof of Theorem 1.1 is based on the following lemma.
Lemma 2.1 Letf be positive measurable, then distribution function $D_{f, J}(t)$ is continuous if and only if (4) holds for $f$. Furthermore, if in addition

$$
\mu(x \in J: s<f(x)<t)>0, \quad \forall s, t \in\left[\inf _{J} f(x), \sup _{J} f(x)\right],
$$

then $D_{f, J}(t)$ is strictly decreasing in $t \in\left[\inf _{J} f(x), \sup _{J} f(x)\right]$.

Proof The first conclusion is standard and can be found for example in [17]. Now we are going to show $D_{f}(t)$ is strictly decreasing in $t \in\left[\inf _{J} f(x), \sup _{J} f(x)\right]$. Take $t, s \in$ $\left[\inf _{J} f(x), \sup _{J} f(x)\right]$ with $s<t$. Then

$$
\{x \in J: s \leq f(x)<t\} \cap\{x \in J: f(x) \geq t\}=\varnothing \text {. }
$$

By (4) we have

$$
\begin{aligned}
D_{f, J}(s) & =D_{f, J}(t)+\mu(s \leq f<t) \\
& =D_{f, J}(t)+\mu(s<f<t)>D_{f}(t)
\end{aligned}
$$

This completes the proof.

Proof of Theorem 1.1 Since open sets must have a positive measure, the conclusion of Lemma 2.1 must be true for a continuous function which satisfies (4). Therefore, we have from hypotheses (3) and (4) on $\omega(x)$ that the distribution $D_{\omega, I}(t), t \in[0,1]$ is continuous and strictly decreasing. Then

$$
\omega^{+}(x)=D_{\omega, J}^{-1}\left(2\left|x-\frac{1}{2}\right|\right), \quad x \in[0,1]
$$

is continuous. Therefore, $\omega_{m}^{+}(x)$ is also continuous on $I$. Finally, by using Schwarz's result, we see that (5) holds for our $\omega$.
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