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Abstract
In this paper we study an attraction–repulsion chemotaxis system with a free
boundary in one space dimension. First, under some conditions, we investigate
existence, uniqueness and uniform estimates of the global solution. Next, we prove a
spreading–vanishing dichotomy for this model. In the vanishing case, the species fail
to establish and die out in the long run. In the spreading case, we provide some
sufficient conditions to prove that the species successfully spread to infinity as t → ∞
and stabilize at a constant equilibrium state. The criteria for spreading and vanishing
are also obtained.
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1 Introduction
This paper is devoted to studying the dynamics of solutions to the following attraction–
repulsion chemotaxis system with a free boundary:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ut – uxx + χ1(uv1,x)x – χ2(uv2,x)x = u(a – bu), t > 0, 0 < x < h(t),

–v1,xx = –λ1v1 + μ1u, t > 0, 0 < x < +∞,

–v2,xx = –λ2v2 + μ2u, t > 0, 0 < x < +∞,

ux(t, 0) = v1,x(t, 0) = v2,x(t, 0) = 0, u(t, x) = 0, t ≥ 0, x ≥ h(t),

h′(t) = –μux(t, h(t)), t > 0,

u(0, x) = u0(x), 0 ≤ x ≤ h0 � h(0),

v1(0, x) = v0
1(x), v2(0, x) = v0

2(x), 0 < x < +∞,

(1.1)

where u(t, x) represents the population density of mobile species, v1(t, x) represents the
population density of a chemoattractant, v2(t, x) represents the population density of a
chemorepulsion. The right-hand side of the first equation in (1.1) is a logistic reaction term
u(a – bu). The coefficient a represents the intrinsic growth rate of the cells, b measures its
intraspecific competition, χ1 ≥ 0 and χ2 ≥ 0 represent the chemotaxis, and the positive
constants λ1, λ2, μ1 and μ2 are related to growth rate of the chemical substances. The
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initial functions u0(x), v0
i (x) satisfy

⎧
⎪⎪⎨

⎪⎪⎩

u0 ∈ C2([0, h0]), u0(h0) = u′
0(0) = 0, u0 > 0 in [0, h0),

v0
i ∈ Cb([0, +∞)), v0

i (0) = 0,

v0
i (x) �≡ 0, v0

i (x) ≥ 0 in [0, +∞), i = 1, 2,

(1.2)

here Cb([0, +∞)) is the space of continuous and bounded functions in [0, +∞).
The free boundary x = h(t) represents the spreading front, the homogeneous Neumann

boundary condition at x = 0 indicates that the left boundary is fixed and no species cross
the left boundary, while the species only spreads to the right-hand side. The equation gov-
erning the free boundary, h′(t) = –μux(t, h(t)), is a special case of the well-known Stefan
condition arising from the investigation of the melting of ice in contact with water [26].
At present, it was used to describe the invasion of species [22, 23].

When h(t) ≡ const. and χ2 = μ2 = λ2 = 0, system (1.1) is a classical model of chemo-
taxis in one dimension n = 1, which was first introduced by Keller and Segel in [16, 17]. In
the case a = b = 0, this system is proved to have finite time blowing up solutions for large
enough initial conditions in dimensions n ≥ 2 (see [24, 25]), but for n = 1 there is no blow
up. Since the works by Keller and Segel, a rich variety of mathematical models for studying
chemotaxis have appeared (see [1, 24, 25, 27–29, 45] and the references therein). In [28],
Salako and Shen considered an attraction–repulsion chemotaxis systems with prolifera-
tion and death of cells and assumed that chemicals diffuse very quickly. They investigated
the global existence of classical solutions, stability of constant equilibria and spreading
speed of attraction–repulsion chemotaxis systems with a logistic source on R

N . Salako
and Shen [29] have further studied traveling wave solutions of the attraction–repulsion
chemotaxis system. Moreover, attraction–repulsion chemotaxis systems on bounded do-
mains have been studied in many papers (see [14, 20, 21, 43, 44, 50] and the references
therein).

In many realistic modeling situations, species have a tendency to emigrate from the
boundary, to obtain their new habitat and improve the living environment. Hence, it is
more reasonable to consider the domain with a free boundary. Motivated by the work
of Du and Lin [7], there have been many theoretical developments on the free boundary
problem in various environments (see [2, 4–6, 8, 10–13, 18, 19, 30–32, 34, 35, 40, 41, 46, 47,
49, 51]). For example, the authors of [5, 35] dealt with the equation with a free boundary in
time-periodic environment. The authors of [4, 6] considered the higher dimensions’ and
heterogeneous environment case, while the authors of [31, 32, 34, 41, 46, 51] have studied
two species predator–prey models with a free boundary. Wang and Wang [31] considered
the diffusive Beddington–DeAngelis predator–prey model with nonlinear prey-taxis and
free boundary. To the best of our knowledge, this is the first work concerning the free
boundary problem of chemotaxis systems. Other works for various species competition
systems with free boundaries can be found in [8, 10, 12, 13, 40, 47, 49]. The authors of [11,
18, 19, 30] considered the transmission of viruses and diseases by using a free boundary.
For the study of free boundary problems for other biological models, please refer to [3–7,
9, 15, 33, 35, 36, 48, 52] and the references therein.

The main intention of this paper is to analyze the dynamical behavior of model (1.1)
when both chemo-attraction and chemo-repulsion are present. Compared with [28], due
to the influence of the free boundary, we derive different dynamic behaviors of species.
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Precisely, we prove a spreading–vanishing dichotomy for this model, that is, the species
either fails to establish and vanishes eventually (called vanishing) or the species success-
fully spreads to infinity as t → ∞ and stabilizes at a constant equilibrium state under
some sufficient conditions (called spreading). In other words, the solution (u, v1, v2, h) of
(1.1) exhibits the following behavior:

(i) Vanishing: if limt→+∞ h(t) < ∞, then we have limt→+∞ ‖u(t, x)‖C([0,h(t)]) = 0,
limt→+∞ vi(t, x) = 0, i = 1, 2, uniformly in [0, +∞).

(ii) Spreading: if limt→+∞ h(t) = ∞,

b > χ1μ1 – χ2μ2 + K , (1.3)

where

K := min

{
1
λ2

(∣
∣χ1μ1λ1 – χ2μ2λ2

∣
∣ + χ1μ1

∣
∣λ1 – λ2

∣
∣
)
,

1
λ1

(∣
∣χ1μ1λ1 – χ2μ2λ2

∣
∣ + χ2μ2

∣
∣λ1 – λ2

∣
∣
)
}

, (1.4)

then we have

lim
t→∞ u(t, x) =

a
b

, lim
t→∞ vi(t, x) =

μi

λi

a
b

, i = 1, 2,

uniformly in any bounded subset of [0, +∞).
For the spreading case, condition (1.3) is similar to that in [28]; however, we use different

approaches compared to [28] to obtain this convergence result, due to different boundary
conditions. In mathematics, it is difficult to find a pair of upper and lower solutions at once
to squeeze the solution of problem (1.1). To overcome the difficulty, we first prove Lem-
mas 3.4–3.5 which will be used to establish the main Theorem 3.6. Second, we construct
a super/sub-solution to compare with the solution of (1.1). Using an iterative method, we
construct more suitable upper and lower solution sequences {ui} and {ui}. Finally, by the
monotone convergence theorem, we derive the exact long time behavior of the solution.
We also prove that the limits of sequences {ui} and {ui} both converge to a/b, which in-
volves applying some new ideas and techniques (see Theorem 3.6).

The organization of this paper is as follows. In Sect. 2, we give the proof of the global
existence, uniqueness and estimates of (u, v1, v2, h). Section 3 is devoted to the long time
behavior of (u, v1, v2). In Sect. 4, we give some sufficient conditions of spreading and van-
ishing. The paper ends with a brief conclusion.

2 Global existence, uniqueness and estimates of the solution
In this section, we give the existence and uniqueness results. The proof of the local exis-
tence and uniqueness can be done by modifying the arguments of [36]. Define the kernel
function

φi(t, x) �
√

λi

2
e–

√
λi|x|, i = 1, 2. (2.1)
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If (u, v1, v2, h) is a solution of (1.1), then

vi(t, x) =
μi

λi
(φi ∗ u)(x)

:=
μi

λi

[∫ 0

–∞
φi(x – y)u(t, –y) dy +

∫ +∞

0
φi(x – y)u(t, y) dy

]

, x ∈R
+. (2.2)

Thus equation (1.1) is equivalent to the following problem:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ut – uxx + χ1μ1
λ1

(φ1 ∗ u)xux – χ2μ2
λ2

(φ2 ∗ u)xux

= u[a – (b + χ2μ2 – χ1μ1)u

– χ1μ1(φ1 ∗ u) + χ2μ2(φ2 ∗ u)], t > 0, 0 < x < h(t),

ux(t, 0) = 0, u(t, x) = 0, t ≥ 0, x ≥ h(t),

h′(t) = –μux(t, h(t)), t > 0,

u(0, x) = u0(x), 0 ≤ x ≤ h0 � h(0).

(2.3)

Lemma 2.1 For any given θ ∈ (0, 1), p ≥ 3/(1 – θ ) and

b > χ1μ1 – χ2μ2 + H , (2.4)

where

H := min{H1, H2} (2.5)

with
⎧
⎨

⎩

H1 = 1
λ1

[(χ2μ2λ2 – χ1μ1λ1)+ + χ2μ2(λ1 – λ2)+],

H2 = 1
λ2

[(χ2μ2λ2 – χ1μ1λ1)+ + χ1μ1(λ1 – λ2)+],
(2.6)

the following is true:
(i) There exists a T > 0 such that problem (1.1) admits a unique solution

(u, v1, v2, h) ∈ W 1,2
p (DT ) ∩ C(1+θ )/2,1+θ (DT ) × [

C(1+θ )/2,1+θ
(
DT

v
)]2

× C1+θ/2([0, T]
)
, (2.7)

where DT := {(t, x) ∈R
2 : t ∈ (0, T), x ∈ [0, h(t)]},

DT
v := {(t, x) ∈ R

2 : t ∈ (0, T), x ∈ [0,∞)}, and C is independent of T .
(ii) Let 0 < τ < ∞ and (u, v1, v2, h) ∈ W 1,2

p (Dτ ) ∩ C(1+θ )/2,1+θ (Dτ ) × [C(1+θ )/2,1+θ (Dτ
v )]2 ×

C1+θ/2([0, τ ]) be the unique solution of (1.1). Then we have

0 < u(t, x)

≤ max

{
a

b + χ2μ2 – χ1μ1 – H
,‖u0‖L∞

}

� R1 for t ∈ (0, τ ), x ∈ [
0, h(t)

)
, (2.8)
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0 < vi(t, x)

≤ max

{
μi

λi

a
b + χ2μ2 – χ1μ1 – H

,
μi

λi
‖u0‖L∞

}

for t ∈ (0, τ ), x ∈ [0, +∞), (2.9)

0 < h′(t) ≤ C for t ∈ (0, τ ), (2.10)

where the positive constant C is independent of τ .

Proof As in [36], we first straighten the free boundary and define

y =
x

h(t)
, w(t, y) = u

(
t, h(t)y

)
, φi

(
h(t)y

)
= �i(y), i = 1, 2.

Then it follows from (2.3) that (w(t, y), h(t)) satisfies

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

wt – ζ (t)wyy – ξ (t)ywy

+ χ1μ1
λ1

ζ (t)(�1 ∗ w)ywy – χ2μ2
λ2

ζ (t)(�2 ∗ w)ywy

= w[a – (b + χ2μ2 – χ1μ2)w

– χ1μ1(�1 ∗ w) + χ2μ2(�2 ∗ w)], t > 0, 0 < y < 1,

wy(t, 0) = 0, w(t, y) = 0, t > 0, y ≥ 1,

w(0, y) = u0(h0y) = w0(y), 0 ≤ y ≤ 1,

(2.11)

and

h′(t) = –μ
1

h(t)
wy(t, 1), t > 0; h(0) = h0, (2.12)

where ζ (t) = h–2(t), ξ (t) = h′(t)
h(t) . Now problem (2.11) is an initial-boundary value problem

with a fixed boundary. We shall use the fixed point theorem to prove the existence of
solution (w, h) to (2.11) and (2.12). Let h̃ = –μu′

0(h0), T1 = min{1, h0
2(2+h̃)

}. For 0 < T ≤ T1,
we set

HT =
{

h ∈ C1([0, T]
)

: h(0) = h0, h′(0) = h̃,
∥
∥h′ – h̃

∥
∥

C([0,T]) ≤ 1
}

.

Clearly, HT is a bounded and closed convex set of C1([0, T]). For the given h ∈ HT , we can
extend h to a new function, still denoted by h, such that h ∈ HT1 , where

HT1 =
{

h ∈ C1([0, T1]
)

: h(0) = h0, h′(0) = h̃,
∥
∥h′ – h̃

∥
∥

C([0,T1]) ≤ 2
}

.

Therefore, when h ∈ HT , we have h ∈ HT1 and

∣
∣h(t) – h0

∣
∣ ≤ T1

∥
∥h′∥∥∞ ≤ T1(2 + h̃) ≤ h0

2
, ∀t ∈ [0, T1],

which yields

h0

2
≤ h(t) ≤ 3h0

2
, ∀t ∈ [0, T1].
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Thus, for the given h ∈ HT , the functions ζ (t) and ξ (t) are well defined on [0, T1]. Let
R1 � max{ a

b+χ2μ2–χ1μ1–H ,‖u0‖L∞} where H is given by (2.5). Define 
T1 = [0, T1] × [0, 1]
and

WT1 =
{

w ∈ C(
T1 ) : w(0, y) = u0(h0y), w(t, 1) = 0, 0 ≤ w(t, y) ≤ R1
}

.

Obviously, WT1 is a bounded and closed convex set of C(
T1 ). For the given w ∈ WT1 , we
have the following initial-boundary value problem

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

wt – ζ (t)wyy – ξ (t)ywy + χ1μ1
λ1

ζ (t)(�1 ∗ w)ywy

– χ2μ2
λ2

ζ (t)(�2 ∗ w)ywy

= w[a – (b + χ2μ2 – χ1μ1)w

– χ1μ1(�1 ∗ w) + χ2μ2(�2 ∗ w)], 0 < t ≤ T1, 0 < y < 1,

wy(t, 0) = 0, w(t, y) = 0, 0 < t ≤ T1, y ≥ 1,

w(0, y) = w0(y), 0 ≤ y ≤ 1.

(2.13)

For the given w ∈ WT1 , we obtain

(�i ∗ w)(y) :=
∫ 0

–1
�i(y – s)w(t, –s) ds

+
∫ 1

0
�i(y – s)w(t, s) ds, y ∈ [0, 1], i = 1, 2. (2.14)

In order to prove that 0 ≤ w(t, y) ≤ R1, we need the following estimate. Using (2.14), we
have

χ2μ2(�2 ∗ w) – χ1μ1(�1 ∗ w)

= χ2μ2

[∫ 0

–1

√
λ2

2
e–

√
λ2|y–s|w(t, –s) ds +

∫ 1

0

√
λ2

2
e–

√
λ2|y–s|w(t, s) ds

]

– χ1μ1

[∫ 0

–1

√
λ1

2
e–

√
λ1|y–s|w(t, –s) ds +

∫ 1

0

√
λ1

2
e–

√
λ1|y–s|w(t, s) ds

]

=
∫ 0

–1

(

χ2μ2

√
λ2

2
e–

√
λ2|y–s| – χ1μ1

√
λ1

2
e–

√
λ1|y–s|

)

w(t, –s) ds

+
∫ 1

0

(

χ2μ2

√
λ2

2
e–

√
λ2|y–s| – χ1μ1

√
λ1

2
e–

√
λ1|y–s|

)

w(t, s) ds

= (χ2λ2μ2 – χ1λ1μ1)
∫ 0

–1

1
2
√

λ2
e–

√
λ2|y–s|w(t, –s) ds

+ χ1λ1μ1

∫ 0

–1

(
1

2
√

λ2
e–

√
λ2|y–s| –

1
2
√

λ1
e–

√
λ1|y–s|

)

w(t, –s) ds

+ (χ2λ2μ2 – χ1λ1μ1)
∫ 1

0

1
2
√

λ2
e–

√
λ2|y–s|w(t, s) ds

+ χ1λ1μ1

∫ 1

0

(
1

2
√

λ2
e–

√
λ2|y–s| –

1
2
√

λ1
e–

√
λ1|y–s|

)

w(t, s) ds
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≤ (χ2λ2μ2 – χ1λ1μ1)+R1

∫ 0

–1

1
2
√

λ2
e–

√
λ2|y–s| ds

+ χ1λ1μ1R1

∫ 0

–1

(
1

2
√

λ2
e–

√
λ2|y–s| –

1
2
√

λ1
e–

√
λ1|y–s|

)

ds

+ (χ2λ2μ2 – χ1λ1μ1)+R1

∫ 1

0

1
2
√

λ2
e–

√
λ2|y–s| ds

+ χ1λ1μ1R1

∫ 1

0

(
1

2
√

λ2
e–

√
λ2|y–s| –

1
2
√

λ1
e–

√
λ1|y–s|

)

ds

= (χ2λ2μ2 – χ1λ1μ1)+R1

∫ 1

–1

1
2
√

λ2
e–

√
λ2|y–s| ds

+ χ1λ1μ1R1

∫ 1

–1

(
1

2
√

λ2
e–

√
λ2|y–s| –

1
2
√

λ1
e–

√
λ1|y–s|

)

ds

≤ (χ2λ2μ2 – χ1λ1μ1)+R1

∫

R

1
2
√

λ2
e–

√
λ2|y–s| ds

+ χ1λ1μ1R1

∫

R

(
1

2
√

λ2
e–

√
λ2|y–s| –

1
2
√

λ1
e–

√
λ1|y–s|

)

ds

=
R1

λ2

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]
. (2.15)

Similarly, we have

χ2μ2(�2 ∗ w) – χ1μ1(�1 ∗ w)

= χ2μ2

[∫ 0

–1

√
λ2

2
e–

√
λ2|y–s|w(t, –s) ds +

∫ 1

0

√
λ2

2
e–

√
λ2|y–s|w(t, s) ds

]

– χ1μ1

[∫ 0

–1

√
λ1

2
e–

√
λ1|y–s|w(t, –s) ds +

∫ 1

0

√
λ1

2
e–

√
λ1|y–s|w(t, s) ds

]

=
∫ 0

–1

(

χ2μ2

√
λ2

2
e–

√
λ2|y–s| – χ1μ1

√
λ1

2
e–

√
λ1|y–s|

)

w(t, –s) ds

+
∫ 1

0

(

χ2μ2

√
λ2

2
e–

√
λ2|y–s| – χ1μ1

√
λ1

2
e–

√
λ1|y–s|

)

w(t, s) ds

= (χ2λ2μ2 – χ1λ1μ1)
∫ 0

–1

1
2
√

λ1
e–

√
λ1|y–s|w(t, –s) ds

+ χ2λ2μ2

∫ 0

–1

(
1

2
√

λ2
e–

√
λ2|y–s| –

1
2
√

λ1
e–

√
λ1|y–s|

)

w(t, –s) ds

+ (χ2λ2μ2 – χ1λ1μ1)
∫ 1

0

1
2
√

λ1
e–

√
λ1|y–s|w(t, s) ds

+ χ2λ2μ2

∫ 1

0

(
1

2
√

λ2
e–

√
λ2|y–s| –

1
2
√

λ1
e–

√
λ1|y–s|

)

w(t, s) ds

≤ (χ2λ2μ2 – χ1λ1μ1)+R1

∫ 0

–1

1
2
√

λ1
e–

√
λ1|y–s| ds

+ χ2λ2μ2R1

∫ 0

–1

(
1

2
√

λ2
e–

√
λ2|y–s| –

1
2
√

λ1
e–

√
λ1|y–s|

)

ds
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+ (χ2λ2μ2 – χ1λ1μ1)+R1

∫ 1

0

1
2
√

λ1
e–

√
λ1|y–s| ds

+ χ2λ2μ2R1

∫ 1

0

(
1

2
√

λ2
e–

√
λ2|y–s| –

1
2
√

λ1
e–

√
λ1|y–s|

)

ds

= (χ2λ2μ2 – χ1λ1μ1)+R1

∫ 1

–1

1
2
√

λ1
e–

√
λ1|y–s| ds

+ χ2λ2μ2R1

∫ 1

–1

(
1

2
√

λ2
e–

√
λ2|y–s| –

1
2
√

λ1
e–

√
λ1|y–s|

)

ds

≤ (χ2λ2μ2 – χ1λ1μ1)+R1

∫

R

1
2
√

λ1
e–

√
λ1|y–s| ds

+ χ2λ2μ2R1

∫

R

(
1

2
√

λ2
e–

√
λ2|y–s| –

1
2
√

λ1
e–

√
λ1|y–s|

)

ds

=
R1

λ1

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ2μ2(λ1 – λ2)+

]
. (2.16)

Thus, it follows from (2.15) and (2.16) that for every w ∈ WT1 , we have

χ2μ2(�2 ∗ w) – χ1μ1(�1 ∗ w) ≤ HR1, (2.17)

where H is given by (2.5). Thus in view of (2.13) and (2.17), we have

wt – ζ (t)wyy – ξ (t)ywy +
χ1μ1

λ1
ζ (t)(�1 ∗ w)ywy –

χ2μ2

λ2
ζ (t)(�2 ∗ w)ywy

≤ w
[
a + HR1 – (χ2μ2 + b – χ1μ1)w

]
.

Note that

L(R1) = R1
[
a – (b + χ2μ2 – χ1μ1 – H)R1

] ≤ 0.

Hence, using the comparison principle for parabolic equations, we obtain that

w(t, y) ≤ R1, t ∈ (0, T1], y ∈ [0, 1],∀w ∈ WT1 . (2.18)

Applying the maximum principle, we infer that w > 0 in (0, T1] × [0, 1). Hence w is a
bounded function. Straightforward calculation yields

(�i ∗ w)y

=
∫ 0

–∞
–

λi

2
e–

√
λi(y–s)w(t, –s) ds +

∫ y

0
–

λi

2
e–

√
λi(y–s)w(t, s) ds

+
∫ +∞

y

λi

2
e–

√
λi(s–y)w(t, s) ds

=
√

λi

[∫ 0

–∞
–

√
λi

2
e–

√
λi(y–s)w(t, –s) ds +

∫ y

0
–

√
λi

2
e–

√
λi(y–s)w(t, s) ds

+
∫ +∞

y

√
λi

2
e–

√
λi(s–y)w(t, s) ds

]

.
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Thus,

∣
∣(�i ∗ w)y

∣
∣ ≤ √

λi(�i ∗ w) ≤ √
λi‖w‖L∞ ≤ √

λiR1. (2.19)

By the standard method (the upper and lower solutions method, or the contraction map-
ping theory, for example), we can show that there exists 0 < T∗ ≤ T1, depending only on
� = {R1,χi,μi,λi, h0, h̃,‖u0‖W 2,p([0,h0]), i = 1, 2}, such that problem (2.13) admits a unique
solution w ∈ W 1,2

p (
T∗ ) ↪→ C(1+θ )/2,1+θ (
T∗ ), which satisfies

‖w‖W 1,2
p (
T∗ ) + ‖w‖C(1+θ )/2,1+θ (
T∗ ) ≤ C1

(
�, T∗, T–1

∗
)
,

where


T∗ = [0, T∗] × [0, 1].

It follows from (2.18) and (2.19) that the bound of the right-hand side of the first equa-
tion in (2.13) depends only on �. We may think that T∗ depends only on � and write
C1(�, T∗, T–1∗ ) as C1(�). That is,

‖w‖W 1,2
p (
T∗ ) + ‖w‖C(1+θ )/2,1+θ (
T∗ ) ≤ C1(�). (2.20)

Therefore, when 0 < T ≤ T∗, the unique solution w(t, y) of (2.13) satisfies

‖w‖W 1,2
p (
T ) + ‖w‖C(1+θ )/2,1+θ (
T ) ≤ ‖w‖W 1,2

p (
T∗ ) + ‖w‖C(1+θ )/2,1+θ (
T∗ ) ≤ C1(�). (2.21)

We now define � : WT → C(
T ) by

�(w) = w.

It follows from (2.18) and (2.20) that � maps WT into itself.
Next, we prove that � is a contraction mapping on WT for T > 0 sufficiently small. In-

deed, let wi ∈ WT (i=1,2) and denote wi = �(wi). Then it follows from (2.21) that

‖wi‖W 2,1
p (
T ) ≤ C1(�).

Setting U = w1 – w2, we find that U(t, y) satisfies

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

Ut – ζ (t)Uyy – ξ (t)yUy – αU

+ [ χ1μ1
λ1

ζ (t)(�1 ∗ w1)y – χ2μ2
λ2

ζ (t)(�2 ∗ w1)y]Uy = β , 0 < t ≤ T , 0 < y < 1,

Uy(t, 0) = 0, U(t, y) = 0, 0 < t ≤ T , y ≥ 1,

U(0, y) = 0, 0 ≤ y ≤ 1,

where ζ (t) = ζ (h(t)) and ξ (t) = ξ (h(t), h′(t)),

α = a – (b + χ2μ2 – χ1μ1)(w1 + w2) – χ1μ1(�1 ∗ w2) + χ2μ2(�2 ∗ w2),
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β =
[

χ1μ1

λ1
ζ (t)

(
�1 ∗ (w1 – w2)

)

y –
χ2μ2

λ2
ζ (t)

(
�2 ∗ (w1 – w2)

)

y

]

w2,y

+ w1
[
χ1μ1

(
�1 ∗ (w2 – w1)

)
+ χ2μ2

(
�2 ∗ (w1 – w2)

)]
.

Applying the classical Lp estimates for parabolic equations and (2.19), we obtain

‖w1 – w2‖W 2,1
p (
T ) ≤ C2(T ,�)‖w1 – w2‖Lp(
T ). (2.22)

Using Hölder’s inequality and (2.22), we have

‖w1 – w2‖p
Lp(
T ) =

∫ T

0

∫ 1

0
|w1 – w2|p dy dt

=
∫ T

0

∫ 1

0

∣
∣
∣
∣

∫ t

0

[
w1(τ , y) – w2(τ , y)

]

τ
dτ

∣
∣
∣
∣

p

dy dt

≤
∫ T

0

∫ 1

0

(∫ t

0

[
w1(τ , y) – w2(τ , y)

]p
τ
dτ

)

tp–1 dy dt

≤ Tp–1
∫ T

0

∫ 1

0

∫ T

0

[
w1(τ , y) – w2(τ , y)

]p
τ

dτ dy dt

≤ Tp∥∥(w1 – w2)t
∥
∥p

Lp(
T )

≤ Tp‖w1 – w2‖p
W 2,1

p (
T )

≤ C2(T ,�)Tp‖w1 – w2‖p
Lp(
T ),

where C2 is a constant independent on T–1. We choose T small enough such that C2Tp < 1.
This shows that for this T , � is a contraction mapping on WT . It now follows from the
contraction mapping theorem that � has a unique fixed point w ∈ WT . Therefore, (2.11)
has a unique solution w(t, y).

By the continuous dependence on the given data, in the space C(1+θ )/2,1+θ (
T ), w depends
continuously on h ∈ HT . For such a defined function w, the initial value problem (2.12) has
a unique solution, denoted by h(t) = h(t; h). Then h(0) = h0, h′(0) = h̃ and

h′(t) > 0, h′(t) ∈ Cθ/2([0, T]
)
,

∥
∥h′∥∥

Cθ/2([0,T]) ≤ C3(�), ∀h ∈ HT . (2.23)

Clearly, in the space C1([0, T]), h continuously depends on w ∈ C(1+θ )/2,1+θ (
T ), and
hence on h ∈ HT . Now we define F : HT → C1([0, T]) by

F (h) = h.

Obviously, F is continuous in HT , and h ∈ HT is a fixed point of F if and only if (w, h)
solves (2.11) and (2.12).

According to (2.23), we know that F is compact and

∥
∥h′ – h̃

∥
∥

C([0,T]) ≤ ∥
∥h′∥∥

Cθ/2([0,T])T
θ/2 ≤ C3(�)Tθ/2.
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Hence F maps HT into itself if

0 < T ≤ min

{

1,
h0

2(2 + h̃)
, C–2/θ

3 (�)
}

.

Consequently, F has at least one fixed point h ∈ HT by Schauder’s fixed point theorem,
and then (2.11) and (2.12) have at least one solution (w, h) defined in [0, T]. Moreover, as
w(t, y) > 0 and w(t, 1) = 0, we deduce by Hopf ’s boundary lemma that wy(t, 1) < 0, which
implies h′(t) > 0 for t > 0.

Obviously, the function u(t, x) = w(t, h–1x) satisfies

u ∈ W 1,2
p (DT ) ∩ C(1+θ )/2,1+θ (DT ), 0 < u ≤ R1 in DT , (2.24)

(u, h) solves (1.1) and

h ∈ C1+θ/2([0, T]
)
.

Let (wi, hi) with i = 1, 2, be two local solutions of (2.11), which are defined for t ∈ [0, T]
and 0 < T � 1. Notice h′

i(t) > 0. We may assume that h0 ≤ hi(t) ≤ h0 + 1 in [0, T], i =
1, 2.

Setting U = w1 – w2 and h = h1 – h2, we have

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ut – ζ2(t)Uyy – ξ2(t)yUy – AU
+ w1[χ2μ2((�2 ∗ U ) – χ1μ1((�1 ∗ U )]

+ [ χ1μ1
λ1

ζ2(t)(�1 ∗ w2)y – χ2μ2
λ2

ζ2(t)(�2 ∗ w2)y]Uy = B, 0 < t ≤ T , 0 < y < 1,

Uy(t, 0) = 0, U (t, y) = 0, 0 < t ≤ T , y ≥ 1

U (0, y) = 0, 0 ≤ y ≤ 1,

and

h′(t) = μ

(
1
h2

w2,y(t, 1) –
1
h1

w1,y(t, 1)
)

, 0 < t ≤ T ; h(0) = 0, (2.25)

where ζi(t) = ζ (hi(t)) and ξi(t) = ξ (hi(t), h′
i(t)), i = 1, 2,

A = a – (b + χ2μ2 – χ1μ1)(w1 + w2) – χ1μ1(�1 ∗ w2) + χ2μ2(�2 ∗ w2),

B =
(
ζ1(t) – ζ2(t)

)
w1,yy +

(
ξ1(t) – ξ2(t)

)
yw1,y

+
[

ζ1(t)
(

χ1μ1

λ1
(�1 ∗ w1)y –

χ2μ2

λ2
(�2 ∗ w1)y

)

– ζ2(t)
(

χ1μ1

λ1
(�1 ∗ w2)y –

χ2μ2

λ2
(�2 ∗ w2)y

)]

w1,y.
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By (2.19), ‖w1‖W 1,2
p

≤ C1(�), 0 < h′
i(t) ≤ C3(�) and h0 ≤ hi(t) ≤ h0 + 1. Applying the clas-

sical Lp estimates for parabolic equations, we obtain

‖U‖W 1,2
p (
T ) ≤ C4(�)

(∥
∥
(
h–2

1 – h–2
2

)
w1,yy

∥
∥

Lp(
T ) +
∥
∥
(
h′

1/h1 – h′
2/h2

)
yw1,y

∥
∥

Lp(
T )

+
∥
∥
(
h–2

1 – h–2
2

)
w1,y

∥
∥

Lp(
T )

)

≤ C5(�)‖h‖C1([0,T]). (2.26)

By similar arguments as in the proof of Theorem 1.1 of [36], we can obtain that

[U ]Cθ/2,θ (
T ), [Uy]Cθ/2,θ (
T ) ≤ C‖U‖W 1,2
p (
T )

for some positive constant C independent of T–1, here [·]Cθ/2,θ (
T ) is a Hölder seminorm.
Thus,

[Uy]Cθ/2,θ (
T ) ≤ CC5(�)‖h‖C1([0,T]).

This, combined with (2.25), yields

[
h′]

Cθ/2([0,T]) ≤ μ
[
h–1

1 Uy(t, 1)
]

Cθ/2([0,T]) + μ
[(

h–1
1 – h–1

2
)
w2,y(t, 1)

]

Cθ/2([0,T])

≤ C6(�)‖h‖C1([0,T]). (2.27)

Because of h(0) = h′(0) = 0, we deduce

‖h‖C1([0,T]) ≤ 2Tθ/2∥∥h′∥∥
Cθ/2([0,T]) ≤ 2C6(�)Tθ/2‖h‖C1([0,T]). (2.28)

We can choose 0 < T̂(�) � 1 such that, when 0 < T ≤ T̂(�), h1 = h2, and consequently
w1 = w2. Hence, (1.1) has a unique local classical solution (u, v1, v2, h), i.e., (2.7) holds.

Let 0 < τ < ∞ and (u, v1, v2, h) ∈ W 1,2
p (DT ) ∩ C(1+θ )/2,1+θ (DT ) × [C(1+θ )/2,1+θ (DT

v )]2 ×
C1+θ/2([0, T]) be the unique solution of (1.1). It follows from the maximum principle that
u, vi > 0, i = 1, 2 in [0, τ ] × [0, h(t)). Thus, ux(t, h(t)) < 0 for t ∈ (0, τ ], and we see from (1.1)
that h′(t) > 0 in (0, τ ].

According to (2.24), we have

0 < u(t, x) ≤ max

{
a

b + χ2μ2 – χ1μ1 – H
,‖u0‖L∞

}

= R1, (t, x) ∈ (0, τ ) × [
0, h(t)

)
.

Applying the maximum principle to the second and third equations in (1.1), we obtain

0 < vi(t, x) ≤ max

{
μi

λi

a
b + χ2μ2 – χ1μ1 – H

,
μi

λi
‖u0‖L∞

}

, (t, x) ∈ (0, τ ) × [0, +∞).

As we all know, the proof of (2.10) is standard. The proof is the same as that of Lemma 2.2
in [7], thus we omit the details. �

Similar to the proofs of Theorem 2.1, Lemma 2.2 and Theorem 2.3 in [7], we can obtain
the following global existence result.
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Theorem 2.2 Suppose that (2.4) holds. For all t ∈ (0,∞), problem (1.1) possesses a unique
solution (u, v1, v2, h), and for any θ ∈ (0, 1),

u ∈ C1+θ/2,2+θ
(
(0,∞) × (

0, h(t)
))

, h ∈ C1+(1+θ )/2((0,∞)
)
,

vi ∈ C1+θ/2,2+θ
(
(0,∞) × (0,∞)

)
, i = 1, 2.

(2.29)

Moreover, there exists some constant C dependent on χi, μi, λi, a, b, h0 and ‖u0‖∞ such
that

∥
∥u(t, ·)∥∥C1([0,h(t)]) ≤ C,

∥
∥vi(t, ·)∥∥C1([0,∞)) ≤ C, ∀t ≥ 1, i = 1, 2,

∥
∥h′∥∥

C
θ
2 ([1,+∞))

≤ C, ∀n ≥ 0.
(2.30)

The proof of Theorem 2.2 in essence follows similar arguments as in [37–39, 42]. For
the regularity results and estimates of (u, v1, v2, h), please refer to Theorem 2.2 of [39]. The
details are omitted here. We remark that the uniform estimate (2.30) allows us to deduce
that h′(t) → 0 when limt→∞ h(t) < ∞, which plays a key role in determining the vanishing
phenomenon.

3 Long time behavior of (u, v)
This section is devoted to proving the asymptotic behavior when t → ∞. It follows from
Lemma 2.1 that h(t) is monotonically increasing. Therefore, there exists an h∞ ∈ (0,∞]
such that limt→∞ h(t) = h∞.

3.1 Vanishing case (h∞ < ∞)
In this subsection, we study the asymptotic behavior of solution to problem (1.1) when
vanishing occurs (h∞ < ∞). Our approaches here are mainly following the lines of [32,
41]. First, we state a general result.

Theorem 3.1 Suppose that (2.4) holds. Let (u, v1, v2, h) be the solution of (1.1). If h∞ < ∞,
then there exists a constant C > 0 such that

∥
∥u(t, ·)∥∥C1([0,h(t)]) ≤ C, ∀t > 1. (3.1)

Moreover,

lim
t→+∞ h′(t) = 0. (3.2)

Proof The proof is similar to that of Theorem 4.1 in [41]. We omit the details. �

Similar to Proposition 3.2 in [52], we can prove the following general proposition.

Proposition 3.2 Let μ > 0, c ∈ R. Assume that s ∈ C1([0,∞)) and w ∈ C(1+ν)/2,(1+ν)([0,∞)×
[0, s(t)]) satisfy s(t) > 0, w(t, x) > 0, for all t ≥ 0, 0 < x < s(t). We further suppose that s∞ =
limt→∞ s(t) < ∞, limt→∞ s′(t) = 0 and there exists a constant C such that ‖w(t, ·)‖C1[0,s(t)] ≤
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C for t > 1. If (w, s) satisfies

⎧
⎪⎪⎨

⎪⎪⎩

wt – wxx + mxwx ≥ cw, t > 0, 0 < x < s(t),

wx(t, 0) = 0, t > 0,

w(t, s(t)) = 0, s′(t) ≥ –μwx(t, s(t)), t ≥ 0,

(3.3)

then limt→∞ max0≤x≤s(t) w(t, x) = 0.

Theorem 3.3 Suppose that (2.4) holds. Let (u, v1, v2, h) be any solution of problem (1.1). If
h∞ < ∞, then

lim
t→∞

∥
∥u(t, ·)∥∥C([0,h(t)]) = 0, (3.4)

lim
t→∞ vi(t, x) = 0, i = 1, 2 uniformly in [0, +∞). (3.5)

Proof First, we can easily obtain that u satisfies

⎧
⎪⎪⎨

⎪⎪⎩

ut – uxx + (χ1v1,x – χ2v2,x)ux ≥ cu, t > 0, 0 < x < h(t),

ux(t, 0) = 0, u(t, h(t)) = 0, t ≥ 0,

u(0, x) = u0(x), 0 ≤ x ≤ h0,

(3.6)

where c ≤ minx∈[0,∞)[a – (b + χ2μ2 – χ1μ1)u – χ1λ1v1]. Note that h′(t) > 0 and h∞ < ∞, in
view of Theorem 3.1 we get limt→∞ h′(t) = 0. Using Proposition 3.2, we have

lim
t→∞

∥
∥u(t, ·)∥∥C([0,h(t)]) = 0.

Combining (2.1), (2.2) and limt→∞ ‖u(t, ·)‖C([0,h(t)]) = 0, we deduce

lim
t→∞ vi(t, x) = 0, i = 1, 2, uniformly in [0, +∞).

The proof is complete. �

3.2 Spreading case (h∞ = ∞)
In this subsection, we discuss the spreading case h∞ = ∞. We provide a sufficient con-
dition (1.3) to prove that system (1.1) has a unique positive equilibrium (a/b,μ1a/λ1b,
μ2a/λ2b). This condition is more stringent than (2.4). The proof is inspired by Theorem 4.3
in [41].

Next, to discuss the asymptotic behavior of the solution to problem (1.1), we intend to
control the bounds of v1 and v2 by using those of u. Thus, we provide two lemmas, which
will be used in the main theorem in this subsection.

Lemma 3.4 Let (u, v1, v2, h) be a solution of problem (1.1). If (2.4) holds and u satisfies

lim sup
t→∞

u(t, x) ≤ A uniformly in any bounded subset of [0, +∞) (3.7)
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with some constant A > 0, then we have

lim sup
t→∞

vi(t, x) ≤ μi

λi
A, i = 1, 2, uniformly in any bounded subset of [0, +∞).

Proof For any given L > 0 and 0 < ε � 1, we can choose a small positive constant δ and
n > 0 large enough such that

μi

λi
δ +

μiR1

2
√

λi
e–

√
λinL(1 + e

√
λiL

)
< ε, (3.8)

where R1 is defined in Lemma 2.1. For nL > 0 and 0 < δ � 1, in view of (3.7), there exists a
T > 0 such that

u(t, x) ≤ A + δ, for all t > T and x ∈ [0, nL]. (3.9)

According to (3.8), (3.9), direct calculations show that

vi(t, x)

=
μi

2
√

λi

[∫ 0

–∞
e–

√
λi|x–y|u(t, –y) dy +

∫ +∞

0
e–

√
λi|x–y|u(t, y) dy

]

=
μi

2
√

λi

[∫ 0

–∞
e–

√
λi(x–y)u(t, –y) dy +

∫ x

0
e–

√
λi(x–y)u(t, y) dy

]

+
μi

2
√

λi

[∫ nL

x
e–

√
λi(y–x)u(t, y) dy +

∫ +∞

nL
e–

√
λi(y–x)u(t, y) dy

]

=
μi

2
√

λi

[∫ +∞

0
e–

√
λi(x+y)u(t, y) dy +

∫ x

0
e–

√
λi(x–y)u(t, y) dy

]

+
μi

2
√

λi

[∫ nL

x
e–

√
λi(y–x)u(t, y) dy +

∫ +∞

nL
e–

√
λi(y–x)u(t, y) dy

]

=
μi

2
√

λi

[∫ nL

0
e–

√
λi(x+y)u(t, y) dy +

∫ +∞

nL
e–

√
λi(x+y)u(t, y) dy +

∫ x

0
e–

√
λi(x–y)u(t, y) dy

]

+
μi

2
√

λi

[∫ nL

x
e–

√
λi(y–x)u(t, y) dy +

∫ +∞

nL
e–

√
λi(y–x)u(t, y) dy

]

≤ μi

2
√

λi
(A + δ)

[∫ nL

0
e–

√
λi(x+y) dy +

∫ x

0
e–

√
λi(x–y) dy +

∫ nL

0
e–

√
λi(y–x) dy

]

+
μi

2
√

λi

[∫ +∞

nL
e–

√
λi(y–x)u(t, y) dy +

∫ +∞

nL
e–

√
λi(x+y)u(t, y) dy

]

≤ μi

2λi
(A + δ)

[
2 – e–

√
λi(x+nL) – e–

√
λi(x–nL)]

+
μiR1

2
√

λi

[∫ +∞

nL
e–

√
λi(y–x) dy +

∫ +∞

nL
e–

√
λi(x+y)) dy

]

≤ μi

λi
(A + δ) +

μiR1

2
√

λi

[∫ +∞

nL
e–

√
λi(y–x) dy +

∫ +∞

nL
e–

√
λi(x+y)) dy

]

=
μi

λi
(A + δ) +

μiR1

2
√

λi

[
e–

√
λi(x+nL) – e–

√
λi(nL–x)]
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=
μi

λi
A +

μi

λi
δ +

μiR1

2
√

λi
e–

√
λinL(1 + e

√
λiL

)

≤ μi

λi
A + ε

for all t > T and x ∈ [0, L]. The arbitrariness of ε and L implies that

lim sup
t→∞

vi(t, x) ≤ μi

λi
A, i = 1, 2, uniformly in any bounded subset of [0, +∞). �

Lemma 3.5 Let (u, v1, v2, h) be a solution of problem (1.1). If u satisfies

lim inf
t→∞ u(t, x) ≥ A uniformly in any bounded subset of [0, +∞) (3.10)

with some constant A > 0, then we have

lim inf
t→∞ vi(t, x) ≥ μi

λi
A, i = 1, 2, uniformly in any bounded subset of [0, +∞).

Proof For any given L > 0 and 0 < ε � 1, we can choose a small positive constant δ and k
large enough such that

μi

λi

[

δ +
1
2

Ae–
√

λikL(e–
√

λiL + e
√

λiL
)
]

< ε. (3.11)

For these kL and δ, in view of (3.10), there exists a T > 0 such that

u(t, x) ≥ A – δ, for all t > T and x ∈ [0, kL]. (3.12)

According to (3.11), (3.12), direct calculations show that

vi(t, x)

=
μi

2
√

λi

[∫ 0

–∞
e–

√
λi|x–y|u(t, –y) dy +

∫ +∞

0
e–

√
λi|x–y|u(t, y) dy

]

≥ μi

2
√

λi

[∫ 0

–kL
e–

√
λi(x–y)u(t, –y) dy +

∫ x

0
e–

√
λi(x–y)u(t, y) dy +

∫ kL

x
e–

√
λi(y–x)u(t, y) dy

]

≥ μi

2
√

λi
(A – δ)

[∫ kL

0
e–

√
λi(x+y) dy +

∫ x

0
e–

√
λi(x–y) dy +

∫ kL

x
e–

√
λi(y–x) dy

]

≥ μi

λi
(A – δ)

[

1 –
1
2

e–
√

λikL(e–
√

λiL + e
√

λiL
)
]

≥ μi

λi
A –

μi

λi

[

δ +
1
2

Ae–
√

λikL(e–
√

λiL + e
√

λiL
)
]

≥ μi

λi
A – ε (3.13)

for all t > T and x ∈ [0, L]. The arbitrariness of ε and L implies that

lim inf
t→∞ vi(t, x) ≥ μi

λi
A, i = 1, 2, uniformly in any bounded subset of [0, +∞). �
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Theorem 3.6 Let (u, v1, v2, h) is a solution of problem (1.1). If h∞ = ∞ and b > χ1μ1 –
χ2μ2 + K , where K is defined in (1.4), then we have

lim
t→∞ u(t, x) =

a
b

, lim
t→∞ vi(t, x) =

μi

λi

a
b

, i = 1, 2

uniformly in any bounded subset of [0, +∞).

Proof We will divide our proof into two cases.
Case I. Assume that

b + χ2μ2 – χ1μ1 –
1
λ2

[|χ2λ2μ2 – χ1λ1μ1| + χ1μ1|λ1 – λ2|
]

> 0. (3.14)

Step 1. We construct sequences by the iteration method. It follows from Lemma 2.1 that

u1 � 0 < u(t, x) ≤ a
b + χ2μ2 – χ1μ1 – H2

� u1 for t > 0, x ∈ [
0, h(t)

)
, (3.15)

where H2 is defined in (2.6).
(i) If λ1 ≤ λ2 and χ2μ2λ2 ≥ χ1μ1λ1, then a

b+χ2μ2–χ1μ1–H2
= a

b–χ1μ1(1– λ1
λ2

)
≥ a

b .

(ii) If λ1 ≤ λ2 and χ2μ2λ2 ≤ χ1μ1λ1, then a
b+χ2μ2–χ1μ1–H2

= a
b+χ2μ2–χ1μ1

≥ a
b .

(iii) If λ1 ≥ λ2 and χ2μ2λ2 ≥ χ1μ1λ1, then a
b+χ2μ2–χ1μ1–H2

= a
b .

(iv) If λ1 ≥ λ2 and χ2μ2λ2 ≤ χ1μ1λ1, then a
b+χ2μ2–χ1μ1–H2

= a
b+χ2μ2–χ1μ1

λ1
λ2

≥ a
b .

By (i)–(iv), we have

u1 ≥ a
b

. (3.16)

Obviously, u1 and u1 is a pair of upper and lower solution of (2.3).
Combining this with Lemmas 3.4 and 3.5, we get that

lim sup
t→∞

vi(t, x) ≤ μi

λi
u1 � vi,1 uniformly on any bounded subset of [0, +∞),

lim inf
t→∞ vi(t, x) ≥ μi

λi
u1 � vi,1 uniformly on any bounded subset of [0, +∞).

For every t > 0 and x ∈ [0, h(t)],

χ2λ2v2 – χ1λ1v1

= (χ2λ2μ2 – χ1λ1μ1)
∫ 0

–h(t)

1
2
√

λ2
e–

√
λ2|x–y|u(t, –y) dy

+ χ1λ1μ1

∫ 0

–h(t)

(
1

2
√

λ2
e–

√
λ2|x–y| –

1
2
√

λ1
e–

√
λ1|x–y|

)

u(t, –y) dy

+ (χ2λ2μ2 – χ1λ1μ1)
∫ h(t)

0

1
2
√

λ2
e–

√
λ2|x–y|u(t, y) dy

+ χ1λ1μ1

∫ h(t)

0

(
1

2
√

λ2
e–

√
λ2|x–y| –

1
2
√

λ1
e–

√
λ1|x–y|

)

u(t, y) dy
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≤ 1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]
(u1 + δ)

–
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
(u1 – δ) (3.17)

and

χ2λ2v2 – χ1λ1v1

= (χ2λ2μ2 – χ1λ1μ1)
∫ 0

–h(t)

1
2
√

λ2
e–

√
λ2|x–y|u(t, –y) dy

+ χ1λ1μ1

∫ 0

–h(t)

(
1

2
√

λ2
e–

√
λ2|x–y| –

1
2
√

λ1
e–

√
λ1|x–y|

)

u(t, –y) dy

+ (χ2λ2μ2 – χ1λ1μ1)
∫ h(t)

0

1
2
√

λ2
e–

√
λ2|x–y|u(t, y) dy

+ χ1λ1μ1

∫ h(t)

0

(
1

2
√

λ2
e–

√
λ2|x–y| –

1
2
√

λ1
e–

√
λ1|x–y|

)

u(t, y) dy

≥ 1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]
(u1 – δ)

–
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
(u1 + δ). (3.18)

For any given L > 0, 0 < δ � 1 and 0 < ε � 1, let lε be given by Proposition B.1 in [41]. By
(3.17) and since h∞ = ∞, there exists a T1 > 1 such that h(t) > lε ,

χ2λ2v2 – χ1λ1v1

≤ 1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]
(u1 + δ)

–
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
(u1 – δ), ∀t ≥ T1, x ∈ [0, lε].

Hence, u satisfies

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

ut – uxx + χ1v1,xux – χ2v2,xux

≤ u{a – (b + χ2μ2 – χ1μ1)u

+ 1
λ2

[(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+](u1 + δ)

– 1
λ2

[(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–](u1 – δ)}, t ≥ T1, x ∈ [0, lε],

ux(t, 0) = 0, u(t, lε) ≤ R1, t ≥ T1.

As u1 ≥ a
b and u(T1, x) > 0 in [0, lε], in view of Proposition B.2 in [41], this yields

lim sup
t→∞

u(t, x)

≤ 1
b + χ2μ2 – χ1μ1

{

a +
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]
(u1 + δ)

–
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
(u1 – δ)

}

+ ε
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=
1

b + χ2μ2 – χ1μ1

{

a +
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]
(u1 + δ)

+
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
δ

}

+ ε

uniformly on [0, L].
The arbitrariness of δ, ε and L imply that

lim sup
t→∞

u(t, x)

≤ 1
b + χ2μ2 – χ1μ1

{

a +
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]
u1

}

� u2 (3.19)

uniformly on any bounded subset of [0, +∞).
Combining this with Lemma 3.4, we have that

lim sup
t→∞

vi(t, x) ≤ μi

λi
u2 � vi,2 uniformly on any bounded subset of [0, +∞).

By (3.15) and (3.19), we obtain

u1 – u2 = u1 –
1

b + χ2μ2 – χ1μ1

{

a +
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]
u1

}

=
1

b + χ2μ2 – χ1μ1

{

u1

(

b + χ2μ2 – χ1μ1 –
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)+

+ χ1μ1(λ1 – λ2)+
]
)

– a
}

=
u1

b + χ2μ2 – χ1μ1

{

H2 –
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]
}

≥ 0. (3.20)

For any given L > 0, 0 < δ � 1 and 0 < ε � 1, let lε be given by Proposition B.1 in [41]. In
view of (3.18) and since h∞ = ∞, there exists a T2 > T1 such that h(t) > lε ,

χ2λ2v2 – χ1λ1v1

≥ 1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]
(u1 – δ)

–
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
(u1 + δ), ∀t ≥ T2, x ∈ [0, lε].

Thus, u satisfies
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

ut – uxx + χ1v1,xux – χ2v2,xux

≥ u{a – (b + χ2μ2 – χ1μ1)u

+ 1
λ2

[(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+](u1 – δ)

– 1
λ2

[(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–](u1 + δ)}, t ≥ T2, x ∈ [0, lε],

ux(t, 0) = 0, u(t, lε) > 0, t ≥ T2.
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As u1 ≥ a
b and u(T2, x) > 0 in [0, lε], in view of Proposition B.1 in [41], this yields

lim inf
t→∞ u(t, x)

≥ 1
b + χ2μ2 – χ1μ1

{

a +
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]
(u1 – δ)

–
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
(u1 + δ)

}

– ε

=
1

b + χ2μ2 – χ1μ1

{

a –
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]
δ

–
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
(u1 + δ)

}

– ε

uniformly on [0, L].
The arbitrariness of δ, ε and L imply that

lim inf
t→∞ u(t, x)

≥ 1
b + χ2μ2 – χ1μ1

{

a –
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
u1

}

� u2 (3.21)

uniformly on any bounded subset of [0, +∞).
Combining this with Lemma 3.5, we obtain

lim inf
t→∞ vi(t, x) ≥ μi

λi
u2 � vi,2 uniformly on any bounded subset of [0, +∞).

Since u1 ≥ a
b , we have

u2 =
1

b + χ2μ2 – χ1μ1

{

a –
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
u1

}

≤ 1
b + χ2μ2 – χ1μ1

{

a +
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]a
b

–
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
u1

}

≤ 1
b + χ2μ2 – χ1μ1

{

a +
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]a
b

–
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]a
b

}

=
a + a

b (χ2μ2 – χ1μ1)
b + χ2μ2 – χ1μ1

=
a
b

. (3.22)

Using inequality (3.14), we obtain

u2 =
1

b + χ2μ2 – χ1μ1

{

a –
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
u1

}

=
1

(b + χ2μ2 – χ1μ1)(b + χ2μ2 – χ1μ1 – H2)
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×
{

a(b + χ2μ2 – χ1μ1 – H2) – a
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
}

=
a

(b + χ2μ2 – χ1μ1)(b + χ2μ2 – χ1μ1 – H2)

×
{

b + χ2μ2 – χ1μ1 – H2 –
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
}

=
a

(b + χ2μ2 – χ1μ1)(b + χ2μ2 – χ1μ1 – H2)

×
{

b + χ2μ2 – χ1μ1

(
1
λ2

[(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

+
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
)}

=
a

(b + χ2μ2 – χ1μ1)(b + χ2μ2 – χ1μ1 – H2)

×
{

b + χ2μ2 – χ1μ1 –
1
λ2

[|χ2λ2μ2 – χ1λ1μ1| + χ1μ1|λ1 – λ2|
]
}

> 0 = u1. (3.23)

For any given L > 0, 0 < δ � 1 and 0 < ε � 1, let lε be given by Proposition B.2 in [41]. By
(3.17) and since h∞ = ∞, there exists a T3 > T2 such that h(t) > lε ,

χ2λ2v2 – χ1λ1v1

≤ 1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]
(u2 + δ)

–
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
(u2 – δ), ∀t ≥ T3, x ∈ [0, lε].

Hence, u satisfies

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

ut – uxx + χ1v1,xux – χ2v2,xux

≤ u{a – (b + χ2μ2 – χ1μ1)u

+ 1
λ2

[(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+](u2 + δ)

– 1
λ2

[(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–](u2 – δ)}, t ≥ T3, x ∈ [0, lε],

ux(t, 0) = 0, u(t, lε) ≤ R1, t ≥ T3.

As u2 ≥ a
b , u1 ≤ a

b and u(T3, x) > 0 in [0, lε], in view of Proposition B.2 in [41], this yields

lim sup
t→∞

u(t, x)

≤ 1
b + χ2μ2 – χ1μ1

{

a +
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]
(u2 + δ)

–
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
(u2 – δ)

}

+ ε

uniformly on [0, L].
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The arbitrariness of δ, ε and L imply that

lim sup
t→∞

u(t, x)

≤ 1
b + χ2μ2 – χ1μ1

{

a +
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]
u2

–
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
u2

}

� u3 (3.24)

uniformly on any bounded subset of [0, +∞).
Combining this with Lemma 3.4, we have

lim sup
t→∞

vi(t, x) ≤ μi

λi
u3 � vi,3 uniformly on any bounded subset of [0, +∞).

Since u2 ≥ a
b and u2 ≤ a

b , we find that

u3 =
1

b + χ2μ2 – χ1μ1

{

a +
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]
u2

–
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
u2

}

≥ 1
b + χ2μ2 – χ1μ1

{

a +
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]a
b

–
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]a
b

}

=
a – χ1μ1

a
b + χ2μ2

a
b

χ2μ2 + b – χ1μ1

=
a
b

.

Using inequality (3.20), we obtain

u2 – u3 =
1

b + χ2μ2 – χ1μ1

{

a +
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]
u1

}

–
1

b + χ2μ2 – χ1μ1

{

a +
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]
u2

–
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
u2

}

=
1

b + χ2μ2 – χ1μ1

{
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]
(u1 – u2)

+
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
u2

}

≥ 0. (3.25)
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For any given L > 0, 0 < δ � 1 and 0 < ε � 1, let lε be given by Proposition B.1 in [41]. In
view of (3.18) and since h∞ = ∞, there exists a T4 > T3 such that h(t) > lε ,

χ2λ2v2 – χ1λ1v1

≥ 1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]
(u2 – δ)

–
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
(u2 + δ), ∀t ≥ T4, x ∈ [0, lε].

Thus, u satisfies

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

ut – uxx + χ1v1,xux – χ2v2,xux

≥ u{a – (b + χ2μ2 – χ1μ1)u

+ 1
λ2

[(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+](u2 – δ)

– 1
λ2

[(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–](u2 + δ)}, t ≥ T4, x ∈ [0, lε],

ux(t, 0) = 0, u(t, lε) > 0, t ≥ T4.

As u2 ≥ a
b , u1 ≤ a

b and u(T4, x) > 0 in [0, lε], in view of Proposition B.1 in [41], this yields

lim inf
t→∞ u(t, x)

≥ 1
b + χ2μ2 – χ1μ1

{

a +
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]
(u2 – δ)

–
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
(u2 + δ)

}

– ε

uniformly on [0, L].
The arbitrariness of δ, ε and L imply that

lim inf
t→∞ u(t, x) ≥ 1

b + χ2μ2 – χ1μ1

{

a +
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]
u2

–
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
u2

}

� u3 (3.26)

uniformly on any bounded subset of [0, +∞).
Combining this with Lemma 3.5, we have

lim inf
t→∞ vi(t, x) ≥ μi

λi
u3 � vi,3 uniformly on any bounded subset of [0, +∞).

Since u2 ≥ a
b and u2 ≤ a

b , we obtain that

u3 =
1

b + χ2μ2 – χ1μ1

{

a +
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]
u2

–
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
u2

}

≤ 1
b + χ2μ2 – χ1μ1

{

a +
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]a
b
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–
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]a
b

}

=
a – χ1μ1

a
b + χ2μ2

a
b

χ2μ2 + b – χ1μ1
=

a
b

.

Using inequality (3.20), we have

u2 – u3 =
1

b + χ2μ2 – χ1μ1

{

a –
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
u1

}

–
1

b + χ2μ2 – χ1μ1

{

a +
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]
u2

–
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
u2

}

=
1

b + χ2μ2 – χ1μ1

{

–
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
(u1 – u2)

–
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]
u2

}

≤ 0. (3.27)

Repeating the above procedure, we can find six sequences {un}, {un}, {vi,n}, {vi,n} such that
for all n,

un ≤ lim inf
t→∞ u(t, x) ≤ lim sup

t→∞
u(t, x) ≤ un, (3.28)

vi,n � μi

λi
un ≤ lim inf

t→∞ vi(t, x) ≤ lim sup
t→∞

vi(t, x) ≤ μi

λi
un � vi,n, i = 1, 2 (3.29)

uniformly on any bounded subset of [0, +∞).
Moreover, these sequences can be determined by the following iterative formulas:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

un = 1
b+χ2μ2–χ1μ1

{a + 1
λ2

[(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+]un–1

– 1
λ2

[(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–]un–1}, n = 2, 3, . . . ,

un = 1
b+χ2μ2–χ1μ1

{a + 1
λ2

[(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+]un–1

– 1
λ2

[(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–]un–1}, n = 2, 3, . . . .

(3.30)

Step 2. We prove the convergence of sequences {un} and {un} by the monotone conver-
gence theorem.

(i) First, we prove that {un} and {un} are bounded sequences by induction.
The trivial case is n = 1 since u1 ≤ a

b ≤ u1 by (3.15) and (3.16). Assume that it is true for
some n ≥ 1, namely,

uj ≤
a
b

≤ uj, j = 1, 2, . . . , n. (3.31)
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Next we will prove that for n + 1, un+1 ≤ a
b ≤ un+1. According to (3.30) and (3.31), we have

un+1 =
1

b + χ2μ2 – χ1μ1

{

a +
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]
un

–
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
un

}

≥ a – χ1μ1
a
b + χ2μ2

a
b

b + χ2μ2 – χ1μ1
=

a
b

,

un+1 =
1

b + χ2μ2 – χ1μ1

{

a +
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]
un

–
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
un

}

≤ a – χ1μ1
a
b + χ2μ2

a
b

b + χ2μ2 – χ1μ1
=

a
b

.

(3.32)

Thus, by induction, for all n, we have that un ≤ a
b ≤ un.

(ii) Second, using a similar argument as above, we can prove that sequence {un} is in-
creasing and {un} is decreasing in n.

In the same way, by (3.20) and (3.23), we have

u1 ≥ u2, u1 ≤ u2.

Suppose that it is true for some n ≥ 2, that is,

uj–1 ≥ uj, uj–1 ≤ uj, j = 2, 3, . . . , n. (3.33)

We will prove that for n + 1, un ≥ un+1 and un ≤ un+1. From (3.30) and (3.33) we finally
establish

un =
1

b + χ2μ2 – χ1μ1

{

a +
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]
un–1

–
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
un–1

}

≥ 1
b + χ2μ2 – χ1μ1

{

a +
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]
un

–
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
un

}

= un+1, n = 2, 3, . . . ,

un =
1

b + χ2μ2 – χ1μ1

{

a +
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]
un–1

–
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
un–1

}

≤ 1
b + χ2μ2 – χ1μ1

{

a +
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]
un

–
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
un

}

= un+1, n = 2, 3, . . . .

(3.34)

Therefore, by induction, for all n, we obtain that un–1 ≥ un and un–1 ≤ un.
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Combining (i) and (ii), we derive that sequences {un} and {un} are monotonic and
bounded. It is well known that sequences {un} and {un} converge. Thus there exist positive
constants h and H such that

lim
n→∞ un = h, lim

n→∞ un = H . (3.35)

Step 3. We complete the proof. Passing to limits in equations (3.30), it is easy to see that
h and H satisfy the following equation:

H =
1

b + χ2μ2 – χ1μ1

{

a +
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]
H

–
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
h
}

,

h =
1

b + χ2μ2 – χ1μ1

{

a +
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]
h

–
1
λ2

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
H

}

.

(3.36)

By a straightforward calculation, we obtain that both h and H satisfy

h = H =
a
b

. (3.37)

Therefore, we conclude that

lim
t→∞ u(t, x) =

a
b

uniformly in any bounded subset of [0, +∞).

Combining (3.29), (3.35) and (3.37), we have

lim
t→∞ vi(t, x) =

μi

λi

a
b

uniformly in any bounded subset of [0, +∞).

This completes the first case.
Case II. Assume that

b + χ2μ2 – χ1μ1 –
1
λ1

[|χ2λ2μ2 – χ1λ1μ1| + χ2μ2|λ1 – λ2|
]

> 0. (3.38)

It follows from Lemma 2.1 that

u1 � 0 < u(t, x) ≤ a
b + χ2μ2 – χ1μ1 – H1

� u1 for t > 0, x ∈ [
0, h(t)

)
, (3.39)

where H1 is defined in (2.6).
(i) If λ1 ≤ λ2 and χ2μ2λ2 ≥ χ1μ1λ1, then a

b+χ2μ2–χ1μ1–H2
= a

b+χ2μ2(1– λ2
λ1

)
≥ a

b .

(ii) If λ1 ≤ λ2 and χ2μ2λ2 ≤ χ1μ1λ1, then a
b+χ2μ2–χ1μ1–H2

= a
b+χ2μ2–χ1μ1

≥ a
b .

(iii) If λ1 ≥ λ2 and χ2μ2λ2 ≥ χ1μ1λ1, then a
b+χ2μ2–χ1μ1–H2

= a
b .

(iv) If λ1 ≥ λ2 and χ2μ2λ2 ≤ χ1μ1λ1, then a
b+χ2μ2–χ1μ1–H2

= a
b+χ2μ2

λ2
λ1

–χ1μ1
≥ a

b .



Zhang et al. Boundary Value Problems        (2018) 2018:191 Page 27 of 38

By (i)–(iv), we have

u1 ≥ a
b

. (3.40)

Rewrite χ2λ2v2 – χ1λ1v1 in the form

χ2λ2v2 – χ1λ1v1

= (χ2λ2μ2 – χ1λ1μ1)
∫ 0

–h(t)

1
2
√

λ1
e–

√
λ1|x–y|w(t, –y) dy

+ χ2λ2μ2

∫ 0

–h(t)

(
1

2
√

λ2
e–

√
λ2|x–y| –

1
2
√

λ1
e–

√
λ1|x–y|

)

w(t, –y) dy

+ (χ2λ2μ2 – χ1λ1μ1)
∫ h(t)

0

1
2
√

λ1
e–

√
λ1|x–y|w(t, y) dy

+ χ2λ2μ2

∫ h(t)

0

(
1

2
√

λ2
e–

√
λ2|x–y| –

1
2
√

λ1
e–

√
λ1|x–y|

)

w(t, y) dy

≤ 1
λ1

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ2μ2(λ1 – λ2)+

]
(u1 + δ)

–
1
λ1

[
(χ2λ2μ2 – χ1λ1μ1)– + χ2μ2(λ1 – λ2)–

]
(u1 – δ) (3.41)

and

χ2λ2v2 – χ1λ1v1

= (χ2λ2μ2 – χ1λ1μ1)
∫ 0

–h(t)

1
2
√

λ1
e–

√
λ1|x–y|w(t, –y) dy

+ χ2λ2μ2

∫ 0

–h(t)

(
1

2
√

λ2
e–

√
λ2|x–y| –

1
2
√

λ1
e–

√
λ1|x–y|

)

w(t, –y) dy

+ (χ2λ2μ2 – χ1λ1μ1)
∫ h(t)

0

1
2
√

λ1
e–

√
λ1|x–y|w(t, y) dy

+ χ2λ2μ2

∫ h(t)

0

(
1

2
√

λ2
e–

√
λ2|x–y| –

1
2
√

λ1
e–

√
λ1|x–y|

)

w(t, y) dy

≥ 1
λ1

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ2μ2(λ1 – λ2)+

]
(u1 – δ)

–
1
λ1

[
(χ2λ2μ2 – χ1λ1μ1)– + χ2μ2(λ1 – λ2)–

]
(u1 + δ). (3.42)

It follows from similar arguments used in the proof of inequalities (3.19) and (3.21) that

lim sup
t→∞

u(t, x) ≤ 1
b + χ2μ2 – χ1μ1

{

a +
1
λ1

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ2μ2(λ1 – λ2)+

]
u1

}

� u2 (3.43)
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uniformly on any bounded subset of [0, +∞) and

lim inf
t→∞ u(t, x) ≥ 1

b + χ2μ2 – χ1μ1

{

a –
1
λ1

[
(χ2λ2μ2 – χ1λ1μ1)– + χ2μ2(λ1 – λ2)–

]
u1

}

� u2 (3.44)

uniformly on any bounded subset of [0, +∞).
By (3.39) and (3.43), we find that

u1 – u2

= u1 –
1

b + χ2μ2 – χ1μ1

{

a +
1
λ1

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]
u1

}

=
1

b + χ2μ2 – χ1μ1

{

u1

(

b + χ2μ2 – χ1μ1 –
1
λ1

[
(χ2λ2μ2 – χ1λ1μ1)+

+ χ1μ1(λ1 – λ2)+
]
)

– a
}

=
u1

b + χ2μ2 – χ1μ1

{

H1 –
1
λ1

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]
}

≥ 0. (3.45)

Since u1 ≥ a
b ,

u2 =
1

b + χ2μ2 – χ1μ1

{

a –
1
λ1

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
u1

}

≤ 1
b + χ2μ2 – χ1μ1

{

a +
1
λ1

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]a
b

–
1
λ1

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
u1

}

≤ 1
b + χ2μ2 – χ1μ1

{

a +
1
λ1

[
(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

]a
b

–
1
λ1

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]a
b

}

=
a + a

b (χ2μ2 – χ1μ1)
b + χ2μ2 – χ1μ1

=
a
b

. (3.46)

Using inequality (3.38), we have

u2 =
1

b + χ2μ2 – χ1μ1

{

a –
1
λ1

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
u1

}

=
1

(b + χ2μ2 – χ1μ1)(b + χ2μ2 – χ1μ1 – H2)

×
{

a(b + χ2μ2 – χ1μ1 – H2) – a
1
λ1

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
}

=
a

(b + χ2μ2 – χ1μ1)(b + χ2μ2 – χ1μ1 – H2)
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×
{

b + χ2μ2 – χ1μ1 – H2 –
1
λ1

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
}

=
a

(b + χ2μ2 – χ1μ1)(b + χ2μ2 – χ1μ1 – H2)

×
{

b + χ2μ2 – χ1μ1 –
(

1
λ1

[(χ2λ2μ2 – χ1λ1μ1)+ + χ1μ1(λ1 – λ2)+

+
1
λ1

[
(χ2λ2μ2 – χ1λ1μ1)– + χ1μ1(λ1 – λ2)–

]
)}

=
a

(b + χ2μ2 – χ1μ1)(b + χ2μ2 – χ1μ1 – H2)

×
{

b + χ2μ2 – χ1μ1 –
1
λ1

[|χ2λ2μ2 – χ1λ1μ1| + χ1μ1|λ1 – λ2|
]
}

> 0 = u1.

Repeating the procedure of Case I, we obtain

lim
t→∞ u(t, x) =

a
b

, lim
t→∞ vi(t, x) =

μi

λi

a
b

, i = 1, 2

uniformly on any bounded subset of [0, +∞).
Therefore, it follows from the results of Cases I and II that if

b + χ2μ2 – χ1μ1 > min

{
1
λ2

(|χ1μ1λ1 – χ2μ2λ2| + χ1μ1|λ1 – λ2|
)
,

1
λ1

(|χ1μ1λ1 – χ2μ2λ2| + χ2μ2|λ1 – λ2|
)
}

,

then

lim
t→∞ u(t, x) =

a
b

, lim
t→∞ vi(t, x) =

μi

λi

a
b

, i = 1, 2

uniformly on any bounded subset of [0, +∞). �

4 Criteria governing spreading and vanishing
To discuss the criteria for spreading and vanishing as well as later application, we present
a comparison principle which is similar to Lemma 3.5 of [7]. We omit the details here.

Lemma 4.1 (Comparison principle) Let (w(t, x), ξ (t)) be a solution of the following prob-
lem:

⎧
⎪⎪⎨

⎪⎪⎩

wt – wxx + χ1v1,xwx – χ2v2,xwx = ω(A – Bw), t > 0, 0 < x < ξ (t),

w = 0, ξ ′(t) = –μwx(t, ξ (t)), t > 0, x = ξ (t),

wx(t, 0) = 0, t > 0,

(4.1)



Zhang et al. Boundary Value Problems        (2018) 2018:191 Page 30 of 38

where A and B are positive constants. Assume ξ (t) ∈ C1([0,∞]), w ∈ C(D1) ∩ C1,2(D1) with
D1 = {(t, x) ∈R

2, t > 0, 0 < x < ξ (t)}, ξ (0) = ξ0 and w(0, x) = w0(x). Moreover, let (w, ξ ) satisfy

⎧
⎪⎪⎨

⎪⎪⎩

wt – wxx + χ1v1,xwx – χ2v2,xwx ≥ w(A – Bw), t > 0, 0 < x < ξ (t),

w = 0, ξ
′(t) ≥ –μwx(t, ξ (t)), t > 0, x = ξ (t),

wx(t, 0) ≤ 0, t > 0.

If

ξ0 ≤ ξ (0) and w0(x) ≤ w(0, x) in [0, ξ0],

then

ξ (t) ≤ ξ (t) in [0,∞), w(t, x) ≤ w(t, x) for t ∈ [0,∞) and x ∈ (
0, ξ (t)

)
.

Then, we first give a necessary condition for vanishing.

Theorem 4.2 Suppose that (2.4) holds. Let (u, v1, v2, h) be any solution of (1.1). If h∞ < ∞
then h∞ ≤ π

2

√
1
a . Hence, h0 ≥ π

2

√
1
a implies h∞ = ∞ due to h′(t) > 0 for t > 0.

Proof By Theorem 3.3, if h∞ < ∞ then

lim
t→∞

∥
∥u(t, ·)∥∥C([0,h(t)]) = 0, lim

t→∞ vi(t, x) = 0, i = 1, 2, uniformly on [0, +∞). (4.2)

We assume h∞ > π
2

√
1
a to get a contradiction. Let

aε := a – χ1λ1ε < a.

It is clear that aε → a as ε → 0. Thus there exists a positive constant ε0 such that

h∞ >
π

2

√
1
aε

, ∀ε < ε0.

For any ε < ε0, due to (4.2), there exists a τ � 1 such that

vi(t, x) ≤ ε, u(t, x) ≤ ε, ∀t ≥ τ , x ∈ [0, h∞],

h(τ ) > max

{

h0,
π

2

√
1
aε

}

.

Set l = h(τ ). Then l > π
2

√
1

aε . Therefore, we have

ut – uxx + χ1v1,xux – χ2v2,xux ≥ u
[
a – χ1λ1ε – (b + χ2μ2 – χ1μ1)u

]
.
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Let ω be the positive solution of the following initial boundary value problem with a
fixed boundary:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

ωt – ωxx + χ1v1,xωx – χ2v2,xωx

= ω[a – χ1λ1ε – (b + χ2μ2 – χ1μ1)ω], t > τ , 0 < x < l,

ωx(t, 0) = 0, ω(t, l) = 0, t > τ ,

ω(τ , x) = u(τ , x), 0 < x < l.

By the comparison principle,

ω(t, x) ≤ u(t, x) for t ≥ τ , 0 ≤ x ≤ l.

Since aε > ( π
2l )

2, it is well known that ω(t, x) → θ (x) as t → ∞ uniformly on any compact
subset of (0, l), where θ is the unique positive solution of

⎧
⎨

⎩

–θ ′′ = θ [aε – (b + χ2μ2 – χ1μ1)θ ], 0 < x < l,

θ ′(0) = 0, θ (l) = 0.

Hence, lim inft→∞ u(t, x) ≥ limt→∞ ω(t, x) = θ (x) > 0 in (0, l). This is a contradiction to
(4.2). Thus, h∞ ≤ π

2

√
1
a . Due to h′(t) > 0 for t > 0, h0 ≥ π

2

√
1
a implies h∞ = ∞. �

Now we discuss the case h0 < π
2

√
1
a .

Theorem 4.3 Suppose b > χ1μ1 – χ2μ2 + H and h0 < π
2

√
1
a . Then there exists a μ > 0

depending only on u0(x) such that h∞ = +∞ when μ ≥ μ.

Proof The proof here is inspired by Lemma 3.2 in [40]. By Lemma 2.1, we have 0 < u < R1

and so there exists a constant δ∗ > 0 satisfying

u
[
a – (χ2μ2 + b – χ1μ1)u – χ1λ1v1 + χ2λ2v2

] ≥ –δ∗u.

Now, we consider the auxiliary free boundary problem

⎧
⎪⎪⎨

⎪⎪⎩

wt – wxx + χ1v1,xwx – χ2v2,xwx = –δ∗w, t ≥ 0, 0 < x < r(t),

wx(t, 0) = 0, w(t, r(t)) = 0, t ≥ 0,

w(0, x) = u0(x), 0 ≤ x ≤ r(0) = h0.

(4.3)

It is easy to see that (4.3) admits a unique solution (w(t, x), r(t)) which is well defined for
all t > 0. Moreover, r′(t) > 0 for t > 0. Similar to the proof of Lemma 4.1 in [32], we have

u(t, x) ≥ w(t, x), h(t) ≥ r(t), ∀t ≥ 0, x ∈ [
0, r(t)

]
. (4.4)

In what follows, we are going to prove that for all large μ,

r(2) ≥ π

√
1
a

. (4.5)
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To this end, we first choose a smooth function r(t) with r(0) = h0
2 , r′(t) > 0 and r(2) = π

√
1
a .

We then consider the following initial-boundary value problem:

⎧
⎪⎪⎨

⎪⎪⎩

wt – wxx + χ1v1,xwx – χ2v2,xwx = –δ∗w, t ≥ 0, 0 < x < r(t),

wx(t, 0) = 0, w(t, r(t)) = 0, t ≥ 0,

w(0, x) = u0(x), 0 ≤ x ≤ h0
2 .

(4.6)

Here, for a smooth initial value u0, we require

0 < u0(x) ≤ u0(x) for x ∈
[

0,
h0

2

]

, w′
0(0) = w0

(
h0

2

)

= 0, w′
0

(
h0

2

)

< 0. (4.7)

The standard theory for parabolic equations ensures that (4.6) has a unique positive solu-
tion w and wx(t, r(t)) < 0 for all t ∈ [0, 2] due to Hopf ’s Lemma. According to our choice of
r(t) and w0(x), there is a constant μ > 0 such that for all μ ≥ μ,

r′(t) ≤ –μwx
(
t, r(t)

)
, ∀0 ≤ t ≤ 2. (4.8)

Note that r(0) = h0
2 < r(0), so it follows from (4.3), (4.6), (4.7) and (4.8) that

w(t, x) ≥ w(t, x), r(t) ≥ r(t), ∀t ∈ [0, 2], x ∈ [
0, r(t)

]
,

which particularly implies r(2) ≥ r(2) = π

√
1
a , and so (4.5) holds. Hence, in view of (4.4)

and (4.5), we have

h∞ = lim
t→∞ h(t) > h(2) ≥ π

√
1
a

.

Theorem 4.2 now yields the desired result. �

Lemma 4.4 For every l > 0, let λ1(l) and �(y) be the first eigenvalue and corresponding
eigenfunction of the problem

⎧
⎨

⎩

–ψyy + Qψy = λψ , 0 < y < l,

ψy(0) = 0, ψ(l) = 0

with Q a positive constant and ‖�‖L2((0,l)) = 1. Then we have the following conclusions:
(i) �(y) > 0 and �y(y) < 0 for 0 < y < l.

(ii) λ1 is a strictly decreasing and continuous function in l, and

lim
l→0+

λ1(l) = +∞, lim
l→+∞

λ1(l) =
Q2

4
.

Thus, there exists an unique constant L > 0 such that

λ1(L) = a + χ2μ2R1 +
Q2

4
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and

λ1(l) < a + χ2μ2R1 +
Q2

4
for l > L and λ1(l) > a + χ2μ2R1 +

Q2

4
for l < L,

where R1 is defined in Lemma 2.1.
(iii) The constant L satisfies L < π

2

√
1
a .

Proof First, a general solution of the ODE –ψyy + Qψy = λψ has the form

ψ(y) = exp

(
Q
2

y
)[

C1 cos

(√
4λ – Q2

2
y
)

+ C2 sin

(√
4λ – Q2

2
y
)]

with 4λ – Q2 > 0. Note that ψy(0) = 0 and ψ(l) = 0, direct calculations yield

⎧
⎨

⎩

C2
Q
2 + C2

√
4λ–Q2

2 = 0,

C1 cos(
√

4λ–Q2

2 l) + C2 sin(
√

4λ–Q2

2 l) = 0.
(4.9)

From (4.9), it is easy to see that, either C1 = C2 = 0 or C1 �= 0, C2 �= 0. If C1 = C2 = 0, we have
ψ(y) ≡ 0, which is impossible for the eigenfunction. From (4.9), C1 �= 0 and C2 �= 0 imply
that

√
4λ – Q2

2
l = arctan

(√
4λ – Q2

Q

)

+ nπ for n = 0, 1, 2, . . . .

Thus the first eigenvalue λ1(l) satisfies

λ1(l) =
1
4

[

Q2 +
4
l2

(

arctan

(√
4λ – Q2

Q

))2]

<
1
4

[

Q2 +
4
l2

(
π

2

)2]

=
Q2

4
+

π2

4l2 . (4.10)

Hence the corresponding eigenfunction satisfies

�(y) = C exp

(
Q
2

y
)[√

4λ1 – Q2

Q
cos

(√
4λ1 – Q2

2
y
)

– sin

(√
4λ1 – Q2

2
y
)]

,

where C is a positive constant to guarantee ‖�(y)‖L2((0.l)) = 1. Form (4.10), it is easy to
deduce that

0 <
√

4λ1 – Q2

2
y < arctan

(√
4λ1 – Q2

Q

)

for 0 < y < l,

which implies �(y) > 0 for 0 < y < l. Direct calculation gives

�y(y) = C exp

(
Q
2

y
)[

Q
2

√
4λ1 – Q2

Q
cos

(√
4λ1 – Q2

2
y
)

–
Q
2

sin

(√
4λ1 – Q2

2
y
)

–
√

4λ1 – Q2

Q

√
4λ1 – Q2

2
sin

(√
4λ1 – Q2

2
y
)
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–
√

4λ1 – Q2

2
cos

(√
4λ1 – Q2

2
y
)]

= –C exp

(
Q
2

y
)[

Q
2

sin

(√
4λ1 – Q2

2
y
)

+
4λ1 – Q2

2Q
sin

(√
4λ1 – Q2

2
y
)]

< 0 for 0 < y < l.

Thus (i) is satisfied. With the help of (4.10), the proof of (ii) is similar to that of Theorem 3.1
in [52], and we omit it here. Using (ii) and (4.10) again, we have

λ1(L) = a + χ2μ2R1 +
Q2

4
<

π2

4L2 +
Q2

4
,

which implies L < π
2

√
1
a immediately. Thus (iii) is satisfied. �

Theorem 4.5 Suppose b > χ1μ1 – χ2μ2 + H and h0 < L, where L < π
2

√
1
a is a constant

defined in Lemma 4.4. Then there exists a μ > 0, depending on u0(x), such that h∞ < ∞
when μ ≤ μ.

Proof Inspired by [7], we are going to construct a suitable upper solution to (1.1) and then
apply the comparison principe.

For any given T > 0, in view of (2.29), there exists a positive constant Q such that

|χ1v1,x – χ2v2,x| ≤ Q for 0 < t < T , x ∈R
+. (4.11)

Let λ1(h0) and �(y) be the eigenvalue and corresponding eigenfunction of the problem

⎧
⎨

⎩

–�yy + Q�y = λ1(h0)� , 0 < y < h0,

�y(0) = 0, �(h0) = 0

with ‖�‖L2((0,l)) = 1. Due to Lemma 4.4(i), we also obtain

�(y) > 0 and �y(y) < 0 for 0 < y < h0. (4.12)

Using h0 < L and Lemma 4.4(ii), we obtain

λ1(h0) > a + χ2μ2R1 +
Q2

4
(4.13)

for t ≥ 0, and define

σ (t) = h0

(

1 + δ –
δ

2
e–γ t

)

, t ≥ 0,

u(t, x) = Pe–γ t�

(
xh0

σ (t)

)

for t ≥ 0 and 0 ≤ x ≤ σ (t),
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in which δ, γ , P are positive constants that will be determined later. It is easy to see that
u(t,σ (t)) = 0 and

u(0, x) = P�

(
x

1 + δ
2

)

≥ ‖u0‖∞ ≥ u0(x)

provided P > 0 is sufficiently large. Note that

h0

(

1 +
δ

2

)

≤ σ (t) ≤ h0(1 + δ) and σ ′(t) =
h0δ

2
γ e–γ t .

Then, direct calculations yield

ut – uxx + χ1v1,xux – χ2v2,xux – u
[
a + χ2μ2R1 – (b + χ2μ2 – χ1μ1)u

]

= Pe–γ t
[

–γ� –
yh0σ

′(t)
σ 2(t)

�y –
h2

0
σ 2(t)

�yy +
χ1v1,xh0

σ (t)
�y

–
χ2v2,xh0

σ (t)
�y – (a + χ2μ2R1)�

]

+ (b + χ2μ2 – χ1μ1)u2

≥ Pe–γ t
[

–γ� +
h2

0(λ0(h0)� – Q�y)
σ 2(t)

+
χ1v1,xh0

σ (t)
�y –

χ2v2,xh0

σ (t)
�y – (a + χ2μ2R1)�

]

≥ Pe–γ t
[

–γ� +
(

λ0(h0)
(1 + δ)2 – a – χ2μ2R1

)

� +
(

χ1v1,x – χ2v2,x – Q
1

1 + δ

)
�yh0

σ (t)

]

for all 0 < t < T and 0 < x < σ (t). By (4.11) and (4.13), we choose δ > 0 small such that

χ1v1,x – χ2v2,x – Q
1

1 + δ
< 0 and

λ0(h0)
(1 + δ)2 – a – χ2μ2R1 ≥ 1

2
[
λ0(h0) – a – χ2μ2R1

]
.

(4.14)

Choosing γ = 1
4 [λ0(h0) – a – χ2μ2R1], in view of (4.14), we have

ut – uxx + χ1v1,xux – χ2v2,xux ≥ u
[
a + χ2μ2R1 – (b + χ2μ2 – χ1μ1)u

]
.

We calculate

σ ′(t) =
h0δ

2
γ e–γ t ,

–μux
(
t,σ (t)

)
= –μPe–γ t

(
h0

σ (t)
�y(h0)

)

≤ μPe–γ t |�y(h0)|
1 + δ

2
.

Hence, if we take

μ � h0δγ (2 + δ)
4P|�y(h0)| ,

then for any 0 < μ ≤ μ,

σ ′(t) ≥ –μux
(
t,σ (t)

)
.
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Therefore, for our choice of δ,γ , P and μ, (u(t, x),σ (t)) satisfies

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

ut – uxx + χ1v1,xux – χ2v2,xux

≥ u[a + χ2μ2R1 – (b + χ2μ2 – χ1μ1)u], 0 < t < T , 0 < x < σ (t),

u(t, x) = 0, 0 < t < T , x ≥ σ (t),

ux(t, 0) = 0, σ ′(t) ≥ –μux(t,σ (t)), 0 < t < T ,

u(0, x) ≥ u0(x), σ (0) = h0(1 + δ
2 ) > h0, 0 ≤ x ≤ σ (0).

Thus, we can apply Lemma 4.1 to conclude that h(t) ≤ σ (t) and u(t, x) ≤ u(t, x) for 0 < t < T
and 0 ≤ x ≤ h(t). Since T can be arbitrarily large, we deduce that h∞ ≤ limt→∞ σ (t) =
h0(1 + δ) < ∞ for all μ ≤ μ. �

5 Conclusion
In summary, we considered an attraction–repulsion chemotaxis system with a free bound-
ary in one space dimension. In model (1.1), the so-called free boundary x = h(t) character-
izes the change of the expanding front for the mobile species. Our conclusions not only
provide sufficient conditions for species spreading success and spreading failure, but also
the long time behavior of the mobile species, chemo-attraction and chemo-repulsion. Pre-
cisely, we prove a spreading–vanishing dichotomy for this model, that is, either the species
fails to establish and vanishes eventually, or the species successfully spreads to infinity as
t → ∞ and stabilizes at a constant equilibrium state under some sufficient conditions.
Not only that, we also discuss the criteria for spreading and vanishing. These analytical
findings disclose that the change of invasion region to species can determine whether the
invasion is successful or not.

The free boundary in model (1.1) describes a one-dimensional environment. We realize
that the two- or three-dimensional case better matches reality. However, there will be more
challenges in both mathematical analysis and numerical simulation for models with multi-
dimensional free boundary. A promising extension is to explicitly consider the asymptotic
spreading speed of the invasion species.
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