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Abstract
The paper investigates the following fractional Schrödinger equation:

(–�)su + V(x)u = K (x)f (u), x ∈ R
N ,

where 0 < s < 1, 2s < N, (–�)s is the fractional Laplacian operator of order s. V(x), K (x)
are nonnegative continuous functions and f (x) is a continuous function satisfying
some conditions. The existence of infinitely many solutions for the above equation is
presented by using a variant fountain theorem, which improves the related
conclusions on this topic. The interesting result of this paper is the potential V(x)
vanishing at infinity, i.e., lim|x|→+∞ V(x) = 0.
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1 Introduction
This paper deals with the following fractional Schrödinger equation:

(–�)su + V (x)u = K(x)f (u), x ∈R
N , (1.1)

where 0 < s < 1, 2s < N , V (x), K(x) are nonnegative continuous functions, which satisfy
some conditions, and the function f is continuous on R

N . (–�)s is the fractional Laplacian
operator of order s, i.e., (–�)su = F –1(|ξ |2sFu), where F is the usual Fourier transform
in R

N . Especially, the potential V (x) vanishes at infinity, i.e., lim|x|→+∞ V (x) = 0 (shortly
V (∞) = 0).

Since Laskin in [1, 2], for the first time, studied the existence of standing wave solutions
for fractional Schrödinger equation of the form

ih
∂ψ

∂t
= (–�)sψ + V (x)ψ – f (x,ψ), (t, x) ∈ R×R

N , (1.2)

the fractional Schrödinger equation has become an important model in fractional quan-
tum mechanics. Recently, the fractional Schrödinger equation has attracted a large num-
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ber of studies for its property, a lot of papers deal with the existence of solutions of it by
using critical point theory, see [3–8] and the references therein.

When s = 1, the fractional Schrödinger equation (1.1) reduces to the following classical
nonlinear Schrödinger equation:

–�u + V (x)u = K(x)f (u), x ∈R
N . (1.3)

There have been many works focusing on the existence of solutions of equation (1.3) in the
last decades, such as sign-changing solutions, ground state solutions, radially symmetric
solutions, multiplicity of standing wave solutions, and so on, see [9, 10]. Alves and Souto
in [9] studied equation (1.3) with the potential function V (x) vanishing at infinity. They
proposed the following assumptions for V (x), K(x):

(I) For any x ∈R
N , V (x), K(x) > 0 holds and K(x) ∈ L∞(RN ).

(II) For some R > 0 and |An| ≤ R, then limr→+∞
∫

An∩Bc
r(0) K(x) dx = 0, where {An} ⊂R

N

is a sequence of Borel sets.
(III) K (x)

V (x) ∈ L∞(RN ).
(IV) For p ∈ (2, 2∗), then

K(x)

V (x)
2∗–p
2∗–2

→ 0 as |x| → +∞.

Then they obtained a positive ground state solution of equation (1.3) by using the varia-
tional method.

In [9], Alves and Souto studied the classical nonlinear Schrödinger equation (1.3), but
for fractional Schrödinger equation of the form (1.1), since it is difficult to get compact
embedding in fractional Sobolev spaces, especially when the potential function V (x) van-
ishes at infinity. There are few papers dealing with this aspect. In [11], Li et al. obtained a
positive solution of the fractional Schrödinger equation with vanishing at infinity by using
the variational method. Based on the variational method in [12] of Yang and Zhao, three
solutions have been got for a class of fractional Schrödinger equations with vanishing at
infinity. Especially, as far as we know, there are no results that study the existence of in-
finitely many solutions for problem (1.1). We focus on this topic and obtain some new
conclusions. We make the following assumptions for the function f . Note that we do not
need all assumptions to hold simultaneously.

(f1) For all t ∈ R, f (–t) = –f (t) holds.
(f2) f (t)t ≥ 0 holds for all t ∈R, there exists v ∈ (1, 2) such that

∣
∣f (t)

∣
∣ ≤ c1

(
1 + |t|v–1) for all t ∈R and some c1 > 0.

(f3) lim|t|→0
f (t)

t = 0.
(f4) There exists a constant d > 0 such that lim|t|→∞ inf F(t)

|t| ≥ d, where F(t) =
∫ t

0 f (s) ds.
(f5) f (t)t ≥ 0 holds for all t ∈R, and there exist c2 > 0 and p ∈ (2, 2∗

s ) such that

∣
∣f (t)

∣
∣ ≤ c2

(
1 + |t|p–1) for all t ∈R and some c2 > 0.

(f6) lim|t|→∞ F(t)
|t|2 = ∞.
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(f7) There exist two constants μ > 2 and c3 > 0 such that

f (t)t – μF(t) ≥ c3
(
1 + t2) for all t ∈R.

In the following, we present the main results of this paper.

Theorem 1.1 If the functions V , K satisfy (I)–(III) and f satisfies (f1)–(f4), then (1.1) has
infinitely many small energy solutions uk ∈ H for every k ∈N.

Theorem 1.2 Assume that V , K satisfy (I)–(III), f satisfies (f1) and (f5)–(f7), then (1.1)
admits infinitely many high energy solutions uk ∈ H for every k ≥ k0 (k0 ∈N).

Throughout this paper, s ∈ (0, 1) is a fixed constant, ‖ · ‖p is the usual norm of Lp(RN ),
Br(x) is an open ball centered at x with radius r, ci (i = 1, 2, . . .), and C represents different
positive constants.

We organize this paper as follows. The preliminaries of a fractional Sobolev space and
the variant fountain theorems are presented in Sect. 2. In Sect. 3, we give the proofs of
Theorems 1.1 and 1.2.

2 Preliminaries
In this section, we firstly provide a short review of fractional Sobolev spaces. For more
information, we refer to [13, 14].

For s ∈ (0, 1), the fractional Sobolev space Hs(RN ) is defined by

Hs(
R

N)
:=

{

u ∈ L2(
R

N)
:
∫

RN

(
1 + |ξ |2)s∣∣Fu(ξ )

∣
∣2 dξ < +∞

}

,

and the norm is

‖u‖Hs =
(∫

RN
u2 dx +

∫

RN
|ξ |2s∣∣Fu(ξ )

∣
∣2 dξ

) 1
2

.

For problem (1.1), the working space is defined as follows:

H :=
{

u ∈ Hs(
R

N)
:
∫

RN
|ξ |2s∣∣Fu(ξ )

∣
∣2 dξ +

∫

RN
V (x)u2 dx < +∞

}

.

Apparently, H is a Hilbert space with the inner product

(u, v) :=
∫

RN
|ξ |2sFu(ξ )F v(ξ ) dξ +

∫

RN
V (x)uv dx

and the norm

‖u‖ :=
(∫

RN
|ξ |2s∣∣Fu(ξ )

∣
∣2 dξ +

∫

RN
V (x)u2 dx

) 1
2

.

Denote by Lr
k(RN ) the weighted Lebesgue space

Lr
k
(
R

N)
:=

{

u ∈R
N :

∫

RN
K(x)|u|r dx < +∞

}
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equipped with the norm

‖u‖Lr
k (RN ) :=

(∫

RN
K(x)|u|r dx

) 1
r
.

In the following, we present the definition of a weak solution of (1.1).

Definition 2.1 We say that u ∈ H is a weak solution of (1.1) if

∫

RN
|ξ |2sFu(ξ )F v(ξ )dξ +

∫

RN
V (x)uv dx =

∫

RN
K(x)f (u)v dx, ∀v ∈ H .

Define the energy functional for problem (1.1) by

I(u) :=
1
2
‖u‖2 –

∫

RN
K(x)F(u) dx.

Under our assumptions, I ∈ C1(H ,R) is well-defined and Gâteaux-differentiable on H , that
is,

〈
I ′(u, v)

〉
=

∫

RN

∫

RN

(u(x) – u(y))(v(x) – v(y))
|x – y|N+2s dx dy +

∫

RN
V (x)uv dx

–
∫

RN
K(x)f (u)v dx for all u, v ∈ H .

Moreover, the critical points of energy functional I are solutions to problem (1.1).

Lemma 2.2 ([13]) Let 0 < s < 1, N ≥ 1 such that 2s < N , then

‖u‖L2∗s (RN ) ≤ C‖u‖Hs(RN ), ∀u ∈ Hs(
R

N)
,

where C = C(N , s) > 0 and 2∗
s = 2N

N–2s is the fractional critical exponent. Furthermore, the
embedding Hs(RN ) ↪→ Lq(RN ) is continuous for every 2 ≤ q ≤ 2∗

s and is locally compact for
all 2 ≤ q < 2∗

s .

Lemma 2.3 ([11]) Assume that (I)–(III) are satisfied, then the embedding H ↪→ Lq
K (RN ) is

compact whenever q ∈ [2, 2∗
s ).

Remark 2.4 From Lemma 2.3, we obtain the following inequality:

‖u‖q
Lq

k (RN )
≤ d1‖u‖q for q ∈ [

2, 2∗
s
)
, (2.1)

where d1 is the best constant for H ↪→ Lq
K (RN ).

In the rest of this section, we state two variant fountain theorems which will be used
later.
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Let X be a Banach space and the norm is ‖ · ‖. Denote by {Xj} a sequence of subspaces
of X and dim Xj < ∞ for each j ∈N; moreover, X =

⊕
j∈N Xj. We define

Mk :=
k⊕

j=0

Xj, Nk :=
∞⊕

j=k

Xj,

and

Yk :=
{

u ∈ Mk : ‖u‖ ≤ φk
}

, Zk :=
{

u ∈ Nk : ‖u‖ = ψk
}

,

where φk > ψk > 0. For λ ∈ [1, 2], Iλ : H → R is a family of C1-functionals defined by

Iλ(u) := Φ(u) – λΨ (u),

where Φ(u) := 1
2‖u‖2 and Ψ (u) :=

∫
RN K(x)F(u) dx.

Lemma 2.5 ([15]) Let X be a Banach space. If the functional Iλ(u) satisfies:
(A1) For λ ∈ [1, 2], Iλ(u) maps bounded sets into bounded sets uniformly and

Iλ(–u) = Iλ(u) holds for all u ∈ X .
(A2) Ψ (u) ≥ 0 holds for all u ∈ X , and Ψ (u) → ∞ as ‖u‖ → ∞ on any finite

dimensional subspace of X .
(A3) For λ ∈ [1, 2], there exist φk > ψk > 0 such that

αk(λ) = inf
u∈Nk ,‖u‖=φk

Iλ(u) ≥ 0 > βk(λ) = inf
u∈Mk ,‖u‖=ψk

Iλ(u)

and

γk(λ) = inf
u∈Nk ,φk≥‖u‖ Iλ(u) as k → ∞.

Then there exist λn → 1, un(λn) ∈ Mn such that

I ′
λn |Mn

(
u(λn)

)
= 0 and Iλn

(
u(λn)

) → ωk ∈ [
γk(2),βk(1)

]
as n → ∞.

In particular, if {u(λn)} possesses a convergent subsequence, then I1 has infinitely many
nontrivial critical points {uk} ∈ X \ {0} satisfying I1(uk) → 0– as k → ∞.

Lemma 2.6 ([16]) Let X be a Banach space. If the functional Iλ(u) satisfies:
(B1) For λ ∈ [1, 2], Iλ(u) maps bounded sets into bounded sets uniformly and

Iλ(–u) = Iλ(u) holds for all u ∈ X .
(B2) Ψ (u) ≥ 0 holds for all u ∈ X , Φ(u) → ∞ or Ψ (u) → ∞ when ‖u‖ → ∞.
(B3) There exists φk > ψk > 0 such that

ek(λ) = inf
u∈Nk ,‖u‖=ψk

Iλ(u) > gk(λ) = max
u∈Mk ,‖u‖=φk

Iλ(u), ∀λ ∈ [1, 2].
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Then

ek(λ) ≤ hk(λ) = inf
η∈Γk

max
u∈Yk

Iλ
(
γ (u)

)
, ∀λ ∈ [1, 2],

where Γk = {η ∈ C(Yk , X) : η is odd,η|∂Yk = id, k ≥ 2}. Furthermore, for a.e. λ ∈ [1, 2], there
exists {uk

n(λ)}∞n=1 such that

sup
n

∥
∥uk

n(λ)
∥
∥ < ∞, I ′

λ

(
uk

n(λ)
) → ∞ and Iλ

(
uk

n(λ)
) → gk(λ) as n → ∞.

3 Proofs of the main results
In this section, by using the variant fountain theorem, we prove Theorem 1.1 and Theo-
rem 1.2, respectively.

3.1 Proof of Theorem 1.1
To begin with, we give some lemmas.

Lemma 3.1 If p ∈ (1, 2∗
s ), then we have that

ζk = sup
u∈Nk ,‖u‖=1

(∫

RN
K(x)|u|p dx

) 1
p

→ 0, k → ∞.

The proof is similar to Lemma 3.8 in [17], here we omit it.

Lemma 3.2 If (f2) and (f4) hold, then for all u ∈ H , Ψ (u) ≥ 0 holds and if ‖u‖ → ∞, then
Ψ (u) → ∞ on any finite dimensional subspace of H .

Proof From (f2), it is clear that Ψ (u) ≥ 0 holds for all u ∈ H . Let H0 be any finite dimen-
sional subspace of H . In the following we will prove that Ψ (u) → ∞ when ‖u‖ → ∞ on H0.

Firstly, we show that, for all u ∈ H0 ⊂ H , there is

meas
{

x ∈R
N : K(x)

∣
∣u(x)

∣
∣ ≥ θ‖u‖} ≥ θ , (3.1)

where θ is a constant with θ > 0. To prove it, arguing by contradiction, we assume that
there exists un ∈ H0 \ {0} such that

meas

{

x ∈ R
N : K(x)

∣
∣un(x)

∣
∣ ≥ 1

n
‖un‖

}

<
1
n

, ∀n ∈N.

Let vn = un
‖un‖ , then ‖vn‖ = 1 and

meas

{

x ∈ R
N : K(x)

∣
∣vn(x)

∣
∣ ≥ 1

n

}

<
1
n

, ∀n ∈ N. (3.2)

Since ‖vn‖ = 1, there exists v ∈ H0 with ‖v‖ = 1, vn → v holds in H . Using Lemma 2.3,
we have

∫

RN
K(x)

∣
∣vn(x) – v(x)

∣
∣2 dx → 0, as n → ∞. (3.3)
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From v = 0 and K(x) > 0, there exist two constants δ0 > 0 and δ1 > 0 such that

meas
{

x ∈R
N :

∣
∣v(x)

∣
∣ ≥ δ0

} ≥ δ0, (3.4)

and

meas
{

x ∈R
N : K(x)

∣
∣v(x)

∣
∣ ≥ δ1

} ≥ δ1. (3.5)

For any n ∈R
N , we denote

Dn :=
{

x ∈R
N : K(x)

∣
∣vn(x)

∣
∣ <

1
n

}

,

DC
n :=

{

x ∈R
N : K(x)

∣
∣vn(x)

∣
∣ ≥ 1

n

}

,

and

D0 :=
{

x ∈R
N :

∣
∣v(x)

∣
∣ ≥ δ0

}
.

For n sufficiently large, by (3.2), (3.4), and (3.5), we obtain

meas(Dn ∩ D0) ≥ meas(D0) – meas
(
DC

n
) ≥ 2δ0

3
.

Therefore,

∫

RN
K(x)

∣
∣vn(x) – v(x)

∣
∣2 dx

≥
∫

Dn∩D0

K(x)
∣
∣vn(x) – v(x)

∣
∣2 dx

≥
∫

Dn∩D0

K(x)
[∣
∣v(x)

∣
∣2 – 2

∣
∣vn(x)

∣
∣
∣
∣v(x)

∣
∣
]

dx

≥ δ0

(

δ1 –
2
n

)

meas{Dn ∩ D0}

≥ 2δ0

3

(

δ1 –
2
n

)

≥ 2δ0δ1

9
> 0,

which contradicts (3.3), thus, (3.1) holds.
By condition (f4), for all x ∈R

N and ‖u‖ ≥ δ2 > 0, one has

F(u) ≥ d|u|. (3.6)
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Define Du := {x ∈ R
N : K(x)|u(x)| ≥ θ‖u‖} for u ∈ H0 \ {0}. By (3.1), for any u ∈ H0 with

‖u‖ ≥ δ2
θ

, K(x)|u(x)| ≥ δ2 holds as x ∈ Du. Consequently, from (3.6) we obtain

Ψ (u) ≥
∫

RN
K(x)F(u) dx

≥
∫

Du

K(x)F(u) dx

≥ d
∫

Du

K(x)
∣
∣u(x)

∣
∣dx

≥ dθ‖u‖meas{Du}
≥ dθ2‖u‖,

which implies that Ψ (u) → ∞ when ‖u‖ → ∞ on H0 ⊂ H . �

Lemma 3.3 If (f2)–(f4) hold, then for λ ∈ [1, 2], there exists φk > ψk > 0 such that

αk(λ) := inf
u∈Nk ,‖u‖=φk

Iλ(u) ≥ 0 > βk(λ) := inf
u∈Mk ,‖u‖=ψk

Iλ(u)

and

γk(λ) := inf
u∈Nk ,φk≥‖u‖ Iλ(u) as k → ∞.

Proof From Lemma 3.1, for p ∈ (1, 2∗
s ), we obtain

∫

RN
K(x)|u|p dx ≤ ζ

p
k ‖u‖p. (3.7)

By (f2) and (f3), for any ε > 0, one has

F(u) ≤ ε|u|2 + cε|u|v, (3.8)

where cε > 0 depending on ε. From (2.1) and (3.8), for u ∈ Nk , we have

Iλ(u) ≥ 1
2
‖u‖2 – λ

∫

RN
K(x)

[
ε|u|2 + cε|u|v]dx

≥ 1
2
‖u‖2 – 2ε

∫

RN
K(x)|u|2 dx – 2cε

∫

RN
K(x)|u|v dx

≥ 1
2
‖u‖2 – 2d1ε‖u‖2 – 2cεζ

v
k ‖u‖v.

Let d1ε < 1
12 , then for any u ∈ Nk with ‖u‖ < 1, we know that

Iλ(u) ≥ 1
3
‖u‖2 – 2cεζ

v
k ‖u‖v. (3.9)

Choose φk = (12cεζ
v
k ) 1

2–v , then φk > 0 and φk → 0 as k → ∞. For any λ ∈ [1, 2], we obtain

αk(λ) = inf
u∈Nk ,‖u‖=φk

Iλ(u) ≥ 1
6
(
12cεζ

v
k
) 2

2–v =
1
6
φ2

k > 0.
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From (3.9), for any u ∈ Nk with ‖u‖ ≤ φk and λ ∈ [1, 2], one has

Iλ(u) ≥ –2cεζ
v
k ‖u‖v ≥ –2cεζ

v
k φv

k ,

which means that

γk(λ) = inf
u∈Nk ,‖u‖≤φk

Iλ(u) ≥ –2cεζ
v
k φv

k → 0+ as k → ∞.

Hence, for φk → 0 as k → ∞, we get

γk(λ) = inf
u∈Nk ,‖u‖≤φk

Iλ(u) → 0 as k → ∞.

By (f2)–(f4), there is

F(u) ≥ d|u| – ε|u|2 – cε|u|v. (3.10)

Hence, if u ∈ Mk , by the equivalence of norms on a finite dimensional space, one has

Iλ(u) ≤ 1
2
‖u‖2 –

∫

RN
K(x)F(u) dx

≤ 1
2
‖u‖2 – d

∫

RN
K(x)|u|dx + ε

∫

RN
K(x)|u|2 dx + cε

∫

RN
K(x)|u|v dx

≤ ‖u‖2 – c4‖u‖ + c5‖u‖v.

Therefore, we choose ψk > 0 small enough satisfying φk > ψk > 0 such that

βk(λ) = inf
u∈Mk ,‖u‖=ψk

Iλ(u) < 0, ∀λ ∈ [1, 2]. �

Lemma 3.4 If (f1)–(f3) hold and for λ ∈ [1, 2], k ∈ N, there exist λn → 1 and u(λn) ∈ Mn

such that

I ′
λn |Mn

(
u(λn)

)
= 0 and Iλn

(
u(λn)

) → ωk ∈ [
γk(2),βk(1)

]
as n → ∞,

then {u(λn)} possesses a convergent subsequence in H .

Proof Firstly, we show that {u(λn)} is bounded in H . Using (3.8) and the Hölder inequality,
for λn ∈ [1, 2] with λn → 1 as n → ∞, one has

∥
∥u(λn)

∥
∥2 = 2Iλn

(
u(λn)

)
+ 2λn

∫

RN
K(x)F

(
u(λn)

)
dx

≤ 2(ωk + 1) + 2λn

∫

RN
K(x)

[
ε
∣
∣u(λn)

∣
∣2 + cε

∣
∣u(λn)

∣
∣v]dx

≤ 2(ωk + 1) + c6
∥
∥u(λn)

∥
∥2 + c7

∥
∥u(λn)

∥
∥v.

This implies that {u(λn)} is bounded in H . Passing to a subsequence, without loss of gener-
ality, still denoted by {u(λn)}, we may assume that u(λn) ⇀ u weakly in H . By Lemma 2.3,
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we have u(λn) → u strongly in Lp
k(RN ) for p ∈ [2, 2∗

s ). Let Pn : H → Yn denote the orthog-
onal projection operator, then

0 = I ′
λn |Yn

(
u(λn)

)
= PnI ′

λn

(
u(λn)

)
.

Thus 〈PnI ′
λn (u(λn)), u(λn)–u〉 = 0. From u(λn) ⇀ u in H , we know that 〈I ′

1(u), u(λn)–u〉 = 0
as n → ∞. According to the property of the orthogonal projection operator, one finds

∥
∥u(λn) – u

∥
∥2 =

∥
∥Pn

(
u(λn)

)
– u

∥
∥2

=
〈
PnIλn

(
u(λn)

)
, u(λn) – u

〉
–

〈
I ′

1(u), u(λn) – u
〉

+ λn

∫

RN
K(x)f

(
u(λn)

)
Pn

(
u(λn) – u

)
dx

–
∫

RN
K(x)f (u)

(
u(λn) – u

)
dx.

From conditions (f1) and (f2), for ε > 0 small, we get

∣
∣f (u)

∣
∣ ≤ ε|u| + cε|u|v–1, (3.11)

where cε > 0 depending on ε. Using the Hölder inequality, we obtain

∣
∣
∣
∣λn

∫

RN
K(x)f

(
u(λn)

)
Pn

(
u(λn) – u

)
dx

∣
∣
∣
∣

≤ λn

∫

RN
K(x)

[
ε
∣
∣u(λn)

∣
∣ + cε

∣
∣u(λn)

∣
∣v–1]Pn

(
u(λn) – u

)
dx

≤ 2ε

∫

RN
K(x)

∣
∣u(λn)

∣
∣Pn

(
u(λn) – u

)
dx + 2cε

∫

RN
K(x)

∣
∣u(λn)

∣
∣v–1Pn

(
u(λn) – u

)
dx

≤ 2ε‖K‖∞
∫

RN

∣
∣u(λn)

∣
∣Pn

(
u(λn) – u

)
dx + 2cε‖K‖∞

∫

RN

∣
∣u(λn)

∣
∣v–1Pn

(
u(λn) – u

)
dx

≤ 2ε‖K‖∞‖un‖2
∥
∥Pn

(
u(λn) – u

)∥
∥

2 + 2cε‖K‖∞‖un‖v–1
2

∥
∥Pn

(
u(λn) – u

)∥
∥

2 → 0

as n → ∞. From (3.11) and the Hölder inequality, one has

∣
∣
∣
∣

∫

RN
K(x)f (u)

(
u(λn) – u

)
dx

∣
∣
∣
∣

≤
∫

RN
K(x)

[
ε|u| + cε|u|v–1](u(λn) – u

)
dx

≤ ε‖K‖∞
∫

RN
|u|(u(λn) – u

)
dx + cε‖K‖∞

∫

RN
|u|v–1(u(λn) – u

)
dx

≤ ε‖K‖∞‖un‖2
∥
∥u(λn) – u

∥
∥

2 + cε‖K‖∞‖un‖v–1
2

∥
∥u(λn) – u

∥
∥

2 → 0 as n → ∞.

Consequently, un → u in H as n → ∞. �

Proof of Theorem 1.1 By (f2)–(f3) and λ ∈ [1, 2], we know clearly that Iλ(u) maps bounded
sets into bounded sets. Condition (f1) implies that Iλ(–u) = Iλ(u), then (A1) of Lemma 2.5
holds.
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From Lemmas 3.2 and 3.3, we have (A2) of Lemma 2.5 holds. Thanks to Lemma 2.5, for
each k ∈N, there exist λn → 1, un(λn) ∈ Mn such that

I ′
λn |Yn

(
u(λn)

)
= 0 and Iλn

(
u(λn)

) → ωk ∈ [
γk(2),βk(1)

]
as n → ∞.

It follows from Lemma 3.4 that {u(λn)} has a convergent subsequence for any k ∈N. Using
Lemma 2.5, I1 has infinitely many nontrivial critical points {uk} satisfying

I1(uk) =
1
2
‖uk‖2 –

∫

RN
K(x)F(uk) dx → 0– as k → ∞

for any k ∈ N. Consequently, problem (1.1) owns infinitely many small energy solutions.
The proof of Theorem 1.1 is completed. �

3.2 Proof of Theorem 1.2
Lemma 3.5 Assume that (f3), (f5), and (f6) hold. Then there exists φk > ψk > 0 such that

ek(λ) = inf
u∈Nk ,‖u‖=ψk

Iλ(u) > gk(λ) = max
u∈Mk ,‖u‖=φk

Iλ(u), ∀λ ∈ [1, 2].

Proof By (f3) and (f5), for any ε > 0, we get

∣
∣f (u)

∣
∣ ≤ ε|u| + cε|u|p–1, (3.12)

where the constant cε > 0 depending on ε.
By (3.7), for u ∈ Nk and ε > 0 with λε < 1

3 , one has

Iλ(u) ≥ 1
2
‖u‖2 –

λε

2

∫

RN
K(x)|u|2 dx –

λCε

p

∫

RN
K(x)|u|p dx

≥ 1
3
‖u‖2 – c8ζ

p
k ‖u‖p.

Choose γk = (6C8ζ
p
k ‖u‖p)

1
2–p , then for any u ∈ Nk with ‖u‖ = ψk , we can deduce

Iλ(u) ≥ 1
6
(
6C8ζ

p
k
) 2

2–p =
1
6
ψ2

k > 0. (3.13)

Therefore,

ek(λ) = inf
u∈Nk ,‖u‖=ψk

Iλ(u) >
1
6
ψ2

k > 0, ∀λ ∈ [1, 2]. (3.14)

Notice that (3.1) still holds here. Hence, there exists εk > 0 such that

meas(Gu) ≥ εk , ∀u ∈ Nk \ {0}, (3.15)

where Gu := {x ∈ R
N : K(x)|u(x)| ≥ εk‖u‖}. By (f5), there exists a constant Rk > 0 with

|u| ≥ Rk such that

F(u) ≥ 1
ε3

k
|u|2. (3.16)
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Consequently, using (3.15), for any u ∈ Nk with ‖u‖ ≥ Rk
εk

, |u(x)| ≥ Rk holds for all x ∈ Gu.
Therefore, by (3.15) and (3.16), one has

Iλ(u) ≤ 1
2
‖u‖2 –

∫

RN
K(x)F(u) dx

≤ 1
2
‖u‖2 –

∫

Gu

K(x)F(u) dx

≤ 1
2
‖u‖2 –

1
ε3

k

∫

Gu

K(x)|u|2 dx

≤ 1
2
‖u‖2 –

Rk‖u‖
ε2

k
meas{Gu}

≤ 1
2
‖u‖2 –

Rk‖u‖
εk

≤ 1
2
‖u‖2 – ‖u‖2

= –
1
2
‖u‖2.

Finally, for any ‖u‖ = φk > max{ψk , Rk
εk

}, we obtain

gk(λ) = max
u∈Wk ,‖u‖=ρk

Iλ(u) ≤ –
r2

k
2

< 0, ∀λ ∈ [1, 2]. �

Proof of Theorem 1.2 From (f6) and (f7), for λ ∈ [1, 2], we know that Iλ(u) maps bounded
sets into bounded sets. By (f1), for all (λ, u) ∈ [1, 2] × H , we have Iλ(–u) = Iλ(u). Therefore,
(B1) of Lemma 2.6 is satisfied.

From condition (f6)

lim|t|→∞
F(t)
|t|2 = ∞,

we know that Ψ (u) ≥ 0 holds for u ∈ H . By the definition of Φ(u), Φ(u) → ∞ holds when
‖u‖ → ∞, which means that (B2) of Lemma 2.6 holds. Using Lemma 3.5, we have (B3) of
Lemma 2.6 holds. Therefore, by Lemma 2.6, for a.e. λ ∈ [1, 2], there exists {uk

n(λ)}∞n=1 for
k ≥ k0 with k ∈N, one has

sup
n

∥
∥uk

n(λ)
∥
∥ < ∞, I ′

λ

(
uk

n(λ)
) → ∞ and Iλ

(
uk

n(λ)
) → gk(λ) as n → ∞. (3.17)

Using Lemma 2.6, for all λ ∈ [1, 2], we also have

ek(λ) ≤ hk(λ) = inf
δ∈Γk

max
u∈Yk

Iλ
(
γ (u)

)
.

Let ξk = (6C7ζ
p
k ‖u‖p)

1
2–p , then ξk → ∞ as k → ∞. For k ≥ k0 with k ∈ N, by (3.13), we have

hk(λ) ≥ ek(λ) ≥ ξk , then

hk(λ) ∈ [ξk ,ρk], (3.18)
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where ρk := maxu∈Yk Iλ(γ (u)), Γk := {δ ∈ C(Bk , H) : δ is odd, δ|∂Yk = id, k ≥ 2} with Yk :=
{u ∈ Yk : ‖u‖ ≤ ξk}.

Choose λm → 1 as m → ∞ for λm ∈ [1, 2]. Thanks to (3.17), we know that {uk
n(λm)} is

bounded, which implies {uk
n(λm)} possesses a weakly convergent subsequence. Similar to

the proof of Lemma 3.4, we know that {uk
n(λm)} has a strong convergent subsequence as

n → ∞. Assume that limn→∞ uk
n(λm) = uk(λm) for m ∈ N and k ≥ k0. By (3.17) and (3.18),

one has

I ′
λm

(
uk(λm)

)
= 0 and Iλm

(
uk(λm)

) ∈ [ξk ,ρk] for k ≥ k0. (3.19)

We claim that {uk
n(λm)} is bounded in H . If the claim is not true, we have ‖uk(λm)‖ → ∞

as m → ∞. Let vm := uk (λm)
‖uk (λm)‖ , then ‖vm‖ = 1. Without loss of generality, we assume vm → v

in H . Thanks to Lemma 2.3, we obtain vm → v in Lp
k(RN ) for p ∈ [2, 2∗

s ). In the following,
we divide two steps to show our assumption is not true.

Step 1. Assume v(x) = 0 in H . Since

1
2

–
Iλm (uk(λm))
‖uk(λm)‖2 = λm

∫

RN

K(x)F(uk(λm))
‖uk(λm)‖2 dx

= λm

∫

RN

|vm(x)|K(x)F(uk(λm))
|uk(λm)|2 dx,

where vm(x) = 0, m = 1, 2, 3, . . . . By (3.19), (f6), and Fatou’s lemma, one has

1
2

= lim inf
m→∞ λm

∫

RN

|vm(x)|K(x)F(uk(λm))
|uk(λm)|2 dx → 0,

which is in contradiction with our claim.
Step 2. Assume v(x) = 0 in H . Using (3.19), we have

μ

2
– 1 =

μIλm (uk(λm)) – 〈I ′
λm (uk(λm)), uk(λm)〉

‖uk(λm)‖2

+ λm

∫

RN

|vm(x)|2K(x)[μF(uk(λm)) – f (uk(λm))uk(λm)]
|uk(λm)|2 dx.

Therefore,

∫

RN

|vm(x)|2K(x)[μF(uk(λm)) – f (uk(λm))uk(λm)]
|uk(λm)|2 dx → μ

2
– 1 (3.20)

as m → ∞. However, according to (f7), one has

lim sup
m→∞

|vm(x)|2K(x)[μF(uk(λm)) – f (uk(λm))uk(λm)]
|uk(λm)|2 ≤ 0. (3.21)

Combining with (3.20) and (3.21), we have μ

2 – 1 ≤ 0, i.e., μ ≤ 2, we deduce a contradiction
to our assumption. Therefore, {uk

n(λm)} is bounded in H . Similar to the proof of Lemma 3.4,
we know that {uk

n(λm)} owns a strongly convergent subsequence with uk ∈ H for all k ≥ k0

and k ∈N. Assume

lim
m→∞ uk(λm) = uk(1) = uk ∈ H .
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Using (3.19) and βk → ∞ as k → ∞, for all k ≥ k0 and k ∈N, we have

I1
(
uk) = 0, I1

(
uk) ∈ [βk , δk] → ∞ as k → ∞,

which implies that uk is a nontrivial critical point of I1. Hence, for k ≥ k0, k ∈N, infinitely
many nontrivial critical points uk of I1 are obtained. From the above discussion, we know
that problem (1.1) has infinitely many nontrivial solutions with high energy, that is,

I1
(
uk) =

1
2
∥
∥uk∥∥2 –

∫

RN
K(x)F

(
uk)dx → ∞ as k → ∞.

The proof of Theorem 1.2 is completed. �
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