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#### Abstract

By constructing a suitable projection scheme and using the coincidence degree theory of Mawhin, we study the existence of solutions for conjugate boundary value problems with functional boundary conditions at resonance with $\operatorname{dim} \operatorname{Ker} L=1$. Examples are given to illustrate our main results.
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## 1 Introduction

In the past years, the conjugate boundary value problems at nonresonance have been studied by many authors [1-13]. The conjugate boundary value problems with specific conditions at resonance have been also investigated (see [14-16] and references therein). For example, in [14], the authors studied the following conjugate problem with boundary conditions:

$$
\begin{aligned}
& (-1)^{n-k} \varphi^{(n)}(x)=f\left(x, \varphi(x), \varphi^{\prime}(x), \ldots, \varphi^{(n-1)}(x)\right), \quad x \in[0,1], \\
& \varphi^{(i)}(0)=\varphi^{(j)}(1)=0, \quad 1 \leq i \leq k-1,0 \leq j \leq n-k-1, \\
& \varphi(0)=\int_{0}^{1} \varphi(x) d A(x) .
\end{aligned}
$$

Du and Ge [15] investigated the existence of solutions for the ( $n-1,1$ ) conjugate boundary value problems at resonance

$$
\begin{aligned}
& x^{(n)}(t)=f\left(x, x(t), x^{\prime}(t), \ldots, x^{(n-1)}(t)\right)+e(t), \quad \text { a.e. } t \in[0,1], \\
& x(0)=\sum_{i=1}^{m-2} \alpha_{i} x\left(\xi_{i}\right), \quad x^{\prime}(0)=x^{\prime \prime}(0)=\cdots=x^{(n-2)}(0)=0, \quad x(1)=x(\eta) .
\end{aligned}
$$

Using Mawhin's continuation theorem [17], Zhao and Liang [18] studied the existence of solutions for the second-order nonlinear boundary value problem

$$
\left\{\begin{array}{l}
x^{\prime \prime}(t)=f\left(t, x(t), x^{\prime}(t)\right), \quad 0<t<1 \\
\Gamma_{1}(x)=0, \quad \Gamma_{2}(x)=0
\end{array}\right.
$$

where $\Gamma_{1}(x)$ and $\Gamma_{2}(x)$ are linear bounded operators. Their results generalize a number of recent works such as multipoint and integral boundary value problems.

Motivated by the literature cited, we study the following conjugate boundary value problems with functional boundary conditions at resonance and $\operatorname{dim} \operatorname{Ker} L=1$ :

$$
\left\{\begin{array}{l}
(-1)^{n-k} \varphi^{(n)}(x)=f\left(x, \varphi(x), \varphi^{\prime}(x), \ldots, \varphi^{(n-1)}(x)\right), \quad x \in[0,1]  \tag{1.1}\\
\varphi^{(i)}(0)=\varphi^{(j)}(1)=0, \quad 0 \leq i \leq k-1,1 \leq j \leq n-k-1 \\
\Gamma(\varphi(x))=0
\end{array}\right.
$$

where $1 \leq k \leq n-1, n \geq 2, \Gamma: C^{n-1}[0,1] \rightarrow \mathbb{R}$ is a linear bounded functional with resonance condition $\Gamma(\Phi(x))=0$, where

$$
\begin{equation*}
\Phi(x)=\frac{(n-1)!}{(k-1)!(n-k-1)!} \int_{0}^{x} t^{k-1}(1-t)^{n-k-1} d t \tag{1.2}
\end{equation*}
$$

This paper is a generalization of two-, three-, and multipoint integral boundary value problems.
The framework of this paper is as follows. In Sect. 2, we give some notations and facts of the coincidence degree theory. In Sect. 3, we investigate problem (1.1). In Sect. 4, we give examples illustrating our main results.

## 2 Preliminaries

We give some theoretical foundations.

Definition 2.1 Let $X$ and $Y$ be real Banach spaces. A linear operator $L: \operatorname{dom} L \subset X \rightarrow Y$ is said to be a Fredholm operator of index zero if
(i) $\operatorname{Im} L$ is a closed subset of $Y$, and
(ii) $\operatorname{dim} \operatorname{Ker} L=\operatorname{codim} \operatorname{Im} L<+\infty$.

Let $L$ be a Fredholm operator of index zero. Let $P: X \rightarrow X$ and $Q: Y \rightarrow Y$ be continuous projectors such that $\operatorname{Im} P=\operatorname{Ker} L$, $\operatorname{Ker} Q=\operatorname{Im} L, X=\operatorname{Ker} L \oplus \operatorname{Ker} P$, and $Y=\operatorname{Im} L \oplus \operatorname{Im} Q$. It follows that $\left.L\right|_{\operatorname{dom} L \cap \operatorname{Ker} P}: \operatorname{dom} L \cap \operatorname{Ker} P \rightarrow \operatorname{Im} L$ is reversible. We denote the inverse of the mapping $\left.L\right|_{\text {dom } L \cap \text { Ker } P}$ by $K_{P}$. Let $\Omega$ be an open bounded subset of $X$ such that $\operatorname{dom} L \cap$ $\Omega \neq \emptyset$. The mapping $N: X \rightarrow Y$ is called $L$-compact on $\bar{\Omega}$ if $Q N(\bar{\Omega})$ is bounded and $K_{P}(I-$ Q) $N: \bar{\Omega} \rightarrow X$ is compact.

Theorem 2.2 (see [17] Mawhin continuation theorem) Let $L: \operatorname{dom} L \subset X \rightarrow Y$ be a Fredholm operator of index zero, and let $N: X \rightarrow Y$ be L-compact on $\bar{\Omega}$. Assume that the following conditions are satisfied:
(i) $L x \neq \lambda N x$ for every $(x, \lambda) \in[(\operatorname{dom} L \backslash \operatorname{Ker} L) \cap \partial \Omega] \times(0,1)$;
(ii) $N x \notin \operatorname{Im} L$ for every $x \in \operatorname{Ker} L \cap \partial \Omega$;
(iii) $\operatorname{deg}\left(\left.Q N\right|_{\operatorname{Ker} L}, \Omega \cap \operatorname{Ker} L, 0\right) \neq 0$, where $Q: Y \rightarrow Y$ is a continuous projection such that $\operatorname{Im} L=\operatorname{Ker} Q$.
Then the equation $L x=N x$ has at least one solution in $\operatorname{dom} L \cap \bar{\Omega}$.
Let $X=C^{n-1}[0,1]$ with norm $\|x\|=\max \left\{\|x\|_{\infty},\left\|x^{\prime}\right\|_{\infty}, \ldots,\left\|x^{(n-1)}\right\|_{\infty}\right\}$, where $\|x\|_{\infty}=$ $\max _{t \in[0,1]}|x(t)|$, and let $Y=L^{1}[0,1]$ with norm $\|u\|_{1}=\int_{0}^{1}|u(t)| d t$.

## 3 Solvability of problem (1.1)

We define the operator $L$ by

$$
L \varphi(x)=(-1)^{n-k} \varphi^{(n)}(x)
$$

with

$$
\begin{aligned}
\operatorname{dom} L= & \left\{\varphi \in X: \varphi^{(i)}(0)=\varphi^{(j)}(1)=0,\right. \\
& \left.0 \leq i \leq k-1,1 \leq j \leq n-k-1, \varphi^{(n)} \in Y, \Gamma(\varphi(x))=0\right\} .
\end{aligned}
$$

Define the operator $N: X \rightarrow Y$ as

$$
(N \varphi)(x)=f\left(x, \varphi(x), \varphi^{\prime}(x), \ldots, \varphi^{(n-1)}(x)\right)
$$

So, problem (1.1) becomes $L \varphi=N \varphi$.
To obtain our main results, we impose the following conditions:
$\left(H_{1}\right) \Gamma\left(\int_{0}^{1} k(x, y) d y\right) \neq 0$, where

$$
k(x, y)= \begin{cases}\frac{1}{(k-1)!(n-k-1)!} \int_{0}^{x(1-y)} t^{k-1}(t+y-x)^{n-k-1} d t, & 0 \leq x \leq y \leq 1  \tag{3.1}\\ \frac{1}{(k-1)!(n-k-1)!} \int_{0}^{y(1-x)} t^{n-k-1}(t+x-y)^{k-1} d t, & 0 \leq y \leq x \leq 1\end{cases}
$$

$\left(H_{2}\right) f:[0,1] \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ satisfies the Carathéodory conditions, that is, $f(\cdot, u)$ is measurable for each fixed $u \in \mathbb{R}^{n}$, and $f(t, \cdot)$ is continuous for a.e. $t \in[0,1]$. In addition, we assume that $\sup \left\{|f(t, x)|: x \in D_{0}\right\}<+\infty$ for any compact set $D_{0} \in \mathbb{R}^{n}$.
$\left(H_{3}\right)$ There exist functions $r(x), q_{i}(x) \in L^{1}[0,1]$ with $\sum_{i=1}^{n}\left\|q_{i}\right\|_{1}<1$ such that

$$
\left|f\left(x, y_{1}, y_{2}, \ldots, y_{n}\right)\right| \leq \sum_{i=1}^{n} q_{i}(x)\left|y_{i}\right|+r(x) \quad \text { for } x \in[0,1] \text { and } y_{i} \in \mathbb{R}
$$

$\left(H_{4}\right)$ There exists a constant $M>0$ such that if $\left|\varphi^{(n-1)}(x)\right|>M$ for all $x \in[0,1]$, then

$$
\Gamma\left(\int_{0}^{1} k(x, y) f\left(y, \varphi(y), \varphi^{\prime}(y), \varphi^{\prime \prime}(y), \ldots, \varphi^{(n-1)}(y)\right) d y\right) \neq 0
$$

$\left(H_{5}\right)$ There is a constant $a_{0}>0$ such that if $|c|>a_{0}$, then either

$$
\begin{equation*}
c \Gamma\left(\int_{0}^{1} k(x, y) N(c \Phi(y)) d y\right)<0 \tag{3.2}
\end{equation*}
$$

or

$$
\begin{equation*}
c \Gamma\left(\int_{0}^{1} k(x, y) N(c \Phi(y)) d y\right)>0 \tag{3.3}
\end{equation*}
$$

We now state our main results.

Theorem 3.1 If $\left(H_{1}\right)-\left(H_{5}\right)$ are satisfied, then the functional boundary value problem (1.1) has at least one solution in $X$.

To prove Theorem 3.1, we need the following lemmas.

Lemma 3.2 Assume that $\left(H_{1}\right)$ holds. Then the operator $L: \operatorname{dom} L \subset X \rightarrow Y$ is a Fredholm operator of index zero, and the linear continuous projectors $P: X \rightarrow X$ and $Q: Y \rightarrow Y$ can be defined by

$$
(P \varphi)(x)=\varphi(1) \Phi(x), \quad Q u=\frac{\Gamma\left(\int_{0}^{1} k(x, y) u(y) d y\right)}{\Gamma\left(\int_{0}^{1} k(x, y) d y\right)}
$$

Furthermore, the linear operator $K_{P}=\left(\left.L\right|_{\operatorname{dom} L \cap \operatorname{Ker} P}\right)^{-1}: \operatorname{Im} L \rightarrow \operatorname{dom} L \cap \operatorname{Ker} P$ is defined as follows:

$$
\left(K_{P} u\right)(x)=\int_{0}^{1} k(x, y) u(y) d y
$$

Proof From $(-1)^{n-k} \varphi^{(n)}(x)=h_{1}(x)$ and $\varphi^{(i)}(0)=0,0 \leq i \leq k-1$, we have

$$
\begin{equation*}
\varphi(x)=\sum_{m=k}^{n-1} \frac{a_{m}}{m!} x^{m}+\frac{(-1)^{n-k}}{(n-1)!} \int_{0}^{x}(x-y)^{n-1} h_{1}(y) d y, \quad 0 \leq x \leq 1 \tag{3.4}
\end{equation*}
$$

Now we will give $\operatorname{Ker} L$ and $\operatorname{Im} L$.
Taking $\varphi(x) \in \operatorname{dom} L$ with $L \varphi=0$, we obtain $\varphi(x)=\sum_{m=k}^{n-1} \frac{a_{m}}{m!} x^{m}$. This, together with $\varphi^{(j)}(1)=0,1 \leq j \leq n-k-1$, implies that [7]

$$
\begin{align*}
\varphi(x) & =\sum_{j=0}^{n-k-1} \frac{(n-1)!(-1)^{j}(k+j)!x^{k+j}}{(k-1)!j!(n-k-j-1)!(k+j)} \varphi(1) \\
& =\frac{(n-1)!}{(n-k-1)!(k-1)!} \sum_{j=0}^{n-k-1} \frac{C_{n-k-1}^{j}(-1)^{j} x^{k+j}}{k+j} \varphi(1) \tag{3.5}
\end{align*}
$$

Since $\sum_{j=0}^{n-k-1} \frac{C_{n-k-1}^{j}(-1)^{j} x^{k+j}}{k+j}=\int_{0}^{x} t^{k-1}(1-t)^{n-k-1} d t$, we get

$$
\varphi(x)=\varphi(1) \frac{(n-1)!}{(k-1)!(n-k-1)!} \int_{0}^{x} t^{k-1}(1-t)^{n-k-1} d t=\varphi(1) \Phi(x)
$$

It follows from $\Gamma(\Phi(x))=0$ that $\operatorname{Ker} L=\{c \Phi(x), c \in \mathbb{R}\}$.

To prove that

$$
\operatorname{Im} L=\left\{u \in Y: \Gamma\left(\int_{0}^{1} k(x, y) u(y) d y\right)=0\right\},
$$

take $u \in \operatorname{Im} L$. Then there exists $\varphi \in \operatorname{dom} L$ such that $u=L \varphi \in Y$. From (3.5) and $\varphi^{(j)}(1)=0$, $1 \leq j \leq n-k-1$, we have

$$
\begin{aligned}
\varphi(x)= & \varphi(1) \Phi(x) \\
& +\sum_{j=0}^{n-k-1} \int_{0}^{1} \frac{x^{k+j}}{(k-1)!j!(n-k-j-1)!} \sum_{i=0}^{j} \frac{C_{j}^{i}(-1)^{j-i} y^{n-k-1-j}(1-y)^{k+i}}{k+i} u(y) d y \\
& +\int_{0}^{x} \frac{(-1)^{n-k}}{(n-1)!}(x-y)^{n-1} u(y) d y .
\end{aligned}
$$

It follows from [7] and (3.5) that

$$
\begin{aligned}
& \sum_{j=0}^{n-k-1} \int_{0}^{1} \frac{x^{k+j}}{(k-1)!j!(n-k-j-1)!} \sum_{i=0}^{j} \frac{C_{j}^{i}(-1)^{j-i} y^{n-k-1-j}(1-y)^{k+i}}{k+i} u(y) d y \\
& \quad+\int_{0}^{x} \frac{(-1)^{n-k}}{(n-1)!}(x-y)^{n-1} u(y) d y=\int_{0}^{1} k(x, y) u(y) d y
\end{aligned}
$$

So, we obtain

$$
\begin{equation*}
\varphi(x)=\varphi(1) \Phi(x)+\int_{0}^{1} k(x, y) u(y) d y . \tag{3.6}
\end{equation*}
$$

Furthermore, $\varphi \in \operatorname{dom} L$ implies $\Gamma(\varphi(x))=\Gamma\left(\int_{0}^{1} k(x, y) u(y) d y\right)+\varphi(1) \Gamma(\Phi(x))=0$. This, together with $\Gamma(\Phi(x))=0$, means that $\Gamma\left(\int_{0}^{1} k(x, y) u(y) d y\right)=0$. So, we obtain that $\operatorname{Im} L \subset$ $\left\{u: \Gamma\left(\int_{0}^{1} k(x, y) u(y) d y\right)=0\right\}$.
On the other hand, if $u \in Y$ satisfies $\Gamma\left(\int_{0}^{1} k(x, y) u(y) d y\right)=0$, then take

$$
\varphi(x)=\int_{0}^{1} k(x, y) u(y) d y .
$$

Then we conclude that

$$
\begin{aligned}
& L \varphi=(-1)^{n-k} \varphi^{(n)}(x)=u(x), \\
& \varphi^{(i)}(0)=\varphi^{(j)}(1)=0, \quad 0 \leq i \leq k-1,1 \leq j \leq n-k-1,
\end{aligned}
$$

and

$$
\Gamma(\varphi(x))=\Gamma\left(\int_{0}^{1} k(x, y) u(y) d y\right)=0
$$

that is, $\varphi \in \operatorname{dom} L$, and hence $u \in \operatorname{Im} L$. In conclusion,

$$
\operatorname{Im} L=\left\{u: \Gamma\left(\int_{0}^{1} k(x, y) u(y) d y\right)=0\right\}
$$

Define the operators $P: X \rightarrow X$ and $Q: Y \rightarrow Y$ by

$$
(P \varphi)(x)=\varphi(1) \Phi(x), \quad Q u=\frac{\Gamma\left(\int_{0}^{1} k(x, y) u(y) d y\right)}{\Gamma\left(\int_{0}^{1} k(x, y) d y\right)} .
$$

Clearly, $P$ and $Q$ are projectors such that $\operatorname{Im} P=\operatorname{Ker} L, \operatorname{Ker} Q=\operatorname{Im} L, X=\operatorname{Ker} L \oplus \operatorname{Ker} P$ and $Y=\operatorname{Im} L \oplus \operatorname{Im} Q$.

Obviously, $\operatorname{Im} L$ is a closed subspace of $Y$, and $\operatorname{dim} \operatorname{Ker} L=\operatorname{codim} \operatorname{Im} L<+\infty$, that is, $L$ is a Fredholm operator of index zero.
We now prove that $K_{p} u \in \operatorname{dom} L \cap \operatorname{Ker} P, u \in \operatorname{Im} L$.
For any $u \in \operatorname{Im} L$, we have $\Gamma\left(\int_{0}^{1} k(x, y) u(y) d y\right)=0$. Since $k(1, y)=0$, we have $K_{P} u(1)=0$, that is, $K_{P} u(x) \in \operatorname{Ker} P$. In addition, it is easy to see that

$$
\left(K_{P} u\right)^{(i)}(0)=0, \quad 0 \leq i \leq k-1 ; \quad\left(K_{P} u\right)^{(j)}(1)=0, \quad 1 \leq j \leq n-k-1 .
$$

Therefore $K_{P} u \in \operatorname{dom} L \cap \operatorname{Ker} P, u \in \operatorname{Im} L$.
Next, we will prove that $K_{P}$ is the inverse of $\left.L\right|_{\operatorname{dom} L \cap K e r P}$.
Since $K_{P} u(x)=\int_{0}^{1} k(x, y) u(y) d y$ for $u \in \operatorname{Im} L$, it is clear that

$$
L K_{P} u(x)=(-1)^{n-k}\left(\int_{0}^{1} k(x, y) u(y) d y\right)^{(n)}=u(x) .
$$

For each $v \in \operatorname{dom} L \cap \operatorname{Ker} P$, by (3.6) we get

$$
K_{P} L v(x)=\int_{0}^{1} k(x, y) L v(y) d y=v(x)-v(1) \Phi(x)=v(x) .
$$

This implies that $K_{P} L v=v$. So $K_{P}=\left(\left.L\right|_{\operatorname{dom} L \cap K e r P}\right)^{-1}$. The proof is completed.

Lemma 3.3 $N$ is L-compact on $\bar{\Omega}$ if $\operatorname{dom} L \cap \bar{\Omega} \neq \emptyset$, where $\Omega$ is a bounded open subset of $X$.

Proof Based on $\left(H_{3}\right)$ and the definitions of $Q, K_{P}$, and $k(x, y)$, we can see that $Q N$ is bounded and there exists $g(x) \in L^{1}[0,1]$ such that $|(I-Q) N \varphi| \leq g(x)$, a.e. $x \in[0,1], \varphi \in \bar{\Omega}$. Hence $K_{P}(I-Q) N(\bar{\Omega})$ is bounded. Now we will prove that $K_{P}(I-Q) N(\bar{\Omega})$ is compact.

For $0 \leq x_{1}<x_{2} \leq 1$ and $\varphi \in \bar{\Omega}$, we have

$$
\begin{aligned}
& \left|\left(K_{P}(I-Q) N \varphi\right)^{(n-1)}\left(x_{1}\right)-\left(K_{P}(I-Q) N \varphi\right)^{(n-1)}\left(x_{2}\right)\right| \\
& \quad=\left|\left(\int_{0}^{1} k(x, y)(I-Q) N \varphi(y) d y\right)^{(n-1)}\left(x_{1}\right)-\left(\int_{0}^{1} k(x, y)(I-Q) N \varphi(y) d y\right)^{(n-1)}\left(x_{2}\right)\right| \\
& \quad=\left|\int_{0}^{x_{1}}(I-Q) N \varphi(y) d y-\int_{0}^{x_{2}}(I-Q) N \varphi(y) d y\right| \\
& \quad=\left|\int_{x_{1}}^{x_{2}}(I-Q) N \varphi(y) d y\right| \leq \int_{x_{1}}^{x_{2}}|g(y)| d y .
\end{aligned}
$$

Considering the absolute continuity of the integral of $g(x)$, we know that $\left\{\left(K_{P}(I-\right.\right.$ Q) $\left.N \varphi)^{(n-1)}: \varphi \in \bar{\Omega}\right\}$ is equicontinuous on $[0,1]$. Since $K_{P}(I-Q) N(\bar{\Omega}) \subset X$ is bounded,
$\left\{\left(K_{P}(I-Q) N \varphi\right)^{(i)}: \varphi \in \bar{\Omega}, i=0,1, \ldots, n-3, n-2\right\}$ are also equicontinuous on $[0,1]$ by the mean value theorem. It follows from the Lebesgue dominated convergence theorem and conditions $\left(H_{2}\right)$ and $\left(H_{3}\right)$ that $K_{P}(I-Q) N: \bar{\Omega} \rightarrow X$ is a continuous operator. Therefore, by the Ascoli-Arzelà theorem, $K_{P}(I-Q) N: \bar{\Omega} \rightarrow X$ is compact. Thus $N$ is $L$-compact. The proof is completed.

Lemma 3.4 The set

$$
\Omega_{1}=\{\varphi \in \operatorname{dom} L \backslash \operatorname{Ker} L: L \varphi=\lambda N \varphi, \lambda \in[0,1]\}
$$

is bounded if $\left(H_{1}\right)-\left(H_{4}\right)$ are satisfied.

Proof Take $\varphi \in \Omega_{1}$. Then $N \varphi \in \operatorname{Im} L$, and thus we have

$$
\begin{equation*}
\Gamma\left(\int_{0}^{1} k(x, y) f\left(y, \varphi(y), \varphi^{\prime}(y), \ldots, \varphi^{(n-1)}(y)\right) d y\right)=0 \tag{3.7}
\end{equation*}
$$

This, together with $\left(H_{4}\right)$, means that there exists $x_{0} \in[0,1]$ such that $\left|\varphi^{(n-1)}\left(x_{0}\right)\right| \leq M$. It follows from $\varphi^{(i)}(0)=\varphi^{(j)}(1)=0,0 \leq i \leq k-1,1 \leq j \leq n-k-1$, that there exists at least one point $x_{i} \in[0,1]$ such that $\varphi^{(i)}\left(x_{i}\right)=0, i=0,1,2, \ldots, n-2$. Thus we get $\varphi^{(i)}(x)=\int_{x_{i}}^{x} \varphi^{(i+1)}(t) d t$, $i=0,1,2, \ldots, n-2$. So,

$$
\begin{equation*}
\left\|\varphi^{(i)}\right\|_{\infty} \leq\left\|\varphi^{(i+1)}\right\|_{1} \leq\left\|\varphi^{(i+1)}\right\|_{\infty}, \quad i=0,1,2, \ldots, n-2 . \tag{3.8}
\end{equation*}
$$

From $\left(H_{3}\right)$, (3.8), and

$$
\begin{aligned}
\varphi^{(n-1)}(x) & =\varphi^{(n-1)}\left(x_{0}\right)+\int_{x_{0}}^{x} \varphi^{(n)}(t) d t \\
& =\varphi^{(n-1)}\left(x_{0}\right)+\lambda \int_{x_{0}}^{x}(-1)^{n-k} f\left(t, \varphi(t), \varphi^{\prime}(t), \ldots, \varphi^{(n-1)}(t)\right) d t
\end{aligned}
$$

we get

$$
\begin{equation*}
\left|\varphi^{(n-1)}(x)\right| \leq M+\sum_{i=1}^{n}\left\|q_{i}\right\|_{1}\left\|\varphi^{(i-1)}\right\|_{\infty}+\|r\|_{1} \leq M+\sum_{i=1}^{n}\left\|q_{i}\right\|_{1}\left\|\varphi^{(n-1)}\right\|_{\infty}+\|r\|_{1} . \tag{3.9}
\end{equation*}
$$

Therefore we obtain that

$$
\left\|\varphi^{(n-1)}\right\|_{\infty} \leq \frac{M+\|r\|_{1}}{1-\sum_{i=1}^{n}\left\|q_{i}\right\|_{1}}
$$

So, $\Omega_{1}$ is bounded. The proof of of Lemma 3.4 is completed.

Lemma 3.5 The set

$$
\Omega_{2}=\{\varphi: \varphi \in \operatorname{Ker} L, N \varphi \in \operatorname{Im} L\}
$$

is bounded if $\left(H_{1}\right)-\left(H_{3}\right)$ and $\left(H_{5}\right)$ hold.

Proof Let $\varphi \in \Omega_{2}$. Then $\varphi(x) \equiv c \Phi(x)$ and $N \varphi \in \operatorname{Im} L$. So, we get

$$
c \Gamma\left(\int_{0}^{1} k(x, y) f\left(y, c \Phi(y), \ldots, c \Phi^{(n-1)}(y)\right) d y\right)=0
$$

According to $\left(H_{5}\right)$, we have $|c| \leq a_{0}$, that is, $\Omega_{2}$ is bounded.

## Lemma 3.6 The set

$$
\Omega_{3}=\{\varphi \in \operatorname{Ker} L: \lambda J \varphi+\alpha(1-\lambda) Q N \varphi=0, \lambda \in[0,1]\}
$$

is bounded if conditions $\left(H_{1}\right)-\left(H_{3}\right)$ and $\left(H_{5}\right)$ are satisfied, where $J: \operatorname{Ker} L \rightarrow \operatorname{Im} Q$ is the linear isomorphism given by $J(c \Phi(x))=\frac{c}{\Gamma\left(\int_{0}^{1} k(x, y) d y\right)}$, and

$$
\alpha= \begin{cases}-1 & \text { if(3.2) holds }  \tag{3.10}\\ 1 & \text { if(3.3) holds }\end{cases}
$$

Proof Suppose that $\varphi \in \Omega_{3}$. Then $\varphi(x)=c \Phi(x)$ and

$$
\lambda c=-\alpha(1-\lambda) \Gamma\left(\int_{0}^{1} k(x, y) N \varphi(y) d y\right)
$$

If $\lambda=0$, then by $\left(H_{5}\right)$ we have $|c| \leq a_{0}$. If $\lambda=1$, then $c=0$. If $\lambda \in(0,1)$, then taking $|c|>a_{0}$, we have

$$
\lambda c^{2}=-\alpha(1-\lambda) c \Gamma\left(\int_{0}^{1} k(x, y) N \varphi(y) d y\right)<0,
$$

which contradicts with $\lambda c^{2}>0$. So, Lemma 3.6 holds.

Now we can prove Theorem 3.1.

Proof of Theorem 3.1 Let $\Omega$ be a bounded open subset of $X$ such that $\{0\} \cup \bigcup_{j=1}^{3} \bar{\Omega}_{j} \subset \Omega$. From Lemma 3.3 we know that $N$ is $L$-compact on $\bar{\Omega}$. By Lemmas 3.4 and 3.5 we get:
(i) $L \varphi \neq \lambda N \varphi$ for every $(\varphi, \lambda) \in[(\operatorname{dom} L \backslash \operatorname{Ker} L) \cap \partial \Omega] \times(0,1)$;
(ii) $N \varphi \notin \operatorname{Im} L$ for every $\varphi \in \operatorname{Ker} L \cap \partial \Omega$.

Finally, we will prove (iii) of Theorem 2.2.
Let $H(\varphi, \lambda)=\lambda J \varphi+\alpha(1-\lambda) Q N \varphi$. Noting that $\Omega_{3} \subset \Omega$, we have $H(\varphi, \lambda) \neq 0$ for every $\varphi \in \partial \Omega \cap \operatorname{Ker} L$. Thus by the homotopic property of degree we have

$$
\operatorname{deg}\left(\left.Q N\right|_{\operatorname{Ker} L}, \Omega \cap \operatorname{Ker} L, 0\right)=\operatorname{deg}(\alpha J, \Omega \cap \operatorname{Ker} L, 0) \neq 0
$$

By Theorem 2.2 the functional boundary value problem (1.1) has at least one solution in $X$. The proof of Theorem 3.1 is completed.

## 4 Example

We give two examples to illustrate our main results.

Example 4.1 Consider the boundary value problem

$$
\left\{\begin{array}{l}
\varphi^{(3)}(x)=x-1+\frac{1}{4} \sin \varphi(x)+\frac{1}{4} \sin \varphi^{\prime}(x)+\frac{1}{4} \varphi^{\prime \prime}(x), \quad x \in[0,1],  \tag{4.1}\\
\varphi(0)=0, \quad \varphi^{\prime}(1)=0 \\
\Gamma(\varphi(x))=\varphi^{\prime}(0)-2 \varphi(1)=0 .
\end{array}\right.
$$

Obviously, $n=3, k=1, \Phi(x)=2 x-x^{2}, \Gamma(\Phi(x))=0$, and $\operatorname{Ker} L=\left\{c\left(2 x-x^{2}\right), c \in R\right\}$.
By simple calculation we obtain

$$
\begin{aligned}
& \Gamma\left(\int_{0}^{1} k(x, y) d y\right)=\Gamma\left(\int_{0}^{x} \frac{1}{2} y^{2}(1-x)^{2} d y+\int_{x}^{1}\left[\frac{1}{2} x^{2}(1-y)^{2}+x(y-x)(1-y)\right] d y\right) \\
&=\frac{1}{6} \neq 0, \\
&\left|f\left(x, \varphi(x), \varphi^{\prime}(x), \varphi^{\prime \prime}(x)\right)\right| \leq \frac{1}{4}|\varphi|+\frac{1}{4}\left|\varphi^{\prime}\right|+\frac{1}{4}\left|\varphi^{\prime \prime}\right|+1 .
\end{aligned}
$$

Condition $\left(H_{3}\right)$ is satisfied.
Take $M=7$. If $\varphi^{\prime \prime}(x)>7$, then $f\left(x, \varphi(x), \varphi^{\prime}(x), \varphi^{\prime \prime}(x)\right)>-1-\frac{1}{4}-\frac{1}{4}+\frac{M}{4}>0$, and if $\varphi^{\prime \prime}(x)<-7$, then $f\left(x, \varphi(x), \varphi^{\prime}(x), \varphi^{\prime \prime}(x)\right)<\frac{1}{4}+\frac{1}{4}+\frac{M}{4}<0$. Hence, if $\left|\varphi^{\prime \prime}(x)\right|>M=7$, then

$$
\begin{aligned}
\Gamma( & \left.\int_{0}^{1} k(x, y) f\left(y, \varphi(y), \varphi^{\prime}(y), \varphi^{\prime \prime}(y)\right) d y\right) \\
= & \Gamma\left(\int_{0}^{x} \frac{1}{2} y^{2}(1-x)^{2} f\left(y, \varphi(y), \varphi^{\prime}(y), \varphi^{\prime \prime}(y)\right) d y\right. \\
& \left.+\int_{x}^{1}\left[\frac{1}{2} x^{2}(1-y)^{2}+x(y-x)(1-y)\right] f\left(y, \varphi(y), \varphi^{\prime}(y), \varphi^{\prime \prime}(y)\right) d y\right) \\
= & \int_{0}^{1} y(1-y) f\left(y, \varphi(y), \varphi^{\prime}(y), \varphi^{\prime \prime}(y)\right) d y \neq 0 .
\end{aligned}
$$

Thus $\left(H_{4}\right)$ is satisfied.
Finally, take $\varphi \in \operatorname{Ker} L$ and $\varphi(x)=c \Phi(x)=c\left(2 x-x^{2}\right)$. Set $a_{0}=3$. Then we get

$$
c \Gamma\left(\int_{0}^{1} k(x, y) N(c \Phi(y)) d y\right)=c\left(\int_{0}^{1} y(1-y) N(c \Phi(y)) d y\right)<0, \quad|c|>3
$$

since $0 \leq y(1-y) \leq 1, y \in[0,1]$, and

$$
c N(c \Phi(y)) \leq|c|+\frac{1}{4}|c|+\frac{1}{4}|c|-\frac{1}{2} c^{2}<0, \quad|c|>3 .
$$

Therefore condition $\left(H_{5}\right)$ is satisfied. It follows from Theorem 3.1 that the boundary value problem (4.1) has at least one solution.

Example 4.2 Consider the other boundary value problem

$$
\left\{\begin{array}{l}
\varphi^{(4)}(x)=x-1+\frac{1}{5} \sin \varphi(x)+\frac{1}{5} \sin \varphi^{\prime}(x)+\frac{1}{5} \sin \varphi^{\prime \prime}(x)+\frac{1}{5} \varphi^{\prime \prime \prime}(x), \quad x \in[0,1]  \tag{4.2}\\
\varphi(0)=\varphi^{\prime}(0)=0, \quad \varphi^{\prime}(1)=0 \\
\Gamma(\varphi(x))=2 \varphi\left(\frac{1}{2}\right)-\varphi(1)=0
\end{array}\right.
$$

Obviously, $n=4, k=2, \Phi(x)=3 x^{2}-2 x^{3}, \Gamma(\Phi(x))=0$, and $\operatorname{Ker} L=\left\{c\left(3 x^{2}-2 x^{3}\right), c \in R\right\}$. It is not difficult to verify that $\Gamma\left(\int_{0}^{1} k(x, y) d y\right)=\frac{1}{192} \neq 0$, that is, $\left(H_{1}\right)$ holds.

Obviously, $f$ satisfies $\left|f\left(x, \varphi(x), \varphi^{\prime}(x), \varphi^{\prime \prime}(x), \varphi^{\prime \prime \prime}(x)\right)\right| \leq \frac{1}{5}|\varphi|+\frac{1}{5}\left|\varphi^{\prime}\right|+\frac{1}{5}\left|\varphi^{\prime \prime}\right|+\frac{1}{5}\left|\varphi^{\prime \prime \prime}\right|+1$, where $q_{1}=\frac{1}{5}, q_{2}=\frac{1}{5}, q_{3}=\frac{1}{5}, q_{4}=\frac{1}{5}, r(x)=1$, which verifies condition $\left(H_{3}\right)$.

Take $M=9$. If $\varphi^{\prime \prime \prime}(x)>9$, then $f(x)>-1-\frac{1}{5}-\frac{1}{5}-\frac{1}{5}+\frac{M}{5}>0$, and if $\varphi^{\prime \prime \prime}(x)<-9$, then $f(x)<\frac{3}{5}-\frac{M}{5}<0$.

For convenience, we denote $F(y)=f\left(y, \varphi(y), \varphi^{\prime}(y), \varphi^{\prime \prime}(y), \varphi^{\prime \prime \prime}(y)\right)$. Then

$$
\begin{aligned}
& \Gamma\left(\int_{0}^{1} k(x, y) f\left(y, \varphi(y), \varphi^{\prime}(y), \varphi^{\prime \prime}(y), \varphi^{\prime \prime \prime}(y)\right) d y\right) \\
& \quad=\frac{1}{24}\left(\int_{0}^{\frac{1}{2}}\left(-4 y^{3}+3 y^{2}\right) F(y) d y+\int_{\frac{1}{2}}^{1}\left(4 y^{3}-9 y^{2}+6 y-1\right) F(y) d y\right) \neq 0
\end{aligned}
$$

provided that $\varphi \in \operatorname{dom} L \backslash \operatorname{Ker} L$ satisfies $\left|\varphi^{\prime \prime \prime}(x)\right|>M=9$. Hence $\left(H_{4}\right)$ holds.
Finally, for $\varphi \in \operatorname{Ker} L, \varphi(x)=c \Phi(x)$, we denote $f_{c}(y)=N(c \Phi(y))$. Then, for $|c|>\frac{2}{3}$, we have

$$
\begin{aligned}
& c \Gamma\left(\int_{0}^{1} k(x, y) N(c \Phi(y)) d y\right) \\
& \quad=c \frac{1}{24}\left(\int_{0}^{\frac{1}{2}}\left(-4 y^{3}+3 y^{2}\right) f_{c}(y) d y+\int_{\frac{1}{2}}^{1}\left(4 y^{3}-9 y^{2}+6 y-1\right) f_{c}(y) d y\right)<0,
\end{aligned}
$$

since $0<-4 y^{3}+3 y^{2}<\frac{1}{4}, y \in\left(0, \frac{1}{2}\right), 0<4 y^{3}-9 y^{2}+6 y-1<\frac{1}{4}, y \in\left(\frac{1}{2}, 1\right)$, and

$$
\begin{aligned}
& c N(c \Phi(y)) \\
& \quad=c\left(y-1+\frac{1}{5} \sin \left(c\left(3 y^{2}-2 y^{3}\right)\right)+\frac{1}{5} \sin \left(c 6 y-6 c y^{2}\right)+\frac{1}{5} \sin (6 c-12 c y)+\frac{1}{5}(-12) c\right) \\
& \quad \leq\left(|c|+\frac{3|c|}{5}-\frac{12}{5} c^{2}\right)=\left(\frac{8|c|}{5}-\frac{12}{5} c^{2}\right)<0,|c|>\frac{2}{3} .
\end{aligned}
$$

Then condition $\left(H_{5}\right)$ is satisfied if $a_{0}=\frac{2}{3}$. It follows from Theorem 3.1 that problem (4.2) has at least one solution.
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