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#### Abstract

In this paper, we investigate the multiplicity results of some positive solutions for a system of Hadamard fractional differential equations with parameters and p-Laplacian operator subject to three-point boundary conditions which contains fractional derivatives. The proofs of our main result, multiplicity of positive solutions, are derived in terms of different values of parameters by using Guo-Krasnosel'skii's fixed point theorem.
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## 1 Introduction

Fractional calculus has gained considerable attention from both theoretical and applied points of view in recent years. There are numerous applications in a variety of fields such as the signal processing [1], the image processing [2], the control theory [3], the behavior of viscoelastic and visco-plastic materials under external influences $[4,5]$, the bioengineering [6, 7], and so on. In addition there are some applications of fractional calculus within various fields of mathematics itself, e.g., in the analytical investigation of various types of special functions [8]. Therefore, the fractional differential equation has been widely focused on and studied in depth. In fact, fractional differential equations have attracted more and more attention for their useful applications in various fields such as economics, science, and engineering, see [9-13] and the references therein.

Turbulent flow in a porous medium is a fundamental mechanics problem. For studying this type of problem, Leibenson [14] introduced differential equations with $p$-Laplacian operator

$$
\left(\phi_{p}\left(u^{\prime}(t)\right)\right)^{\prime}=f(t, u(t)) .
$$

[^0]The study of differential equation with $p$-Laplacian operator is of significance theoretically and practically. It is quite natural to study fractional differential equation relative to the above equation.
Recently, many scholars have paid more attention to the fractional differential equation boundary value problems and associated with $p$-Laplacian operator, see [15-27].

In [15] Bachar et al. proved the existence and uniqueness and global asymptotic behavior of a positive continuous solution to the following fractional Navier boundary value problem:

$$
\left\{\begin{array}{l}
D^{\alpha}\left(D^{\beta} u\right)(x)+u(x) f(x, u(x))=0, \quad 0<x<1 \\
\lim _{x \rightarrow 0^{+}} D^{\beta-1} u(x)=0, \quad \lim _{x \rightarrow 0^{+}} D^{\alpha-1}\left(D^{\beta} u\right)(x)=\xi \\
u(1)=0, \quad D^{\beta} u(1)=-\zeta
\end{array}\right.
$$

where $\alpha, \beta \in(1,2], D^{\alpha}$ and $D^{\beta}$ stand for the standard Riemann-Liouville fractional derivative and $\xi, \zeta \geq 0$ are such that $\zeta+\xi>0$.

In [23] Chai investigated the existence and multiplicity of positive solutions for a class of boundary value problems of fractional differential equations with $p$-Laplacian operator:

$$
\left\{\begin{array}{l}
D_{0^{+}}^{\beta}\left(\phi_{p}\left(D_{0^{+}}^{\alpha} u(t)\right)\right)+f(t, u(t))=0, \quad 0<t<1 \\
u(0)=0, \quad u(1)+\sigma D_{0^{+}}^{\gamma} u(1)=0, \quad D_{0^{+}}^{\alpha} u(0)=0
\end{array}\right.
$$

where $1<\alpha \leq 2,0<\beta \leq 1,0<\gamma \leq 1,0 \leq \alpha-\gamma-1, \sigma$ is a positive constant number, and $D_{0^{+}}^{\alpha}, D_{0^{+}}^{\beta}, D_{0^{+}}^{\gamma}$ are the standard Riemann-Liouville derivatives, by means of the fixed point theorem on cones.
In [25] Tian et al. investigated the existence of positive solutions for a boundary value problem of fractional differential equations with $p$-Laplacian operator

$$
\left\{\begin{array}{l}
D_{0^{+}}^{\beta}\left(\phi_{p}\left(D_{0^{+}}^{\alpha} y(x)\right)\right)=f(x, y(x)), \quad 0<x<1 \\
y(0)=y^{\prime}(0)=y(1)=D_{0^{+}}^{\alpha} y(0)=0, \quad D_{0^{+}}^{\alpha} y(1)=\lambda D_{0^{+}}^{\alpha} y(\xi),
\end{array}\right.
$$

where $\alpha, \beta \in \mathbb{R}, 2<\alpha \leq 3,1<\beta \leq 2$, and $\xi \in(0,1), \lambda \in[0,+\infty), \phi_{p}(z)=|z|^{p-2} z, p>1, D_{0^{+}}^{\alpha}$ is the Riemann-Liouville fractional derivative, and $f \in([e, 1] \times[0,+\infty),[0,+\infty))$. By using Krasnosel'skii's fixed point theorem, we give some multiplicity results.
In [26] Tian et al. considered the boundary value problem of fractional differential equations with $p$-Laplacian operator

$$
\left\{\begin{array}{l}
D^{\gamma}\left(\phi_{p}\left(D^{\alpha} u(t)\right)\right)=f(t, u(t)), \quad 0<t<1 \\
u(0)=D^{\alpha} u(0)=0, \quad D^{\beta} u(1)=a D^{\beta} u(\xi), \quad D^{\alpha} u(1)=b D^{\alpha} u(\eta)
\end{array}\right.
$$

where $\alpha, \beta, \gamma \in \mathbb{R}, 1<\alpha, \gamma \leq 2, \beta>0$ and $1+\beta \leq \alpha \xi, \eta \in(0,1) a, b \in[0, \infty), 1-a \xi^{\alpha-\beta-1}>$ $0,1-b^{p-1} \eta^{\gamma-1}>0$. $D^{\alpha}$ is the Riemann-Liouville fractional derivative and $f \in([0,1] \times$ $[0,+\infty),[0,+\infty)$. Some existence results of positive solutions were obtained by using the monotone iterative method.
The system of fractional differential equations boundary value problems with $p$ Laplacian operator has also received much attention and has developed very rapidly, see [28-36].

In [32] He and Song discussed the following fractional order differential system with $p$-Laplacian operator:
where $\alpha_{i}, \beta_{i} \in(1,2], D_{0^{+}}^{\alpha_{i}}$ and $D_{0^{+}}^{\beta_{i}}$ are the standard Riemann-Liouville derivatives, $\xi_{i}, \eta_{i} \in$ $(0,1), a_{i}, b_{i} \in[0,1], i=1,2, \lambda$ and $\mu$ are positive parameters. The uniqueness of solution was established by using the Banach contraction mapping principle.
In [36] Luca established the existence and nonexistence of positive solutions for a system of nonlinear Riemann-Liouville fractional differential equations with parameters and $p$ Laplacian operator subject to multi-point boundary conditions

$$
\begin{cases}D_{0^{+}}^{\alpha_{1}}\left(\varphi_{r_{1}}\left(D_{0^{+}}^{\beta_{1}} u(t)\right)\right)+\lambda f(t, u(t), v(t), z(t))=0, & t \in(0,1), \\ D_{0^{+}}^{\alpha_{2}}\left(\varphi_{r_{2}}\left(D_{0^{+}}^{\beta_{2}} v(t)\right)\right)+\mu g(t, u(t), v(t), z(t))=0, & t \in(0,1), \\ u^{(j)}(0)=0, \quad j=0, \ldots, n-2, \quad D_{0^{+}}^{\beta_{1}} u(0)=0, & D_{0^{+}}^{p_{1}} u(1)=\sum_{i=1}^{N} a_{i} D_{0^{+}}^{q_{1}} u\left(\xi_{i}\right), \\ v^{(j)}(0)=0, \quad j=0, \ldots, m-2, \quad D_{0^{+}}^{\beta_{2}} v(0)=0, \quad D_{0^{+}}^{p_{2}} v(1)=\sum_{i=1}^{M} a_{i} D_{0^{+}}^{q_{2}} u\left(\eta_{i}\right),\end{cases}
$$

where $\alpha_{1}, \alpha_{2} \in(0,1], \beta_{1} \in(n-1, n], \beta_{2} \in(m-1, m], n, m \in \mathbb{N}, n, m \geq 3, p_{1}, p_{2}, q_{1}, q_{2} \in$ $\mathbb{R}, p_{1} \in[1, n-2], p_{2} \in[1, m-2], q_{1} \in\left[0, q_{1}\right], q_{2} \in\left[0, p_{2}\right], \xi_{i}, a_{i} \in \mathbb{R}$ for all $i=1, \ldots, N(N \in$ $\mathbb{N}) 0<\xi_{1}<\cdots<\xi_{N}<1, \eta_{i}, b_{i} \in \mathbb{R}$ for all $i=1, \ldots, M(M \in \mathbb{N}), 0<\eta_{1}<\cdots<\eta_{M} \leq 1, r_{1}, r_{2}>$ $1, \lambda, \mu>0, f, g \in C([0,1] \times[0, \infty) \times[0, \infty),[0, \infty))$.
It has been noticed that most of the above-mentioned work on the topic is based on Riemann-Liouville or Caputo fractional derivatives. As we know, Hadamard fractional derivative is also a famous fractional derivative given by Hadamard [37] in 1892, and we can find this kind of derivative in the literature. The key of this definition involves a logarithmic function of arbitrary exponent. In the past decades, there were more studies on Hadamard fractional differential equations under different boundary conditions, see [3854].
Huang and Liu [39] established the existence and nonexistence of positive solutions for a class of boundary value problems of nonlinear Hadamard fractional differential equation with a parameter

$$
\left\{\begin{array}{l}
\left({ }^{H} D^{\alpha} x\right)(t)+\lambda a(t) f(x(t))=0, \quad t \in[1, e], \\
x(1)=(\delta x)(1)=(\delta x)(e)=0, \quad \alpha \in(2,3],
\end{array}\right.
$$

where $\lambda$ is a positive parameter, ${ }^{H} D^{\alpha}$ is the left-sided Hadamard fractional derivative of order $\alpha,(\delta x)(t)=t d x(t) / d t, a:(1, e) \rightarrow[0, \infty)$ and $f:[0, \infty) \rightarrow[0, \infty)$ are two continuous functions.

Yang [41] established positive solutions for the coupled Hadamard fractional integral boundary value problems

$$
\left\{\begin{array}{l}
{ }^{H} D^{\alpha} u(t)+\lambda f(t, u(t), v(t))=0, \quad t \in(1, e), \lambda>0, \\
{ }^{H} D^{\beta} v(t)+\lambda g(t, u(t), v(t))=0, \quad t \in(1, e), \lambda>0, \\
u^{(j)}(1)=v^{(j)}(1)=0, \quad 0 \leq j \leq n-2, \\
u(e)=\mu \int_{1}^{e} v(s) \frac{d s}{s}, \quad v(e)=v \int_{1}^{e} u(s) \frac{d s}{s},
\end{array}\right.
$$

where $\alpha, \beta \in(n-1, n]$ and $n \geq 3,{ }^{H} D^{\alpha},{ }^{H} D^{\beta}$ are the Hadamard fractional derivatives of fractional order $\alpha$ and $\beta$ respectively.

Yang [42] investigated the existence of at least one positive solution for Hadamard fractional differential equations system

$$
\left\{\begin{array}{l}
{ }^{H} D^{\alpha} u(t)+\lambda f(t, u(t), v(t))=0, \quad t \in(1, e), \\
{ }^{H} D^{\beta} v(t)+\lambda g(t, u(t), v(t))=0, \quad t \in(1, e), \\
u^{(j)}(1)=v^{(j)}(1)=0, \quad 0 \leq j \leq n-2, \\
u(e)=a v(\xi), \quad v(e)=b u(\eta), \quad \xi, \eta \in(1, e),
\end{array}\right.
$$

where $\lambda, a, b$ are three parameters, $\alpha, \beta \in(n-1, n]$ are two real numbers, and $n \geq 3$, by applying Guo-Krasnoselskii's fixed point theorem. Zhang and Liu [47] investigated the existence of solutions for several higher order integral boundary value problems of Hadamardtype fractional differential equations on an infinite interval by using the monotone iterative technique and Mawhin's continuation theorem. In [48], Ahmad and Ntouyas discussed the following coupled Hadamard-type FDEs with Hadamard-type integral boundary conditions:

$$
\left\{\begin{array}{l}
{ }^{H} D^{\alpha} u(t)=f(t, u(t), v(t)), \quad 1<\alpha \leq 2,1<t<e, \\
{ }^{H} D^{\beta} v(t)=g(t, u(t), v(t)), \quad 1<\beta \leq 2,1<t<e, \\
u(1)=0, \quad u(e)=\frac{1}{\Gamma(\gamma)} \int_{1}^{\sigma_{1}}\left(\ln \frac{\sigma_{1}}{s}\right)^{\gamma-1} \frac{u(s)}{s} d s, \\
v(1)=0, \quad v(e)=\frac{1}{\Gamma(\gamma)} \int_{1}^{\sigma_{2}}\left(\ln \frac{\sigma_{2}}{s}\right)^{\gamma-1} \frac{v(s)}{s} d s,
\end{array}\right.
$$

where $\gamma>0,1<\sigma_{1}<e, 1<\sigma_{2}<e,{ }^{H} D^{(\cdot)}$ is the Hadamard-type fractional derivative of fractional order. By using Leray-Schauder's alternative and Banach's contraction principle, the authors obtained the existence and uniqueness of solutions, respectively.
Recentely, Rodica Luca [22] studied the existence and nonexistence of positive solutions for a system with three nonlinear Riemann-Liouville fractional differential equations with multi-point boundary conditions which contain fractional derivatives by using Guo-Krasnosel'skii's fixed point theorem, and Alesemi [54] investigated eigenvalue intervals for a system with three nonlinear Hadamard fractional differential equations with $p$-Laplacian operator by using Guo-Krasnosel'skii's fixed point theorem on cones. Various existence results for positive solutions have been derived in terms of different values of parameters.
Motivated by the aforementioned work, we investigate in this paper the existence of multiple positive solutions for the following Hadamard fractional differential equations
with $p_{1}$-Laplacian, $p_{2}$-Laplacian, and $p_{3}$-Laplacian operators:

$$
\begin{cases}{ }^{H} D_{1^{+}}^{\beta_{1}}\left(\phi_{p_{1}}\left({ }^{H} D_{1^{+}}^{\alpha_{1}} x(t)\right)\right)=\lambda f(t, x(t), y(t), z(t)), & t \in(1, e),  \tag{1}\\ { }^{H} D_{1^{+}}^{\beta_{2}}\left(\phi_{p_{2}}\left({ }^{H} D_{1^{+}}^{\alpha_{2}} y(t)\right)\right)=\mu g(t, x(t), y(t), z(t)), & t \in(1, e), \\ { }^{H} D_{1^{+}}^{\beta_{3}}\left(\phi_{p_{3}}\left({ }^{H} D_{1^{+}}^{\alpha_{3}} z(t)\right)\right)=v h(t, x(t), y(t), z(t)), & t \in(1, e),\end{cases}
$$

subject to the boundary conditions

$$
\left\{\begin{array}{l}
x(1)=x^{\prime}(1)=0, \quad \xi_{1} x(e)+\eta_{1}^{H} D_{1^{+}}^{\gamma_{1}} x(e)=0,  \tag{2}\\
\phi_{p_{1}}\left({ }^{H} D_{1^{+}}^{\alpha_{1}} x(1)\right)=0, \quad \phi_{p_{1}}\left({ }^{H} D_{1^{+}}^{\alpha_{1}} x(e)\right)=\vartheta_{1} \phi_{p_{1}}\left({ }^{H} D_{1^{+}}^{\alpha_{1}} x(\delta)\right), \\
y(1)=y^{\prime}(1)=0, \quad \xi_{2} y(e)+\eta_{2}^{H} D_{1^{+}}^{\gamma_{2}} y(e)=0, \\
\phi_{p_{2}}\left({ }^{H} D_{1^{+}}^{\alpha_{2}} y(1)\right)=0, \quad \phi_{p_{2}}\left({ }^{H} D_{1^{+}}^{\alpha_{2}} y(e)\right)=\vartheta_{2} \phi_{p_{2}}\left({ }^{H} D_{1^{+}}^{\alpha_{2}} y(\delta)\right), \\
z(1)=z^{\prime}(1)=0, \quad \xi_{3} z(e)+\eta_{3}^{H} D_{1^{+}}^{\gamma_{3}} z(e)=0, \\
\phi_{p_{3}}\left({ }^{H} D_{1^{+}}^{\alpha_{3}} z(1)\right)=0, \quad \phi_{p_{3}}\left({ }^{H} D_{1^{+}}^{\alpha_{3}} z(e)\right)=\vartheta_{3} \phi_{p_{3}}\left({ }^{H} D_{1^{+}}^{\alpha_{3}} z(\delta)\right),
\end{array}\right.
$$

where $\phi_{p_{i}}(s)=|s|^{p_{i}-2} s, p_{i}>1, \phi_{p_{i}}^{-1}=\phi_{q_{i}}, \frac{1}{p_{i}}+\frac{1}{q_{i}}=1, i=1,2,3, f, g, h \in C\left([1, e] \times[0,+\infty)^{3}\right.$, $[0,+\infty)), \lambda, \mu, v$ are positive parameters, $\xi_{i}, \eta_{i}, \vartheta_{i} \in[0, \infty), \delta \in(1, e), \alpha_{i} \in(2,3], \beta_{i}, \gamma_{i} \in$ $(1,2], i=1,2,3$, and ${ }^{H} D_{1^{+}}^{k}$ denotes the Hadamard fractional order $k$ (for $k=\alpha_{i}, \beta_{i}, \gamma_{i}, i=$ $1,2,3)$.
Under some assumptions on $f, g$, and $h$, we give intervals for the parameters $\lambda, \mu$, and $v$ such that positive solutions of (1)-(2) exist. By a positive solution of problem (1)-(2), we mean a triplet of functions $(x, y, z) \in(C([1, e],[0, \infty)))^{3}$ satisfying (1)-(2) with $x(t)>0$ for all $t \in[1, e]$, or $y(t)>0$ for all $t \in[1, e]$, or $z(t)>0$ for all $t \in[1, e]$ and $(x, y, z) \neq(0,0,0)$.

We use the following notations for our convenience:

$$
\begin{aligned}
\sigma_{i} & =\int_{1}^{e} G_{i}(e, s) \phi_{q_{i}}\left(\int_{1}^{e} l_{i}(\tau) \kappa_{i}(\tau) \frac{d \tau}{\tau}\right) \frac{d s}{s}, \quad i=1,2,3 \\
\rho_{j} & =\int_{s \in I} G_{j}(e, s) \phi_{q_{j}}\left(\int_{s \in I} \zeta(\tau) K_{j 1}(\tau, \tau) \frac{d \tau}{\tau}\right) \frac{d s}{s}, \quad j=1,2,3 .
\end{aligned}
$$

We make the following assumptions throughout:
(A1) The functions $f, g, h:[1, e] \times[0,+\infty)^{3} \rightarrow[0,+\infty)$ are continuous.
(A2) $\xi_{i}, \eta_{i}, \vartheta_{i}>0,2<\alpha_{i} \leq 3,1<\beta_{i}, \gamma_{i} \leq 2, \eta_{i}\left(\gamma_{i}-1\right)>\frac{\xi_{i} \Gamma\left(\alpha_{i}-\gamma_{i}\right)}{\Gamma\left(\alpha_{i}\right)}, 1-\vartheta_{i}(\ln \delta)^{\beta_{i}-1}>0$, and $\Delta_{i}=\eta_{i} \Gamma\left(\alpha_{i}\right)+\xi_{i} \Gamma\left(\alpha_{i}-\gamma_{i}\right)>0, i=1,2,3$.
(A3) The functions $f(t, x, y, z) \leq \kappa_{1}(t) u_{1}(t, x, y, z), g(t, x, y, z) \leq \kappa_{2}(t) u_{2}(t, x, y, z)$, $h(t, x, y, z) \leq \kappa_{3}(t) u_{3}(t, x, y, z),(t, x, y, z) \in[1, e] \times[0, \infty) \times[0, \infty), \times[0, \infty)$, where $u_{i} \in C[[1, e] \times[0, \infty) \times[0, \infty) \times[0, \infty),[0, \infty)]$, and $\kappa_{i} \in C[[1, e],[0, \infty)]$ satisfy $\int_{1}^{e} \kappa_{i}(s) \frac{d s}{s}<\infty, i=1,2,3$.
(A4) For $I=\left[e^{1 / 4}, e^{3 / 4}\right] \subset[1, e]$, we introduce the following extreme limits:

$$
\begin{array}{ll}
f_{0}=\frac{\lim }{x+y+z \rightarrow 0} \min _{t \in I} \frac{f(t, x, y, z)}{(x+y+z)^{p_{1}-1}}, & f_{\infty}=\lim _{\frac{1}{x+y+z \rightarrow \infty}} \min _{t \in I} \frac{f(t, x, y, z)}{(x+y+z)^{p_{1}-1}}, \\
g_{0}=\frac{\lim }{x+y+z \rightarrow 0} \min _{t \in I} \frac{g(t, x, y, z)}{(x+y+z)^{p_{2}-1}}, & g_{\infty}=\frac{\lim _{x+y+z \rightarrow \infty} \min _{t \in I} \frac{g(t, x, y, z)}{(x+y+z)^{p_{2}-1}},}{(x+y+z \rightarrow 0} \\
h_{0}=\frac{\lim }{x+y \min _{t \in I} \frac{h(t, x, y, z)}{(x+y+z)^{p_{3}-1}},} & h_{\infty}=\frac{\lim _{x+y \rightarrow \infty} \min _{t \in I} \frac{h(t, x, y, z)}{(x+y+z)^{p_{3}-1}},}{},
\end{array}
$$

$$
u_{i 0}=\lim _{x+y+z \rightarrow 0} \max _{t \in[1, e]} \frac{u_{i}(t, x, y, z)}{(x+y+z)^{p_{i}-1}}, \quad u_{i \infty}=\lim _{x+y+z \rightarrow \infty} \max _{t \in[1, e]} \frac{u_{i}(t, x, y, z)}{(x+y+z)^{p_{i}-1}} .
$$

In the definition of the extreme limits above, the variables $x, y$, and $z$ are nonnegative with $f_{0}, f_{\infty}, g_{0}, g_{\infty}, h_{0}, h_{\infty}, u_{i 0}, u_{i \infty} \in[0, \infty), i=1,2,3$.
The aim of this paper is to establish some existence and multiplicity results of positive solutions for system (1)-(2) in explicit intervals for $\lambda, \mu$, and $\nu$. The rest of the paper is organized as follows: In Sect. 2, we give some properties of the Green's function which are needed later. Also, we state Guo-Krasnosel'skii's fixed point theorem on cones, and we prove a key lemma used in the proofs of our main results. In Sect. 3, we discuss the existence of multiplicity results of positive solutions of system (1)-(2). The intervals in which the parameters $\lambda, \mu$, and $\nu$ can guarantee the existence of a solution are obtained. At the end, we give an example to illustrate our main results.

## 2 Preliminaries and Iemmas

We present here the definitions, some lemmas from the theory of Hadamard fractional calculus, and some auxiliary results that will be used to prove our main theorems.

Definition 2.1 ([9]) The left-sided Hadamard fractional integrals of order $\alpha \in \mathbb{R}^{+}$of the function $h(t)$ are defined by

$$
\left({ }^{H} I^{\alpha} h\right)(t)=\frac{1}{\Gamma(\alpha)} \int_{1}^{t}\left(\ln \frac{t}{s}\right)^{\alpha-1} h(s) \frac{d s}{s} \quad(1 \leq t \leq e)
$$

where $\Gamma(\cdot)$ is the gamma function.

Definition 2.2 ([9]) The left-sided Hadamard fractional derivatives of order $\alpha \in(n-$ $1, n], n \in Z^{+}$of the function $h(t)$ are defined by

$$
\left({ }^{H} D^{\alpha} h\right)(t)=\frac{1}{\Gamma(n-\alpha)}\left(t \frac{d}{d t}\right)^{n} \int_{1}^{t}\left(\ln \frac{t}{s}\right)^{n-\alpha+1} h(s) \frac{d s}{s} \quad(1 \leq t \leq e),
$$

where $\Gamma(\cdot)$ is the gamma function.
Lemma 2.1 ([9]) If $a, \alpha, \beta>0$, then

$$
\left.{ }^{H} D_{a}^{\alpha}\left(\ln \frac{t}{a}\right)^{\beta-1}\right)(x)=\frac{\Gamma(\beta)}{\Gamma(\beta-\alpha)}\left(\ln \frac{x}{a}\right)^{\beta-\alpha-1} .
$$

Lemma 2.2 ([9]) Let $q>0$ and $u \in C[1, \infty) \cap L^{1}[1, \infty)$. Then the Hadamard fractional differential equation ${ }^{H} D^{q} u(t)=0$ has the solution

$$
u(t)=\sum_{i=1}^{n} c_{i}(\ln t)^{q-1}
$$

and the following formula holds:

$$
{ }^{H} I^{q H} D^{q} u(t)=u(t)+\sum_{i=1}^{n} c_{i}(\ln t)^{q-i}
$$

where $c_{i} \in R, i=1,2, \ldots, n$, and $n-1<q<n$.

Lemma 2.3 Let $\Delta_{1}=\eta_{1} \Gamma\left(\alpha_{1}\right)+\xi_{1} \Gamma\left(\alpha_{1}-\gamma_{1}\right)>0, \omega \in C[1, e]$, and $2<\alpha_{1} \leq 3$. Then the unique solution of

$$
\left\{\begin{array}{l}
{ }^{H} D_{1^{+}}^{\alpha_{1}} x(t)+\omega(t)=0, \quad 1<t<e,  \tag{3}\\
x(1)=x^{\prime}(1)=0, \quad \xi_{1} x(e)+\eta_{1}^{H} D_{1^{+}}^{\gamma_{1}} x(e)=0
\end{array}\right.
$$

is $x(t)=\int_{1}^{e} G_{1}(t, s) \omega(s) \frac{d s}{s}$, where

$$
\begin{align*}
G_{1}(t, s)= & \begin{cases}G_{11}(t, s), & 1 \leq t \leq s \leq e \\
G_{12}(t, s), & 1 \leq s \leq t \leq e\end{cases}  \tag{4}\\
G_{11}(t, s)= & \frac{1}{\Delta_{1}}\left[\eta_{1}(1-\ln s)^{-\gamma_{1}}+\frac{\xi_{1} \Gamma\left(\alpha_{1}-\gamma_{1}\right)}{\Gamma\left(\alpha_{1}\right)}\right](\ln t)^{\alpha_{1}-1}(1-\ln s)^{\alpha_{1}-1}, \\
G_{12}(t, s)= & \frac{1}{\Delta_{1}}\left[\eta_{1}(1-\ln s)^{-\gamma_{1}}+\frac{\xi_{1} \Gamma\left(\alpha_{1}-\gamma_{1}\right)}{\Gamma\left(\alpha_{1}\right)}\right](\ln t)^{\alpha_{1}-1}(1-\ln s)^{\alpha_{1}-1} \\
& -\frac{1}{\Gamma\left(\alpha_{1}\right)}\left(\ln \frac{t}{s}\right)^{\alpha_{1}-1} .
\end{align*}
$$

Proof Assume that $x \in C^{\left[\alpha_{1}\right]+1}[1, e]$ is a solution of Hadamard fractional order BVPs (3) and is uniquely expressed as

$$
{ }^{H} I_{1^{+}}^{\alpha_{1} H} D_{1^{+}}^{\alpha_{1}} x(t)=-{ }^{H} I_{1^{+}}^{\alpha_{1}} \omega(t)
$$

such that

$$
x(t)=c_{1}(\ln t)^{\alpha_{1}-1}+c_{2}(\ln t)^{\alpha_{1}-2}+c_{3}(\ln t)^{\alpha_{1}-3}-\frac{1}{\Gamma\left(\alpha_{1}\right)} \int_{1}^{t}\left(\ln \frac{t}{s}\right)^{\alpha_{1}-1} \omega(s) \frac{d s}{s}
$$

for some $c_{i} \in \mathbb{R}, i=1,2,3$. From the boundary condition $x(1)=x^{\prime}(1)=0$, we have $c_{2}=c_{3}=$ 0 . Hence $x(t)=c_{1}(\ln t)^{\alpha_{1}-1}-\frac{1}{\Gamma\left(\alpha_{1}\right)} \int_{1}^{t}\left(\ln \frac{t}{s}\right)^{\alpha_{1}-1} \omega(s) \frac{d s}{s}$ and

$$
{ }^{H} D_{1^{+}}^{\gamma_{1}}(x(t))=c_{1} \frac{\Gamma\left(\alpha_{1}\right)}{\Gamma\left(\alpha_{1}-\gamma_{1}\right)}(\ln t)^{\alpha_{1}-1}-\frac{1}{\Gamma\left(\alpha_{1}-\gamma_{1}\right)} \int_{1}^{t}\left(\ln \frac{t}{s}\right)^{\alpha_{1}-\gamma_{1}-1} \omega(s) \frac{d s}{s} .
$$

Consequently, we obtain from the boundary condition $\xi_{1} x(e)+\eta_{1}^{H} D_{1^{+}}^{\gamma_{1}} x(e)=0$, we have

$$
c_{1}=\frac{1}{\Delta_{1}} \int_{1}^{e}\left[\eta_{1}(1-\ln s)^{-\gamma_{1}}+\frac{\xi_{1} \Gamma\left(\alpha_{1}-\gamma_{1}\right)}{\Gamma\left(\alpha_{1}\right)}\right](1-\ln s)^{\alpha_{1}-1} \omega(s) \frac{d s}{s} .
$$

As a result,

$$
\begin{aligned}
u(t)= & \frac{1}{\Delta_{1}} \int_{1}^{e}\left[\eta_{1}(1-\ln s)^{-\gamma_{1}}+\frac{\xi_{1} \Gamma\left(\alpha_{1}-\gamma_{1}\right)}{\Gamma\left(\alpha_{1}\right)}\right](1-\ln s)^{\alpha_{1}-1}(\ln t)^{\alpha_{1}-1} \omega(s) \frac{d s}{s} \\
& -\frac{1}{\Gamma\left(\alpha_{1}\right)} \int_{1}^{t}\left(\ln \frac{t}{s}\right)^{\alpha_{1}-1} \omega(s) \frac{d s}{s} \\
= & \int_{1}^{t}\left[\frac{1}{\Delta_{1}}\left[\eta_{1}(1-\ln s)^{-\gamma_{1}}+\frac{\xi_{1} \Gamma\left(\alpha_{1}-\gamma_{1}\right)}{\Gamma\left(\alpha_{1}\right)}\right](\ln t)^{\alpha_{1}-1}(1-\ln s)^{\alpha_{1}-1}\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.-\frac{1}{\Gamma\left(\alpha_{1}\right)}\left(\ln \frac{t}{s}\right)^{\alpha_{1}-1}\right] \omega(s) \frac{d s}{s} \\
& +\int_{t}^{e} \frac{1}{\Delta_{1}}\left[\eta_{1}(1-\ln s)^{-\gamma_{1}}+\frac{\xi_{1} \Gamma\left(\alpha_{1}-\gamma_{1}\right)}{\Gamma\left(\alpha_{1}\right)}\right](\ln t)^{\alpha_{1}-1}(1-\ln s)^{\alpha_{1}-1} \omega(s) \frac{d s}{s} \\
= & \int_{1}^{e} G_{1}(t, s) \omega(s) \frac{d s}{s} .
\end{aligned}
$$

Lemma 2.4 Let $2<\alpha_{1} \leq 3,1<\beta_{1} \leq 2$, and $\varphi \in C[1, e]$. Then the unique solution of

$$
\left\{\begin{array}{l}
{ }^{H} D_{1^{+}}^{\beta_{1}}\left(\phi_{p_{1}}\left({ }^{H} D_{1^{+}}^{\alpha_{1}} x(t)\right)\right)=\varphi(t), \quad 1<t<e,  \tag{5}\\
x(1)=x^{\prime}(1)=0 ; \quad \xi_{1} x(e)+\eta_{1}^{H} D_{1^{+}}^{\gamma_{1}} x(e)=0, \\
\phi_{p_{1}}\left({ }^{H} D_{1^{+}}^{\alpha_{1}} x(1)\right)=0, \quad \phi_{p_{1}}\left({ }^{H} D_{1^{+}}^{\alpha_{1}} x(e)\right)=\vartheta_{1} \phi_{p_{1}}\left({ }^{H} D_{1^{+}}^{\alpha_{1}} x(\delta)\right)
\end{array}\right.
$$

is $x(t)=\int_{1}^{e} G_{1}(t, s) \phi_{q_{1}}\left(\int_{1}^{e} K_{1}(s, \tau) \varphi(\tau) \frac{d \tau}{\tau}\right) \frac{d s}{s}$, where $G_{1}(t, s)$ is defined as (4) and

$$
\begin{align*}
& K_{1}(t, s)=K_{11}(t, s)+\frac{\vartheta_{1}(\ln t)^{\beta_{1}-1}}{1-\vartheta_{1}(\ln \delta)^{\beta_{1}-1}} K_{11}(\delta, s) \\
& K_{11}(t, s)=\frac{1}{\Gamma\left(\beta_{1}\right)} \begin{cases}(\ln t)^{\beta_{1}-1}(1-\ln s)^{\beta_{1}-1}, & 1 \leq t \leq s \leq e \\
(\ln t)^{\beta_{1}-1}(1-\ln s)^{\beta_{1}-1}-\left(\ln \frac{t}{s}\right)^{\beta_{1}-1}, & 1 \leq s \leq t \leq e\end{cases} \tag{6}
\end{align*}
$$

Proof It follows from Lemma 2.2 and $1<\beta_{1} \leq 2$. An equivalent integral equation for (5) is given by

$$
\phi_{p_{1}}\left({ }^{H} D_{1^{+}}^{\alpha_{1}} x(t)\right)=\frac{1}{\Gamma\left(\beta_{1}\right)} \int_{1}^{t}\left(\ln \frac{t}{\tau}\right)^{\beta_{1}-1} \varphi(\tau) \frac{d \tau}{\tau}+c_{1}(\ln t)^{\beta_{1}-1}+c_{2}(\ln t)^{\beta_{1}-2} .
$$

Note that $\phi_{p_{1}}\left({ }^{H} D_{1^{+}}^{\alpha_{1}} x(1)\right)=0$, we have $c_{2}=0$. Hence,

$$
\begin{aligned}
& \left.\phi_{p_{1}}\left({ }^{H} D_{1^{+}}^{\alpha_{1}} x(e)\right)\right)=\frac{1}{\Gamma\left(\beta_{1}\right)} \int_{1}^{e}(1-\ln \tau)^{\beta_{1}-1} \varphi(\tau) \frac{d \tau}{\tau}+c_{1} \quad \text { and } \\
& \left.\phi_{p_{1}}\left({ }^{H} D_{1^{+}}^{\alpha_{1}} x(\delta)\right)\right)=\frac{1}{\Gamma\left(\beta_{1}\right)} \int_{1}^{\delta}\left(\ln \frac{\delta}{\tau}\right)^{\beta_{1}-1} \varphi(\tau) \frac{d \tau}{\tau}+c_{1}(\ln \delta)^{\beta_{1}-1} .
\end{aligned}
$$

Consequently, $\phi_{p_{1}}\left({ }^{H} D_{1^{+}}^{\alpha_{1}} x(e)\right)=\vartheta_{1} \phi_{p_{1}}\left({ }^{H} D_{1^{+}}^{\alpha_{1}} x(\delta)\right)$ implies that

$$
c_{1}=\frac{1}{1-\vartheta_{1}(\ln \delta)^{\beta_{1}-1}}\left[\int_{1}^{\delta} \frac{\vartheta_{1}\left(\ln \frac{\delta}{\tau}\right)^{\beta_{1}-1}}{\Gamma\left(\beta_{1}\right)} \varphi(\tau) \frac{d \tau}{\tau}-\int_{1}^{e} \frac{(1-\ln \tau)^{\beta_{1}-1}}{\Gamma\left(\beta_{1}\right)} \varphi(\tau) \frac{d \tau}{\tau}\right]
$$

Therefore,

$$
\begin{aligned}
\phi_{p_{1}}\left({ }^{H} D_{1^{+}}^{\alpha_{1}} x(t)\right)= & \frac{1}{\Gamma\left(\beta_{1}\right)} \int_{1}^{t}\left(\ln \frac{t}{\tau}\right)^{\beta_{1}-1} \varphi(\tau) \frac{d \tau}{\tau} \\
& +\frac{\vartheta_{1}(\ln t)^{\beta_{1}-1}}{1-\vartheta_{1}(\ln \delta)^{\beta_{1}-1}} \int_{1}^{\delta} \frac{\left(\ln \frac{\delta}{\tau}\right)^{\beta_{1}-1}}{\Gamma\left(\beta_{1}\right)} \varphi(\tau) \frac{d \tau}{\tau} \\
& -\frac{(\ln t)^{\beta_{1}-1}}{1-\vartheta_{1}(\ln \delta)^{\beta_{1}-1}} \int_{1}^{e} \frac{(1-\ln \tau)^{\beta_{1}-1}}{\Gamma\left(\beta_{1}\right)} \varphi(\tau) \frac{d \tau}{\tau}
\end{aligned}
$$

$$
\begin{aligned}
= & \frac{1}{\Gamma\left(\beta_{1}\right)} \int_{1}^{t}\left(\ln \frac{t}{\tau}\right)^{\beta_{1}-1} \varphi(\tau) \frac{d \tau}{\tau} \\
& -\frac{(\ln t)^{\beta_{1}-1}}{\Gamma\left(\beta_{1}\right)} \int_{1}^{e}(1-\ln \tau)^{\beta_{1}-1} \varphi(\tau) \frac{d \tau}{\tau} \\
& +\frac{\vartheta_{1}(\ln t)^{\beta_{1}-1}}{1-\vartheta_{1}(\ln \delta)^{\beta_{1}-1}} \int_{1}^{\delta} \frac{\left(\ln \frac{\delta}{\tau}\right)^{\beta_{1}-1}}{\Gamma\left(\beta_{1}\right)} \varphi(\tau) \frac{d \tau}{\tau} \\
& -\frac{\vartheta_{1}(\ln t)^{\beta_{1}-1}}{1-\vartheta_{1}(\ln \delta)^{\beta_{1}-1}} \int_{1}^{e} \frac{(\ln \delta)^{\beta_{1}-1}(1-\ln \tau)^{\beta_{1}-1}}{\Gamma\left(\beta_{1}\right)} \varphi(\tau) \frac{d \tau}{\tau} \\
= & -\int_{1}^{e} K_{1}(t, \tau) \varphi(\tau) \frac{d \tau}{\tau} .
\end{aligned}
$$

Then the Hadamard fractional order BVP (5) is equivalent to the following problem:

$$
\begin{aligned}
& { }^{H} D_{1^{+}}^{\alpha_{1}} x(t)+\phi_{q_{1}}\left(\int_{1}^{e} K_{1}(t, \tau) \varphi(\tau) \frac{d \tau}{\tau}\right)=0 \quad \text { for } t \in(1, e), \\
& x(1)=x^{\prime}(1)=0 ; \quad \xi_{1} x(e)+\eta_{1}^{H} D_{1^{+}}^{\gamma_{1}} x(e)=0 .
\end{aligned}
$$

In view of Lemma 2.3, we get

$$
x(t)=\int_{1}^{e} G_{1}(t, s) \phi_{q_{1}}\left(\int_{1}^{e} K_{1}(s, \tau) \varphi(\tau) \frac{d \tau}{\tau}\right) \frac{d s}{s} .
$$

Lemma 2.5 Assume that (A2) is satisfied. Then the Green's function $G_{1}(t, s)$ given by (4) satisfies the following inequalities:
(i) $G_{1}(t, s) \geq 0$ for all $(t, s) \in[1, e] \times[1, e]$;
(ii) $G_{1}(t, s) \leq G_{1}(e, s)$ for all $(t, s) \in[1, e] \times[1, e]$;
(iii) $G_{1}(t, s) \geq\left(\frac{1}{4}\right)^{\alpha_{1}-1} G_{1}(e, s)$ for all $(t, s) \in I \times(1, e)$, where $I=\left[e^{1 / 4}, e^{3 / 4}\right]$.

Proof Consider the Green's function $G_{11}(t, s)$ given by (4).
(i) For $1 \leq t \leq s \leq e$.

$$
G_{11}(t, s)=\frac{1}{\Delta_{1}}\left[\eta_{1}(1-\ln s)^{-\gamma_{1}}+\frac{\xi_{1} \Gamma\left(\alpha_{1}-\gamma_{1}\right)}{\Gamma\left(\alpha_{1}\right)}\right](\ln t)^{\alpha_{1}-1}(1-\ln s)^{\alpha_{1}-1} \geq 0
$$

Let $1 \leq s \leq t \leq e$. Then

$$
\begin{aligned}
G_{12}(t, s)= & \frac{1}{\Delta_{1}}\left[\eta_{1}(1-\ln s)^{-\gamma_{1}}+\frac{\xi_{1} \Gamma\left(\alpha_{1}-\gamma_{1}\right)}{\Gamma\left(\alpha_{1}\right)}\right](\ln t)^{\alpha_{1}-1}(1-\ln s)^{\alpha_{1}-1} \\
& -\frac{1}{\Gamma\left(\alpha_{1}\right)}\left(\ln \frac{t}{s}\right)^{\alpha_{1}-1} \\
= & \frac{1}{\Delta_{1}}\left[\eta_{1}(1-\ln s)^{-\gamma_{1}}+\frac{\xi_{1} \Gamma\left(\alpha_{1}-\gamma_{1}\right)}{\Gamma\left(\alpha_{1}\right)}\right](\ln t)^{\alpha_{1}-1}(1-\ln s)^{\alpha_{1}-1} \\
& -\frac{1}{\Delta_{1}}\left[\eta_{1}+\frac{\xi_{1} \Gamma\left(\alpha_{1}-\gamma_{1}\right)}{\Gamma\left(\alpha_{1}\right)}\right]\left(1-\frac{\ln s}{\ln t}\right)^{\alpha_{1}-1}(\ln t)^{\alpha_{1}-1} \\
\geq & \frac{1}{\Delta_{1}}\left[\eta_{1}(1-\ln s)^{-\gamma_{1}}+\frac{\xi_{1} \Gamma\left(\alpha_{1}-\gamma_{1}\right)}{\Gamma\left(\alpha_{1}\right)}\right](\ln t)^{\alpha_{1}-1}(1-\ln s)^{\alpha_{1}-1} \\
& -\frac{1}{\Delta_{1}}\left[\eta_{1}+\frac{\xi_{1} \Gamma\left(\alpha_{1}-\gamma_{1}\right)}{\Gamma\left(\alpha_{1}\right)}\right](\ln t)^{\alpha_{1}-1}(1-\ln s)^{\alpha_{1}-1}
\end{aligned}
$$

$$
\geq \frac{\eta_{1}}{\Delta_{1}}\left[(1-\ln s)^{-\gamma_{1}}-1\right](\ln t)^{\alpha_{1}-1}(1-\ln s)^{\alpha_{1}-1} \geq 0
$$

which implies $G_{1}(t, s) \geq 0$. Hence inequality (i) is proved.
(ii) For $1 \leq t \leq s \leq e$.

$$
\begin{aligned}
\frac{d G_{11}(t, s)}{d t} & =\frac{1}{\Delta_{1}}\left[\eta_{1}(1-\ln s)^{-\gamma_{1}}+\frac{\xi_{1} \Gamma\left(\alpha_{1}-\gamma_{1}\right)}{\Gamma\left(\alpha_{1}\right)}\right]\left(\alpha_{1}-1\right)(\ln t)^{\alpha_{1}-2}(1-\ln s)^{\alpha_{1}-1} \\
& \geq 0
\end{aligned}
$$

Therefore, $G_{1}(t, s)$ is increasing with respect to $t$, which implies that $G_{11}(t, s) \leq G_{11}(e, s)$.
Now for $1 \leq s \leq t \leq e$. Then

$$
\begin{aligned}
& \frac{d G_{12}(t, s)}{d t} \\
&= \frac{1}{\Delta_{1}}\left[\eta_{1}(1-\ln s)^{-\gamma_{1}}+\frac{\xi_{1} \Gamma\left(\alpha_{1}-\gamma_{1}\right)}{\Gamma\left(\alpha_{1}\right)}\right]\left(\alpha_{1}-1\right)(\ln t)^{\alpha_{1}-2}(1-\ln s)^{\alpha_{1}-1} \\
&-\frac{1}{\Gamma\left(\alpha_{1}\right)}\left(\alpha_{1}-1\right)\left(\ln \frac{t}{s}\right)^{\alpha_{1}-2} \\
&= \frac{1}{\Delta_{1}}\left[\eta_{1}(1-\ln s)^{-\gamma_{1}}+\frac{\xi_{1} \Gamma\left(\alpha_{1}-\gamma_{1}\right)}{\Gamma\left(\alpha_{1}\right)}\right]\left(\alpha_{1}-1\right)(\ln t)^{\alpha_{1}-2}(1-\ln s)^{\alpha_{1}-1} \\
&-\frac{1}{\Delta_{1}}\left[\eta_{1}+\frac{\xi_{1} \Gamma\left(\alpha_{1}-\gamma_{1}\right)}{\Gamma(\alpha)}\right]\left(\alpha_{1}-1\right)\left(1-\frac{\ln s}{\ln t}\right)^{\alpha_{1}-2}(\ln t)^{\alpha_{1}-2} \\
& \geq \frac{\left(\alpha_{1}-1\right)(\ln t)^{\alpha_{1}-2}}{\Delta_{1}}\left[\eta_{1}(1-\ln s)^{-\gamma_{1}}+\frac{\xi_{1} \Gamma\left(\alpha_{1}-\gamma_{1}\right)}{\Gamma\left(\alpha_{1}\right)}\right](1-\ln s)^{\alpha_{1}-1} \\
&-\frac{1}{\Delta_{1}}\left[\eta_{1}+\frac{\xi_{1} \Gamma\left(\alpha_{1}-\gamma_{1}\right)}{\Gamma\left(\alpha_{1}\right)}\right](1-\ln s)^{\alpha_{1}-2} \\
&= \frac{\left(\alpha_{1}-1\right)(\ln t)^{\alpha_{1}-2}}{\Delta_{1}}\left[\eta_{1}(1-\ln s)^{-\left(\gamma_{1}-1\right)}-\eta_{1}-\frac{\xi_{1} \Gamma\left(\alpha_{1}-\gamma_{1}\right)}{\Gamma\left(\alpha_{1}\right)} \ln s\right](1-\ln s)^{\alpha_{1}-2} \\
&= \frac{\left(\alpha_{1}-1\right)(\ln t)^{\alpha_{1}-2}}{\Delta_{1}}\left[\eta_{1}\left(\left(\gamma_{1}-1\right)(\ln s)+\frac{\left(\gamma_{1}-1\right)\left(\gamma_{2}-1\right)}{2}(\ln s)^{2}+\cdots\right)\right. \\
&\left.-\frac{\xi_{1} \Gamma\left(\alpha_{1}-\gamma_{1}\right)}{\Gamma\left(\alpha_{1}\right)}(\ln s)\right](1-\ln s)^{\alpha_{1}-2} \\
&= \frac{\left(\alpha_{1}-1\right)(\ln t)^{\alpha_{1}-2}}{\Delta_{1}}\left[\left(\eta_{1}\left(\gamma_{1}-1\right)-\frac{\xi_{1} \Gamma\left(\alpha_{1}-\gamma_{1}\right)}{\Gamma\left(\alpha_{1}\right)}\right)(\ln s)+O(\ln s)^{2}\right] \\
& \times(1-\ln s)^{\alpha_{1}-2} \\
& \geq 0 .
\end{aligned}
$$

Therefore, $G_{12}(t, s)$ is increasing with respect to $t$, which implies that $G_{12}(t, s) \leq G_{12}(e, s)$. Hence, inequality (ii) is proved.
(iii) Let $1 \leq t \leq s \leq e$ and $t \in I$. Then

$$
G_{11}(t, s)=\frac{1}{\Delta_{1}}\left[\eta_{1}(1-\ln s)^{-\gamma_{1}}+\frac{\xi_{1} \Gamma\left(\alpha_{1}-\gamma_{1}\right)}{\Gamma\left(\alpha_{1}\right)}\right](\ln t)^{\alpha_{1}-1}(1-\ln s)^{\alpha_{1}-1}
$$

$$
\begin{aligned}
& =\frac{(\ln t)^{\alpha_{1}-1}}{\Delta_{1}}\left[\eta_{1}(1-\ln s)^{-\gamma_{1}}+\frac{\xi_{1} \Gamma\left(\alpha_{1}-\gamma_{1}\right)}{\Gamma\left(\alpha_{1}\right)}\right](1-\ln s)^{\alpha_{1}-1} \\
& \geq\left(\frac{1}{4}\right)^{\alpha_{1}-1} G_{11}(e, s)
\end{aligned}
$$

Let $1 \leq s \leq t \leq e$ and $t \in I$

$$
\begin{aligned}
G_{12}(t, s)= & \frac{1}{\Delta_{1}}\left[\eta_{1}(1-\ln s)^{-\gamma_{1}}+\frac{\xi_{1} \Gamma\left(\alpha_{1}-\gamma_{1}\right)}{\Gamma\left(\alpha_{1}\right)}\right](\ln t)^{\alpha_{1}-1}(1-\ln s)^{\alpha_{1}-1} \\
& -\frac{1}{\Gamma\left(\alpha_{1}\right)}\left(\ln \frac{t}{s}\right)^{\alpha_{1}-1} \\
= & \frac{1}{\Delta_{1}}\left[\eta(1-\ln s)^{-\gamma_{1}}+\frac{\xi_{1} \Gamma\left(\alpha_{1}-\gamma_{1}\right)}{\Gamma\left(\alpha_{1}\right)}\right](\ln t)^{\alpha_{1}-1}(1-\ln s)^{\alpha_{1}-1} \\
& -\frac{1}{\Gamma\left(\alpha_{1}\right)}\left(1-\frac{\ln s}{\ln t}\right)^{\alpha_{1}-1}(\ln t)^{\alpha_{1}-1} \\
\geq & (\ln t)^{\alpha_{1}-1}\left[\frac{1}{\Delta_{1}}\left(\eta_{1}(1-\ln s)^{-\gamma_{1}}+\frac{\xi_{1} \Gamma\left(\alpha_{1}-\gamma_{1}\right)}{\Gamma\left(\alpha_{1}\right)}\right)(1-\ln s)^{\alpha_{1}-1}\right. \\
& \left.-\frac{1}{\Gamma\left(\alpha_{1}\right)}(1-\ln s)^{\alpha_{1}-1}\right] \\
\geq & \left(\frac{1}{4}\right)^{\alpha_{1}-1} G_{12}(e, s) .
\end{aligned}
$$

Lemma 2.6 Assume that (A2) is satisfied. Then the Green's function $K_{1}(t, s)$ given by (6) satisfies the following inequalities:
(i) $0 \leq K_{1}(t, s) \leq l_{1}(s)$ for all $(t, s) \in[1, e] \times[1, e]$, where

$$
l_{1}(s)=K_{11}(s, s)+\frac{\vartheta_{1}}{1-\vartheta_{1}(\ln \delta)^{\beta_{1}-1}} K_{11}(\delta, s) ;
$$

(ii) $K_{1}(t, s) \geq \zeta_{1}(s) K_{11}(s, s)$ for all $(t, s) \in I \times(1, e)$, and $r \in I$,

$$
\zeta_{1}(s)= \begin{cases}\frac{\left(\frac{3}{4}\right)^{\beta_{1}-1}(1-\ln s)^{\beta_{1}-1}-\left(\frac{3}{4}-\ln s\right)^{\beta_{1}-1}}{(1-\ln s)^{\beta_{1}-1}}, & s \in(1, r], \\ \frac{1}{(4 \ln s)^{\beta_{1}-1}}, & s \in[r, e) .\end{cases}
$$

We can also formulate similar results as Lemmas 2.3-2.6 for the Hadamard fractional boundary value problems

$$
\left\{\begin{array}{l}
{ }^{H} D_{1^{+}}^{\beta_{2}}\left(\phi_{p_{2}}\left({ }^{H} D_{1^{+}}^{\alpha_{2}} y(t)\right)\right)=\mu g(t, x(t), y(t), z(t)), \quad t \in(1, e),  \tag{7}\\
y(1)=y^{\prime}(1)=0 ; \quad \xi_{2} y(e)+\eta_{2}^{H} D_{1^{+}}^{\gamma_{2}} y(e)=0, \\
\phi_{p_{2}}\left({ }^{H} D_{1^{+}}^{\alpha_{2}} y(1)\right)=0, \quad \phi_{p_{2}}\left({ }^{H} D_{1^{+}}^{\alpha_{2}} y(e)\right)=\vartheta_{2} \phi_{p_{2}}\left({ }^{H} D_{1^{+}}^{\alpha_{2}} y(\delta)\right)
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\left.{ }^{H} D_{1^{+}}^{\beta_{3}}\left(\phi_{p_{3}}{ }^{H} D_{1^{+}}^{\alpha_{3}} z(t)\right)\right)=v h(t, x(t), y(t), z(t)), \quad t \in(1, e),  \tag{8}\\
z(1)=z^{\prime}(1)=0 ; \quad \xi_{3} z(e)+\eta_{3}^{H} D_{1^{+}}^{\gamma_{3}} z(e)=0, \\
\phi_{p_{3}}\left({ }^{H} D_{1^{+}}^{\alpha_{3}} z(1)\right)=0, \quad \phi_{p_{3}}\left({ }^{H} D_{1^{+}}^{\alpha_{3}} z(e)\right)=\vartheta_{3} \phi_{p_{3}}\left({ }^{H} D_{1^{+}}^{\alpha_{3}} z(\delta)\right) .
\end{array}\right.
$$

We also formulate the results of the Green's function $G_{i}(t, s)$ and $K_{i}(t, s), i=2,3$, for the homogeneous BVPs corresponding to the Hadamard fractional differential equations (7) and (8) and define it in a similar manner as $G_{1}(t, s)$ and $K_{1}(t, s)$.

Remark Consider the following conditions:
(i) $G_{i}(t, s) \geq m G_{i}(e, s)$ for all $(t, s) \in I \times(1, e), i=1,2,3$;
(ii) $K_{i}(t, s) \geq \zeta(s) K_{i 1}(e, s)$ for all $(t, s) \in I \times(1, e), i=1,2,3$,
where $I=\left[e^{1 / 4}, e^{3 / 4}\right], m=\min \left\{\left(\frac{1}{4}\right)^{\alpha_{1}-1},\left(\frac{1}{4}\right)^{\alpha_{2}-1},\left(\frac{1}{4}\right)^{\alpha_{3}-1}\right\}, \zeta(s)=\min \left\{\zeta_{1}(s), \zeta_{2}(s), \zeta_{3}(s)\right\}$.

Our main results are based on the following Guo-Krasnosel'skii fixed-point theorem on cones.

Theorem 2.7 (Krasnosel'skii $[55,56]$ ) Let $X$ be a Banach space, $K \subseteq X$ be a cone, and suppose that $\Omega_{1}, \Omega_{2}$ are open subsets of $X$ with $0 \in \Omega_{1}$ and $\bar{\Omega}_{1} \subset \Omega_{2}$. Suppose further that $T: K \cap\left(\bar{\Omega}_{2} \backslash \Omega_{1}\right) \rightarrow K$ is a completely continuous operator such that either
(i) $\|T u\| \leq\|u\|, u \in K \cap \partial \Omega_{1}$ and $\|T u\| \geq\|u\|, u \in K \cap \partial \Omega_{2}$, or
(ii) $\|T u\| \geq\|u\|, u \in K \cap \partial \Omega_{1}$ and $\|T u\| \leq\|u\|, u \in K \cap \partial \Omega_{2}$
holds. Then $T$ has a fixed point in $K \cap\left(\bar{\Omega}_{2} \backslash \Omega_{1}\right)$.

## 3 Multiplicity results

In this section we investigate the existence of multiple positive solutions of problem (1)(2) under some assumptions on the functions $f, g$, and $h$ by establishing in the same time various intervals for the positive parameters $\lambda, \mu$, and $v$.
Let $X=C[1, e]$, then $X$ is a Banach space with the norm $\|x\|=\max _{t \in[1, e]}|x(t)|$. Let $Y=$ $X \times X \times X$, then $Y$ is a Banach space with the norm $\|(x, y, z)\|_{Y}=\|x\|+\|y\|+\|z\|$.

Define a cone $\mathcal{P} \subset Y$ by

$$
\begin{aligned}
\mathcal{P}=\{ & \{(x, y, z) \in Y: x(t) \geq 0, y(t) \geq 0, z(t) \geq 0, \forall t \in[1, e], \\
& \left.\min _{t \in I}\{x(t)+y(t)+z(t)\} \geq m\|(x, y, z)\|_{Y}\right\},
\end{aligned}
$$

where $I=\left[e^{1 / 4}, e^{3 / 4}\right]$. For $\lambda, \mu, v>0$, we define now the operator $Q: \mathcal{P} \rightarrow Y$ by $Q(x, y, z)=$ $\left(Q_{\lambda}(x, y, z), Q_{\mu}(x, y, z), Q_{\nu}(x, y, z)\right)$ with

$$
\begin{aligned}
& Q_{\lambda}(x, y, z)(t)=\lambda^{q_{1}-1} \int_{1}^{e} G_{1}(t, s) \phi_{q_{1}}\left(\int_{1}^{e} K_{1}(s, \tau) f(\tau, x(\tau), y(\tau), z(\tau)) \frac{d \tau}{\tau}\right) \frac{d s}{s}, \\
& \quad t \in[1, e], \\
& Q_{\mu}(u, v, w)(t)=\mu^{q_{2}-1} \int_{1}^{e} G_{2}(t, s) \phi_{q_{2}}\left(\int_{1}^{e} K_{2}(s, \tau) g(\tau, u(\tau), v(\tau), w(\tau)) \frac{d \tau}{\tau}\right) \frac{d s}{s}, \\
& \quad t \in[1, e], \\
& Q_{v}(u, v, w)(t)=v^{q_{3}-1} \int_{1}^{e} G_{3}(t, s) \phi_{q_{3}}\left(\int_{1}^{e} K_{3}(s, \tau) h(\tau, u(\tau), v(\tau), w(\tau)) \frac{d \tau}{\tau}\right) \frac{d s}{s}, \\
& \quad t \in[1, e] .
\end{aligned}
$$

Lemma 3.1 $Q: \mathcal{P} \rightarrow \mathcal{P}$ is a completely continuous operator.

Proof The continuity of functions $G_{i}(t, s), K_{i}(t, s), i=1,2,3$, and $f, g, h$ implies that $Q: \mathcal{P} \rightarrow$ $\mathcal{P}$ is continuous. For all $(t, s) \in I \times[1, e]$, where $I=\left[e^{1 / 4}, e^{3 / 4}\right]$, we have

$$
\begin{aligned}
\min _{t \in I} & \left\{Q_{\lambda}(x, y, z)(t)+Q_{\mu}(x, y, z)(t)+Q_{v}(x, y, z)(t)\right\} \\
= & \min _{t \in I}\left\{\lambda^{q_{1}-1} \int_{1}^{e} G_{1}(t, s) \phi_{q_{1}}\left(\int_{1}^{e} K_{1}(s, \tau) f(\tau, x(\tau), y(\tau), z(\tau)) \frac{d \tau}{\tau}\right) \frac{d s}{s}\right. \\
& +\mu^{q_{2}-1} \int_{1}^{e} G_{2}(t, s) \phi_{q_{2}}\left(\int_{1}^{e} K_{2}(s, \tau) g(\tau, x(\tau), y(\tau), z(\tau)) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& \left.+v^{q_{3}-1} \int_{1}^{e} G_{3}(t, s) \phi_{q_{3}}\left(\int_{1}^{e} K_{3}(s, \tau) h(\tau, x(\tau), y(\tau), z(\tau)) \frac{d \tau}{\tau}\right) \frac{d s}{s}\right\} \\
\geq & m\left\{\lambda^{q_{1}-1} \int_{1}^{e} G_{1}(e, s) \phi_{q_{1}}\left(\int_{1}^{e} K_{1}(s, \tau) f(\tau, x(\tau), y(\tau), z(\tau)) \frac{d \tau}{\tau}\right) \frac{d s}{s}\right. \\
& +\mu^{q_{2}-1} \int_{1}^{e} G_{2}(e, s) \phi_{q_{2}}\left(\int_{1}^{e} K_{2}(s, \tau) g(\tau, x(\tau), y(\tau), z(\tau)) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& \left.+v^{q_{3}-1} \int_{1}^{e} G_{3}(e, s) \phi_{q_{3}}\left(\int_{1}^{e} K_{3}(s, \tau) h(\tau, x(\tau), y(\tau), z(\tau)) \frac{d \tau}{\tau}\right) \frac{d s}{s}\right\} \\
\geq & m\left(\left\|Q_{\lambda}(x, y, z)\right\|+\left\|Q_{\mu}(x, y, z)\right\|+\left\|Q_{v}(x, y, z)\right\|\right) \\
= & m\left\|\left(Q_{\lambda}(x, y, z), Q_{\mu}(x, y, z), Q_{v}(x, y, z)\right)\right\| \\
= & m\|Q(x, y, z)\| .
\end{aligned}
$$

Thus $Q(\mathcal{P}) \subset \mathcal{P}$. So, we can easily show that $Q: \mathcal{P} \rightarrow \mathcal{P}$ is a completely continuous operator by the Arzela-Ascoli theorem.

If $(x, y, z) \in \mathcal{P}$ is a fixed point of operator $Q$, then $(x, y, z)$ is a solution of problem (1)-(2). So, we will investigate the existence of fixed points of operator $Q$.

Theorem 3.2 Assume that conditions (A1)-(A4) are satisfied. In addition, assume that there exist constants $r_{1}, M, K, \zeta_{1}, \zeta_{2}, \zeta_{3}$, where $K$ is sufficiently small, $\zeta_{1}+\zeta_{2}+\zeta_{3}=1$, with $\left(\zeta_{1} m \rho_{1}\right)^{p_{1}-1} M>\left(\sigma_{1}\right)^{p_{1}-1} K,\left(\zeta_{2} m \rho_{2}\right)^{p_{2}-1} M>\left(\sigma_{2}\right)^{p_{2}-1} K,\left(\zeta_{3} m \rho_{3}\right)^{p_{3}-1} M>\left(\sigma_{3}\right)^{p_{3}-1} K$ such that:
(1) $u_{10}=u_{1 \infty}=0, u_{20}=u_{2 \infty}=0, u_{30}=u_{3 \infty}=0$;
(2) $f(t, x, y, z) \geq M\left(r_{1}\right)^{p_{1}-1}$, or $g(t, x, y, z) \geq M\left(r_{1}\right)^{p_{2}-1}$, or $h(t, x, y, z) \geq M\left(r_{1}\right)^{p_{3}-1}$ for $m r_{1} \leq\|(x, y, z)\|_{Y}<r_{1}$.
Then, for any

$$
\begin{aligned}
& \lambda \in\left[\frac{1}{M}\left(\frac{1}{m \rho_{1}}\right)^{p_{1}-1}, \frac{1}{K}\left(\frac{\zeta_{1}}{\sigma_{1}}\right)^{p_{1}-1}\right], \quad \mu \in\left(0, \frac{1}{K}\left(\frac{\zeta_{2}}{\sigma_{2}}\right)^{p_{2}-1}\right], \\
& \nu \in\left(0, \frac{1}{K}\left(\frac{\zeta_{3}}{\sigma_{3}}\right)^{p_{3}-1}\right], \quad \text { or } \\
& \lambda \in\left(0, \frac{1}{K}\left(\frac{\zeta_{1}}{\sigma_{1}}\right)^{p_{1}-1}\right], \quad \mu \in\left[\frac{1}{M}\left(\frac{1}{m \rho_{2}}\right)^{p_{2}-1}, \frac{1}{K}\left(\frac{\zeta_{2}}{\sigma_{2}}\right)^{p_{2}-1}\right], \\
& \nu \in\left(0, \frac{1}{K}\left(\frac{\zeta_{3}}{\sigma_{3}}\right)^{p_{3}-1}\right], \quad \text { or }
\end{aligned}
$$

$$
\begin{aligned}
& \lambda \in\left(0, \frac{1}{K}\left(\frac{\zeta_{1}}{\sigma_{1}}\right)^{p_{1}-1}\right], \quad \mu \in\left(0, \frac{1}{K}\left(\frac{\zeta_{2}}{\sigma_{2}}\right)^{p_{2}-1}\right], \\
& \nu \in\left[\frac{1}{M}\left(\frac{1}{m \rho_{3}}\right)^{p_{3}-1}, \frac{1}{K}\left(\frac{\zeta_{3}}{\sigma_{3}}\right)^{p_{3}-1}\right],
\end{aligned}
$$

system (1)-(2) has at least two positive solutions.

Proof We only prove the case of $\lambda \in\left[\frac{1}{M}\left(\frac{1}{m \rho_{1}}\right)^{p_{1}-1}, \frac{1}{K}\left(\frac{\zeta_{1}}{\sigma_{1}}\right)^{p_{1}-1}\right], \mu \in\left(0, \frac{1}{K}\left(\frac{\zeta_{2}}{\sigma_{2}}\right)^{p_{2}-1}\right], v \in$ ( $\left.0, \frac{1}{K}\left(\frac{\zeta_{3}}{\sigma_{3}}\right)^{p_{3}-1}\right]$. The other cases are similar.

Step 1. By the definition of $u_{10}=u_{20}=u_{30}=0$, there exists $H_{1} \in\left(0, r_{1}\right)$ such that

$$
\begin{array}{ll}
u_{1}(t, x, y, z) \leq K(x+y+z)^{p_{1}-1} & \text { for } x+y+z \in\left(0, H_{1}\right), \\
u_{2}(t, x, y, z) \leq K(x+y+z)^{p_{2}-1} & \text { for } x+y+z \in\left(0, H_{1}\right), \\
u_{3}(t, x, y, z) \leq K(x+y+z)^{p_{3}-1} & \text { for } x+y+z \in\left(0, H_{1}\right) .
\end{array}
$$

Then we have

$$
\begin{aligned}
& Q_{\lambda}(x, y, z)(t) \\
&=\lambda^{q_{1}-1} \int_{1}^{e} G_{1}(t, s) \phi_{q_{1}}\left(\int_{1}^{e} K_{1}(s, \tau) f(\tau, u(\tau), v(\tau), w(\tau)) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& \leq \lambda^{q_{1}-1} \int_{1}^{e} G_{1}(e, s) \phi_{q_{1}}\left(\int_{1}^{e} K_{1}(s, \tau) \kappa_{1}(\tau) u_{1}(\tau, x(\tau), y(\tau), z(\tau)) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& \leq \lambda^{q_{1}-1} \int_{1}^{e} G_{1}(e, s) \phi_{q_{1}}\left(\int_{1}^{e} l_{1}(\tau) \kappa_{1}(\tau) K(x(\tau)+y(\tau)+z(\tau))^{p_{1}-1} \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& \leq \lambda^{q_{1}-1} K^{q_{1}-1}\|(x, y, z)\|_{Y} \int_{1}^{e} G_{1}(e, s) \phi_{q_{1}}\left(\int_{1}^{e} l_{1}(\tau) \kappa_{1}(\tau) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& \leq(\lambda K)^{q_{1}-1}\|(x, y, z)\|_{Y} \sigma_{1} \leq \zeta_{1}\|(x, y, z)\|_{Y}, \\
& Q_{\mu}(x, y, z)(t) \\
&=\mu^{q_{2}-1} \int_{1}^{e} G_{2}(t, s) \phi_{q_{2}}\left(\int_{1}^{e} K_{2}(s, \tau) g(\tau, u(\tau), v(\tau), w(\tau)) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& \leq \mu^{q_{2}-1} \int_{1}^{e} G_{2}(e, s) \phi_{q_{2}}\left(\int_{1}^{e} K_{2}(s, \tau) \kappa_{2}(\tau) u_{2}(\tau, x(\tau), y(\tau), z(\tau)) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& \leq \mu^{q_{2}-1} \int_{1}^{e} G_{2}(e, s) \phi_{q_{2}}\left(\int_{1}^{e} l_{2}(\tau) \kappa_{2}(\tau) K(x(\tau)+y(\tau)+z(\tau))^{p_{2}-1} \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& \leq \mu^{q_{2}-1} K^{q_{2}-1}\|(x, y, z)\|_{Y} \int_{1}^{e} G_{2}(e, s) \phi_{q_{2}}\left(\int_{1}^{e} l_{2}(\tau) \kappa_{2}(\tau) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& \leq(\mu K)^{q_{2}-1}\|(x, y, z)\|_{Y} \sigma_{2} \leq \zeta_{2}\|(x, y, z)\|_{Y}, \\
& Q_{v}(x, y, z)(t) \\
& \leq v^{q_{3}-1} \int_{1}^{e} G_{3}(t, s) \phi_{q_{3}}\left(\int_{1}^{e} K_{3}(s, \tau) h(\tau, u(\tau), v(\tau), w(\tau)) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& \int_{1}^{e} G_{3}(e, s) \phi_{q_{3}}\left(\int_{1}^{e} K_{3}(s, \tau) \kappa_{3}(\tau) u_{3}(\tau, x(\tau), y(\tau), z(\tau)) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
&
\end{aligned}
$$

$$
\begin{aligned}
& \leq v^{q_{3}-1} \int_{1}^{e} G_{3}(e, s) \phi_{q_{3}}\left(\int_{1}^{e} l_{3}(\tau) \kappa_{3}(\tau) K(x(\tau)+y(\tau)+z(\tau))^{p_{3}-1} \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& \leq v^{q_{3}-1} K^{q_{3}-1}\|(x, y, z)\|_{Y} \int_{1}^{e} G_{3}(e, s) \phi_{q_{3}}\left(\int_{1}^{e} l_{3}(\tau) \kappa_{3}(\tau) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& \leq(\nu K)^{q_{3}-1}\|(x, y, z)\|_{Y} \sigma_{3} \leq \zeta_{3}\|(x, y, z)\|_{Y} .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
\|Q(x, y, z)\| & =\left\|\left(Q_{\lambda}(x, y, z), Q_{\mu}(x, y, z), Q_{\nu}(x, y, z)\right)\right\| \\
& =\left\|Q_{\lambda}(x, y, z)\right\|+\left\|Q_{\mu}(x, y, z)\right\|+\left\|Q_{\nu}(x, y, z)\right\| \\
& \leq \zeta_{1}\|(x, y, z)\|_{Y}+\zeta_{2}\|(x, y, z)\|_{Y}+\zeta_{3}\|(x, y, z)\|_{Y} \\
& =\left(\zeta_{1}+\zeta_{2}+\zeta_{3}\right)\|(x, y, z)\|_{Y}=\|(x, y, z)\|_{Y} .
\end{aligned}
$$

Consequently, if we set $\Omega_{1}=\left\{(x, y, z) \in \mathcal{P}:\|(x, y, z)\|_{Y}<H_{1}\right\}$, then

$$
\begin{equation*}
\|Q(x, y, z)\| \leq\|(x, y, z)\|_{Y} \quad \text { for all }(x, y, z) \in \mathcal{P} \cap \partial \Omega_{1} . \tag{9}
\end{equation*}
$$

Step 2. By the definition of $u_{1 \infty}=u_{2 \infty}=u_{3 \infty}=0$, there exists $H_{2}>r_{1}$ such that

$$
\begin{array}{ll}
u_{1}(t, x, y, z) \leq K(x+y+z)^{p_{1}-1} & \text { for } x+y+z \in\left[H_{2}, \infty\right) \\
u_{2}(t, x, y, z) \leq K(x+y+z)^{p_{2}-1} & \text { for } x+y+z \in\left[H_{2}, \infty\right) \\
u_{3}(t, x, y, z) \leq K(x+y+z)^{p_{3}-1} & \text { for } x+y+z \in\left[H_{2}, \infty\right)
\end{array}
$$

Similarly, set $\Omega_{2}=\left\{(x, y, z) \in \mathcal{P}:\|(x, y, z)\|_{Y}<H_{2}\right\}$, then

$$
\begin{equation*}
\|Q(x, y, z)\| \leq\|(x, y, z)\|_{Y} \quad \text { for all }(x, y, z) \in \mathcal{P} \cap \partial \Omega_{2} \tag{10}
\end{equation*}
$$

Step 3. Set $\Omega_{3}=\left\{(x, y, z) \in \mathcal{P}:\|(x, y, z)\|_{Y}<r_{1}\right\}$, then for all $(x, y, z) \in \mathcal{P}$ with $\|(x, y, z)\|_{Y}=r_{1}$, we have

$$
\begin{aligned}
Q_{\lambda}(x, y, z)(t) & =\lambda^{q_{1}-1} \int_{1}^{e} G_{1}(t, s) \phi_{q_{1}}\left(\int_{1}^{e} K_{1}(s, \tau) f(\tau, u(\tau), v(\tau), w(\tau)) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& \geq \lambda^{q_{1}-1} m \int_{s \in I} G_{1}(e, s) \phi_{q_{1}}\left(\int_{1}^{e} K_{1}(s, \tau) M\left(r_{1}\right)^{p_{1}-1} \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& \geq \lambda^{q_{1}-1} m M^{q_{1}-1} l_{1} \int_{s \in I} G_{1}(e, s)\left(\int_{s \in I} \varsigma(\tau) K_{11}(\tau, \tau)\right) \frac{d s}{s} \\
& =(\lambda M)^{q_{1}-1} m l_{1} \rho_{1} \geq r_{1} \quad \forall t \in I .
\end{aligned}
$$

Then

$$
\begin{equation*}
\|Q(x, y, z)\| \geq\|(x, y, z)\|_{Y} \quad \text { for all }(x, y, z) \in \mathcal{P} \cap \partial \Omega_{3} . \tag{11}
\end{equation*}
$$

Consequently, from (9)-(11) and Theorem 2.7, the system has at least two positive solutions $\left(x_{1}, y_{1}, z_{1}\right) \in \mathcal{P},\left(x_{2}, y_{2}, z_{2}\right) \in \mathcal{P}$ with $0<\left\|\left(x_{1}, y_{1}, z_{1}\right)\right\|_{Y}<r_{1}<\left\|\left(x_{2}, y_{2}, z_{2}\right)\right\|_{Y}$.

The following result is an antithesis of Theorem 3.2.

Theorem 3.3 Assume that conditions (A1)-(A4) are satisfied. In addition, assume that there exist four constants $r_{1}, M, K, \varrho_{1}, \varrho_{2}, \varrho_{3}$, where $K$ is sufficiently large, $\varrho_{1}+\varrho_{2}+\varrho_{3}=$ 1, with $\left(\varrho_{1} m \rho_{1}\right)^{p_{1}-1} K>\left(\sigma_{1}\right)^{p_{1}-1} M,\left(\varrho_{2} m \rho_{2}\right)^{p_{2}-1} K>\left(\sigma_{2}\right)^{p_{2}-1} M,\left(\varrho_{3} m \rho_{3}\right)^{p_{3}-1} K>\left(\sigma_{3}\right)^{p_{3}-1} M$ such that
(3) $u_{1}(t, x, y, z) \leq M\left(r_{1}\right)^{p_{1}-1}$, or $u_{2}(t, x, y, z) \leq M\left(r_{1}\right)^{p_{2}-1}$, or $u_{3}(t, x, y, z) \leq M\left(r_{1}\right)^{p_{3}-1}$ for

$$
0 \leq\|(x, y, z)\|_{Y} \leq r_{1}
$$

(4) $f_{0}=f_{\infty}=\infty$ or $g_{0}=g_{\infty}=\infty$ or $h_{0}=h_{\infty}=\infty$.

Then, for any

$$
\begin{aligned}
& \lambda \in\left[\frac{1}{K}\left(\frac{1}{m \rho_{1}}\right)^{p_{1}-1}, \frac{1}{M}\left(\frac{\varrho_{1}}{\sigma_{1}}\right)^{p_{1}-1}\right], \quad \mu \in\left(0, \frac{1}{M}\left(\frac{\varrho_{2}}{\sigma_{2}}\right)^{p_{2}-1}\right], \\
& \nu \in\left(0, \frac{1}{M}\left(\frac{\varrho_{3}}{\sigma_{3}}\right)^{p_{3}-1}\right], \quad \text { or } \\
& \lambda \in\left(0, \frac{1}{M}\left(\frac{\varrho_{1}}{\sigma_{1}}\right)^{p_{1}-1}\right], \quad \mu \in\left[\frac{1}{K}\left(\frac{1}{m \rho_{2}}\right)^{p_{2}-1}, \frac{1}{M}\left(\frac{\varrho_{2}}{\sigma_{2}}\right)^{p_{2}-1}\right], \\
& \nu \in\left(0, \frac{1}{M}\left(\frac{\varrho_{3}}{\sigma_{3}}\right)^{p_{3}-1}\right], \quad \text { or } \\
& \lambda \in\left(0, \frac{1}{M}\left(\frac{\varrho_{1}}{\sigma_{1}}\right)^{p_{1}-1}\right], \quad \mu \in\left(0, \frac{1}{M}\left(\frac{\varrho_{2}}{\sigma_{2}}\right)^{p_{2}-1}\right], \\
& \nu \in\left[\frac{1}{K}\left(\frac{1}{m \rho_{3}}\right)^{p_{3}-1}, \frac{1}{M}\left(\frac{\varrho_{3}}{\sigma_{3}}\right)^{p_{3}-1}\right],
\end{aligned}
$$

system (1)-(2) has at least two positive solutions.

For the convenience of the discussion of more than two positive solutions for system (1)(2), we study the problem under a more general case than the assumption of Theorem 3.2 and Theorem 3.3.

$$
\begin{aligned}
& \varphi_{i}(r)=\sup \left\{q_{i}(t, x, y, z): t \in[1, e], m r \leq x+y+z \leq r\right\}, \quad i=1,2,3, \\
& \psi_{1}(r)=\inf \{f(t, x, y, z): t \in I, m r \leq x+y+z \leq r\} \\
& \psi_{2}(r)=\inf \{g(t, x, y, z): t \in I, m r \leq x+y+z \leq r\}, \\
& \psi_{3}(r)=\inf \{h(t, x, y, z): t \in I, m r \leq x+y+z \leq r\}, \\
& \varphi(r)=\max \left\{\varphi_{1}(r), \varphi_{2}(r), \varphi_{3}(r)\right\}, \quad \psi(r)=\min \left\{\psi_{1}(r), \psi_{2}(r), \psi_{3}(r)\right\} .
\end{aligned}
$$

Then, we can obtain the following result.

Theorem 3.4 Assume that conditions (A1)-(A4) are satisfied. In addition, assume that there exist three constants $M, K, \varsigma_{1}, \varsigma_{2}, \varsigma_{3}$ and $\varsigma_{1}+\varsigma_{2}+\varsigma_{3}=1$ with $\left(\varsigma_{1} m \rho_{1}\right)^{p_{1}-1} M>$ $\left(\sigma_{1}\right)^{p_{1}-1} K,\left(\varsigma_{2} m \rho_{2}\right)^{p_{2}-1} M>\left(\sigma_{2}\right)^{p_{2}-1} K,\left(\varsigma_{3} m \rho_{3}\right)^{p_{3}-1} M>\left(\sigma_{3}\right)^{p_{3}-1} K$ and three constants $d_{1}, d_{2}$, $d_{3}$ with $0<d_{1}<d_{2}<d_{3}$, such that one of the following two conditions is satisfied:
(I) $\varphi\left(d_{1}\right) \leq K\left(d_{1}\right)^{p_{i}-1}, \psi\left(d_{2}\right)>M\left(d_{2}\right)^{p_{i}-1}$, and $\varphi\left(d_{3}\right) \leq K\left(d_{3}\right)^{p_{i}-1}, i=1,2,3$;
(II) $\psi\left(d_{1}\right) \geq M\left(d_{1}\right)^{p_{i}-1}, \varphi\left(d_{2}\right)<K\left(d_{2}\right)^{p_{i}-1}$, and $\psi\left(d_{3}\right) \geq M\left(d_{3}\right)^{p_{i}-1}, i=1,2,3$.

Then, for any

$$
\begin{aligned}
& \lambda \in\left[\frac{1}{M}\left(\frac{1}{m \rho_{1}}\right)^{p_{1}-1}, \frac{1}{K}\left(\frac{\varsigma_{1}}{\sigma_{1}}\right)^{p_{1}-1}\right], \quad \mu \in\left(0, \frac{1}{K}\left(\frac{\varsigma_{2}}{\sigma_{2}}\right)^{p_{2}-1}\right], \\
& \nu \in\left(0, \frac{1}{K}\left(\frac{\varsigma_{3}}{\sigma_{3}}\right)^{p_{3}-1}\right], \quad \text { or } \\
& \lambda \in\left(0, \frac{1}{K}\left(\frac{\varsigma_{1}}{\sigma_{1}}\right)^{p_{1}-1}\right], \quad \mu \in\left[\frac{1}{M}\left(\frac{1}{m \rho_{2}}\right)^{p_{2}-1}, \frac{1}{K}\left(\frac{\varsigma_{2}}{\sigma_{2}}\right)\right], \\
& \nu \in\left(0, \frac{1}{K}\left(\frac{\varsigma_{3}}{\sigma_{3}}\right)^{p_{2}-1}\right], \quad \text { or } \\
& \lambda \in\left(0, \frac{1}{K}\left(\frac{\varsigma_{1}}{\sigma_{1}}\right)^{p_{1}-1}\right], \quad \mu \in\left(0, \frac{1}{K}\left(\frac{\varsigma_{2}}{\sigma_{2}}\right)^{p_{2}-1}\right], \\
& \mu \in\left[\frac{1}{M}\left(\frac{1}{m \rho_{3}}\right)^{p_{3}-1}, \frac{1}{K}\left(\frac{\varsigma_{3}}{\sigma_{3}}\right)^{p_{3}-1}\right],
\end{aligned}
$$

system (1)-(2) has at least two positive solutions $\left(x_{1}^{\star}, y_{1}^{\star}, z_{1}^{\star}\right),\left(x_{2}^{\star}, y_{2}^{\star}, z_{2}^{\star}\right)$ and $d_{1} \leq \|\left(x_{1}^{\star}, y_{1}^{\star}\right.$, $\left.z_{1}^{\star}\right)\left\|_{Y}<d_{2}<\right\|\left(x_{2}^{\star}, y_{2}^{\star}, z_{2}^{\star}\right) \|_{Y} \leq d_{3}$.

Proof We only prove the case of $(I)$ and $\lambda \in\left[\frac{1}{M}\left(\frac{1}{m \rho_{1}}\right)^{p_{1}-1}, \frac{1}{K}\left(\frac{\varsigma_{1}}{\sigma_{1}}\right)^{p_{1}-1}\right], \mu \in\left(0, \frac{1}{K}\left(\frac{\varsigma_{2}}{\sigma_{2}}\right)^{p_{2}-1}\right], \nu \in$ $\left(0, \frac{1}{K}\left(\frac{\varsigma_{3}}{\sigma_{3}}\right)^{p_{3}-1}\right]$. The other cases are similar. Let $\Omega_{d_{1}}=\left\{(x, y, z) \in \mathcal{P}:\|(x, y, z)\|_{Y}<d_{1}\right\}$. If $(x, y, z) \in \partial \Omega_{d_{1}}$, then $\|(x, y, z)\|_{Y}=d_{1}$. Since $m d_{1} \leq x+y+z \leq d_{1}, 1 \leq t \leq e$, then we have

$$
\begin{aligned}
Q_{\lambda} & (x, y, z)(t) \\
& =\lambda^{q_{1}-1} \int_{1}^{e} G_{1}(t, s) \phi_{q_{1}}\left(\int_{1}^{e} K_{1}(s, \tau) f(\tau, u(\tau), v(\tau), w(\tau)) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& \leq \lambda^{q_{1}-1} \int_{1}^{e} G_{1}(e, s) \phi_{q_{1}}\left(\int_{1}^{e} K_{1}(s, \tau) \kappa_{1}(\tau) u_{1}(\tau, x(\tau), y(\tau), z(\tau)) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& \leq \lambda^{q_{1}-1} \int_{1}^{e} G_{1}(e, s) \phi_{q_{1}}\left(\int_{1}^{e} l_{1}(\tau) \kappa_{1}(\tau) \varphi\left(d_{1}\right) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& \leq \lambda^{q_{1}-1} K^{q_{1}-1} d_{1} \int_{1}^{e} G_{1}(e, s) \phi_{q_{1}}\left(\int_{1}^{e} l_{1}(\tau) \kappa_{1}(\tau) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& =(\lambda K)^{q_{1}-1} d_{1} \sigma_{1} \leq d_{1} \varsigma_{1}=\varsigma_{1}\|(x, y, z)\|_{Y}, \\
Q_{\mu} & (x, y, z)(t) \\
& =\mu^{q_{2}-1} \int_{1}^{e} G_{2}(t, s) \phi_{q_{2}}\left(\int_{1}^{e} K_{2}(s, \tau) g(\tau, u(\tau), v(\tau), w(\tau)) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& \leq \mu^{q_{2}-1} \int_{1}^{e} G_{2}(e, s) \phi_{q_{2}}\left(\int_{1}^{e} K_{2}(s, \tau) \kappa_{2}(\tau) u_{2}(\tau, x(\tau), y(\tau), z(\tau)) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& \leq \mu^{q_{2}-1} \int_{1}^{e} G_{2}(e, s) \phi_{q_{2}}\left(\int_{1}^{e} l_{2}(\tau) \kappa_{2}(\tau) \varphi\left(d_{1}\right) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& \leq \mu^{q_{2}-1} K^{q_{2}-1} d_{1} \int_{1}^{e} G_{2}(e, s) \phi_{q_{2}}\left(\int_{1}^{e} l_{2}(\tau) \kappa_{2}(\tau) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& =(\mu K)^{q_{2}-1} d_{1} \sigma_{2} \leq d_{1} \varsigma_{2}=\varsigma_{2}\|(x, y, z)\|_{Y},
\end{aligned}
$$

$$
\begin{aligned}
Q_{v} & (x, y, z)(t) \\
& =v^{q_{3}-1} \int_{1}^{e} G_{3}(t, s) \phi_{q_{3}}\left(\int_{1}^{e} K_{3}(s, \tau) h(\tau, u(\tau), v(\tau), w(\tau)) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& \leq v^{q_{3}-1} \int_{1}^{e} G_{3}(e, s) \phi_{q_{3}}\left(\int_{1}^{e} K_{3}(s, \tau) \kappa_{3}(\tau) u_{3}(\tau, x(\tau), y(\tau), z(\tau)) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& \leq v^{q_{3}-1} \int_{1}^{e} G_{3}(e, s) \phi_{q_{3}}\left(\int_{1}^{e} l_{3}(\tau) \kappa_{3}(\tau) \varphi\left(d_{1}\right) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& \leq v^{q_{1}-1} K^{q_{1}-1} d_{1} \int_{1}^{e} G_{3}(e, s) \phi_{q_{3}}\left(\int_{1}^{e} l_{3}(\tau) \kappa_{3}(\tau) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& =(v K)^{q_{3}-1} d_{1} \sigma_{3} \leq d_{1} \varsigma_{3}=\varsigma_{3}\|(x, y, z)\|_{Y} .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
\|Q(x, y, z)\| & =\left\|\left(Q_{\lambda}(x, y, z), Q_{\mu}(x, y, z), Q_{\nu}(x, y, z)\right)\right\| \\
& =\left\|Q_{\lambda}(x, y, z)\right\|+\left\|Q_{\mu}(x, y, z)\right\|+\left\|Q_{\nu}(x, y, z)\right\| \\
& \leq \varsigma_{1}\|(x, y, z)\|_{Y}+\varsigma_{2}\|(x, y, z)\|_{Y}+\varsigma_{3}\|(x, y, z)\|_{Y} \\
& =\left(\varsigma_{1}+\varsigma_{2}+\varsigma_{3}\right)\|(x, y, z)\|_{Y}=\|(x, y, z)\|_{Y} .
\end{aligned}
$$

Then

$$
\begin{equation*}
\|Q(x, y, z)\| \leq\|(x, y, z)\|_{Y}, \quad \text { for all }(x, y, z) \in \mathcal{P} \cap \partial \Omega_{d_{1}} \tag{12}
\end{equation*}
$$

Let $\Omega_{d_{2}}=\left\{(x, y, z) \in \mathcal{P}:\|(x, y, z)\|_{Y}<d_{2}\right\}$. If $(x, y, z) \in \partial \Omega_{d_{2}}$, then $\|(x, y, z)\|_{Y}=d_{2}$. Since $m d_{2} \leq x+y+z \leq d_{2}, t \in I$, then we have

$$
\begin{aligned}
Q_{\lambda}(x, y, z)(t) & =\lambda^{q_{1}-1} \int_{1}^{e} G_{1}(t, s) \phi_{q_{1}}\left(\int_{1}^{e} K_{1}(s, \tau) f(\tau, u(\tau), v(\tau), w(\tau)) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& \geq \lambda^{q_{1}-1} m \int_{s \in I} G_{1}(e, s) \phi_{q_{1}}\left(\int_{1}^{e} K_{1}(s, \tau) \psi\left(d_{2}\right) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& >\lambda^{q_{1}-1} m M^{q_{1}-1} d_{2} \int_{s \in I} G_{1}(e, s) \phi_{q_{1}}\left(\int_{s \in I} \varsigma(\tau) K_{11}(\tau, \tau) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& =(\lambda M)^{q_{1}-1} m d_{2} \rho_{1} \geq d_{2}=\|(x, y, z)\|_{Y}, \quad \forall t \in I .
\end{aligned}
$$

Then

$$
\begin{equation*}
\|Q(x, y, z)\| \geq\|(x, y, z)\|_{Y} \quad \text { for all }(x, y, z) \in \mathcal{P} \cap \partial \Omega_{d_{2}} \tag{13}
\end{equation*}
$$

Let $\Omega_{d_{3}}=\left\{(x, y, z) \in \mathcal{P}:\|(x, y, z)\|_{Y}<d_{3}\right\}$. If $(x, y, z) \in \partial \Omega_{d_{3}}$, then $\|(x, y, z)\|_{Y}=d_{3}$. Since $m d_{3} \leq x+y+z \leq d_{3}, 1 \leq t \leq e$, then we have

$$
\begin{aligned}
& Q_{\lambda}(x, y, z)(t) \\
& \quad=\lambda^{q_{1}-1} \int_{1}^{e} G_{1}(t, s) \phi_{q_{1}}\left(\int_{1}^{e} K_{1}(s, \tau) f(\tau, u(\tau), v(\tau), w(\tau)) \frac{d \tau}{\tau}\right) \frac{d s}{s}
\end{aligned}
$$

Then

$$
\begin{aligned}
\|Q(x, y, z)\| & =\left\|\left(Q_{\lambda}(x, y, z), Q_{\mu}(x, y, z), Q_{\nu}(x, y, z)\right)\right\| \\
& =\left\|Q_{\lambda}(x, y, z)\right\|+\left\|Q_{\mu}(x, y, z)\right\|+\left\|Q_{\nu}(x, y, z)\right\| \\
& \leq \varsigma_{1}\|(x, y, z)\|_{Y}+\varsigma_{2}\|(x, y, z)\|_{Y}+\varsigma_{3}\|(x, y, z)\|_{Y} \\
& =\left(\varsigma_{1}+\varsigma_{2}+\varsigma_{3}\right)\|(x, y, z)\|_{Y}=\|(x, y, z)\|_{Y} .
\end{aligned}
$$

$$
\begin{equation*}
\|Q(x, y, z)\| \leq\|(x, y, z)\|_{Y} \quad \text { for all }(x, y, z) \in \mathcal{P} \cap \partial \Omega_{d_{3}} \tag{14}
\end{equation*}
$$

From (12)-(14) and Theorem 2.7, the system has at least two positive solutions ( $x_{1}^{\star}, y_{1}^{\star}, z_{1}^{\star}$ ) $\in$ $\mathcal{P},\left(x_{2}^{\star}, y_{2}^{\star}, z_{2}^{\star}\right) \in \mathcal{P}$, and $d_{1} \leq\left\|\left(x_{1}^{\star}, y_{1}^{\star}, z_{1}^{\star}\right)\right\|_{Y}<d_{2}<\left\|\left(x_{2}^{\star}, y_{2}^{\star}, z_{2}^{\star}\right)\right\|_{Y} \leq d_{3}$.

Corollary 3.5 Assume that conditions (A1)-(A4) are satisfied, $\delta_{1}, \delta_{2}, \delta_{3}>0$ with $\delta_{1}+\delta_{2}+$ $\delta_{3}=1$, then we have the following results:

$$
\begin{aligned}
& \leq \lambda^{q_{1}-1} \int_{1}^{e} G_{1}(e, s) \phi_{q_{1}}\left(\int_{1}^{e} K_{1}(s, \tau) \kappa_{1}(\tau) u_{1}(\tau, x(\tau), y(\tau), z(\tau)) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& \leq \lambda^{q_{1}-1} \int_{1}^{e} G_{1}(e, s) \phi_{q_{1}}\left(\int_{1}^{e} l_{1}(\tau) \kappa_{1}(\tau) \varphi\left(d_{3}\right) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& \leq \lambda^{q_{1}-1} K^{q_{1}-1} d_{3} \int_{1}^{e} G_{1}(e, s) \phi_{q_{1}}\left(\int_{1}^{e} l_{1}(\tau) \kappa_{1}(\tau) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& =(\lambda K)^{q_{1}-1} d_{3} \sigma_{1} \leq d_{3} \varsigma_{1}=\varsigma_{1}\|(x, y, z)\|_{Y}, \\
& Q_{\mu}(x, y, z)(t) \\
& =\mu^{q_{2}-1} \int_{1}^{e} G_{2}(t, s) \phi_{q_{2}}\left(\int_{1}^{e} K_{2}(s, \tau) g(\tau, u(\tau), v(\tau), w(\tau)) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& \leq \mu^{q_{2}-1} \int_{1}^{e} G_{2}(e, s) \phi_{q_{2}}\left(\int_{1}^{e} K_{2}(s, \tau) \kappa_{2}(\tau) u_{2}(\tau, x(\tau), y(\tau), z(\tau)) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& \leq \mu^{q_{2}-1} \int_{1}^{e} G_{2}(e, s) \phi_{q_{2}}\left(\int_{1}^{e} l_{2}(\tau) \kappa_{2}(\tau) \varphi\left(d_{3}\right) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& \leq \mu^{q_{2}-1} K^{q_{2}-1} d_{1} \int_{1}^{e} G_{2}(e, s) \phi_{q_{2}}\left(\int_{1}^{e} l_{2}(\tau) \kappa_{2}(\tau) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& =(\mu K)^{q_{2}-1} d_{3} \sigma_{2} \leq d_{3} \varsigma_{2}=\varsigma_{2}\|(x, y, z)\|_{Y}, \\
& Q_{v}(x, y, z)(t) \\
& =v^{q_{3}-1} \int_{1}^{e} G_{3}(t, s) \phi_{q_{3}}\left(\int_{1}^{e} K_{3}(s, \tau) h(\tau, u(\tau), v(\tau), w(\tau)) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& \leq v^{q_{3}-1} \int_{1}^{e} G_{3}(e, s) \phi_{q_{3}}\left(\int_{1}^{e} l_{3}(\tau) \kappa_{3}(\tau) u_{3}(\tau, x(\tau), y(\tau), z(\tau)) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& \leq v^{q_{3}-1} \int_{1}^{e} G_{3}(e, s) \phi_{q_{3}}\left(\int_{1}^{e} l_{3}(\tau) \kappa_{3}(\tau) \varphi\left(d_{3}\right) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& \leq \nu^{q_{1}-1} K^{q_{1}-1} d_{3} \int_{1}^{e} G_{3}(e, s) \phi_{q_{3}}\left(\int_{1}^{e} l_{3}(\tau) \kappa_{3}(\tau) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& =(\nu K)^{q_{3}-1} d_{3} \sigma_{3} \leq d_{3} \varsigma_{3}=\varsigma_{3}\|(x, y, z)\|_{Y} .
\end{aligned}
$$

(1) If $0<u_{10}, f_{\infty}, u_{20}, g_{\infty}, u_{30}, h_{\infty}<\infty,\left(\sigma_{1}\right)^{p_{1}-1} u_{10}<\left(\delta_{1} m^{2} \rho_{1}\right)^{p_{1}-1} f_{\infty}$, then for each $\lambda \in\left(\frac{1}{f_{\infty}}\left(\frac{1}{m^{2} \rho_{1}}\right)^{p_{1}-1}, \frac{1}{u_{10}}\left(\frac{\delta_{1}}{\sigma_{1}}\right)^{p_{1}-1}\right), \mu \in\left(0, \frac{1}{u_{20}}\left(\frac{\delta_{2}}{\sigma_{2}}\right)^{p_{2}-1}\right)$, and $v \in\left(0, \frac{1}{u_{30}}\left(\frac{\delta_{3}}{\sigma_{3}}\right)^{p_{3}-1}\right)$, system (1)-(2) has at least one positive solution.
(2) If $0<u_{10}, f_{\infty}, u_{20}, g_{\infty}, u_{30}, h_{\infty}<\infty,\left(\sigma_{2}\right)^{p_{2}-1} u_{20}<\left(\delta_{2} m^{2} \rho_{2}\right)^{p_{2}-1} g_{\infty}$, then for each $\lambda \in\left(0, \frac{1}{u_{10}}\left(\frac{\delta_{1}}{\sigma_{1}}\right)^{p_{1}-1}\right), \mu \in\left(\frac{1}{g_{\infty}}\left(\frac{1}{m^{2} \rho_{2}}\right)^{p_{2}-1}, \frac{1}{u_{20}}\left(\frac{\delta_{2}}{\sigma_{2}}\right)^{p_{2}-1}\right)$, and $v \in\left(0, \frac{1}{u_{30}}\left(\frac{\delta_{3}}{\sigma_{3}}\right)^{p_{3}-1}\right)$, system (1)-(2) has at least one positive solution.
(3) If $0<u_{10}, f_{\infty}, u_{20}, g_{\infty}, u_{30}, h_{\infty}<\infty,\left(\sigma_{3}\right)^{p_{3}-1} u_{30}<\left(\delta_{3} m^{2} \rho_{3}\right)^{p_{3}-1} h_{\infty}$, then for each $\lambda \in\left(0, \frac{1}{u_{10}}\left(\frac{\delta_{1}}{\sigma_{1}}\right)^{p_{1}-1}\right), \mu \in\left(0, \frac{1}{u_{20}}\left(\frac{\delta_{3}}{\sigma_{3}}\right)^{p_{2}-1}\right)$, and $v \in\left(\frac{1}{h_{\infty}}\left(\frac{1}{m^{2} \rho_{3}}\right)^{p_{3}-1}, \frac{1}{u_{30}}\left(\frac{\delta_{3}}{\sigma_{3}}\right)^{p_{3}-1}\right)$, system (1)-(2) has at least one positive solution.

Similarly, we can also obtain the following theorem that is in some way of duality of Corollary 3.5.

Corollary 3.6 Assume that conditions (A1)-(A4) are satisfied, $\xi_{1}, \xi_{2}, \xi_{3}>0$ with $\xi_{1}+\xi_{2}+$ $\xi_{3}=1$, then we have the following results:
(1) If $0<u_{1 \infty}, f_{0}, u_{2 \infty}, g_{0}, u_{3 \infty}, h_{0}<\infty,\left(\sigma_{1}\right)^{p_{1}-1} u_{1 \infty}<\left(\xi_{1} m^{2} \rho_{1}\right)^{p_{1}-1} f_{0}$, then for each $\lambda \in\left(\frac{1}{f_{0}}\left(\frac{1}{m^{2} \rho_{1}}\right)^{p_{1}-1}, \frac{1}{u_{1 \infty}}\left(\frac{\xi_{1}}{\sigma_{1}}\right)^{p_{1}-1}\right), \mu \in\left(0, \frac{1}{u_{2 \infty}}\left(\frac{\xi_{2}}{\sigma_{2}}\right)^{p_{2}-1}\right)$, and $v \in\left(0, \frac{1}{u_{3 \infty}}\left(\frac{\xi_{3}}{\sigma_{3}}\right)^{p_{3}-1}\right)$, system (1)-(2) has at least one positive solution.
(2) If $0<u_{1 \infty}, f_{0}, u_{2 \infty}, g_{0}, u_{3 \infty}, h_{0}<\infty,\left(\sigma_{2}\right)^{p_{2}-1} u_{2 \infty}<\left(\xi_{2} m^{2} \rho_{2}\right)^{p_{2}-1} g_{0}$, then for each $\lambda \in\left(0, \frac{1}{u_{1 \infty}}\left(\frac{\xi_{1}}{\sigma_{1}}\right)^{p_{1}-1}\right), \mu \in\left(\frac{1}{g_{0}}\left(\frac{1}{m^{2} \rho_{2}}\right)^{p_{2}-1}, \frac{1}{u_{2 \infty}}\left(\frac{\xi_{2}}{\sigma_{2}}\right)^{p_{2}-1}\right)$, and $v \in\left(0, \frac{1}{u_{3 \infty}}\left(\frac{\xi_{3}}{\sigma_{3}}\right)^{p_{3}-1}\right)$, system (1)-(2) has at least one positive solution.
(3) If $0<u_{1 \infty}, f_{0}, u_{2 \infty}, g_{0}, u_{3 \infty}, h_{0}<\infty,\left(\sigma_{3}\right)^{p_{3}-1} u_{3 \infty}<\left(\xi_{3} m^{2} \rho_{3}\right)^{p_{3}-1} h_{0}$, then for each $\lambda \in\left(0, \frac{1}{u_{1 \infty}}\left(\frac{\xi_{1}}{\sigma_{1}}\right)^{p_{1}-1}\right), \mu \in\left(0, \frac{1}{u_{2 \infty}}\left(\frac{\xi_{2}}{\sigma_{2}}\right)^{p_{2}-1}\right)$, and $v \in\left(\frac{1}{h_{0}}\left(\frac{1}{m^{2} \rho_{3}}\right)^{p_{3}-1}, \frac{1}{u_{3} \infty}\left(\frac{\xi_{3}}{\sigma_{3}}\right)^{p_{3}-1}\right)$, system (1)-(2) has at least one positive solution.

Remark 3.1 Assume that (A1)-(A4) hold. If $u_{10}, u_{20}, u_{30}, u_{1 \infty}, u_{2 \infty}, u_{3 \infty}<\infty$ then there exist positive constants $\lambda_{0}, \mu_{0}$, and $v_{0}$ such that, for every $\lambda \in\left(0, \lambda_{0}\right), \mu \in\left(0, \mu_{0}\right)$, and $v \in$ $\left(0, v_{0}\right)$, the boundary value problem (1)-(2) has no positive solution.

Remark 3.2 Assume that (A1)-(A4) hold.
(i) If $f_{0}, f_{\infty}>0$, then there exists a positive constant $\tilde{\lambda}_{0}$ such that, for every $\lambda>\tilde{\lambda}_{0}$, $\mu>0$, and $v>0$, the boundary value problem (1)-(2) has no positive solution.
(ii) If $g_{0}, g_{\infty}>0$, then there exists a positive constant $\tilde{\mu}_{0}$ such that, for every $\mu>\tilde{\mu}_{0}$, $\lambda>0$, and $v>0$, the boundary value problem (1)-(2) has no positive solution.
(iii) If $h_{0}, h_{\infty}>0$, then there exists a positive constant $\tilde{v}_{0}$ such that, for every $v>\tilde{v}_{0}$, $\lambda>0$, and $\mu>0$, the boundary value problem (1)-(2) has no positive solution.

Remark 3.3 Assume that (A1)-(A4) hold. If $f_{0}, f_{\infty}, g_{0}, g_{\infty}, h_{0}, h_{\infty}>0$, then there exist positive constants $\tilde{\tilde{\lambda}}_{0}, \tilde{\tilde{\mu}}_{0}$, and $\tilde{\tilde{v}}_{0}$ such that, for every $\lambda>\tilde{\tilde{\lambda}}_{0}, \mu>\tilde{\tilde{\mu}}_{0}$, and $v>\tilde{\tilde{v}}_{0}$, the boundary value problem (1)-(2) has no positive solution.

## 4 Example

Let us consider an example to illustrate the above results.
Let $\alpha_{1}=\alpha_{2}=\alpha_{3}=5 / 2, \beta_{1}=\beta_{2}=\beta_{3}=3 / 2, \xi_{1}=\xi_{2}=\xi_{3}=4, \eta_{1}=\eta_{2}=\eta_{3}=8, \gamma_{1}=\gamma_{2}=\gamma_{3}=$ $3 / 2, v_{1}=v_{2}=v_{3}=1 / 2, \delta=3 / 2, p_{1}=p_{2}=p_{3}=2, q_{1}=q_{2}=q_{3}=2, \phi_{p_{1}}(s)=s, \phi_{q_{1}}(s)=s$.

We consider the system of Hadamard fractional differential equation

$$
\begin{cases}\left.{ }^{H} D_{1^{+}}^{3 / 2}\left(\phi_{p_{1}}{ }^{H} D_{1^{+}}^{5 / 2} x(t)\right)\right)=\lambda f(t, x(t), y(t), z(t)), & t \in(1, e),  \tag{15}\\ { }^{H} D_{1^{+}}^{3 / 2}\left(\phi_{p_{2}}\left({ }^{H} D_{1^{+}}^{5 / 2} y(t)\right)\right)=\mu g(t, x(t), y(t), z(t)), & t \in(1, e), \\ \left.{ }^{H} D_{1^{+}}^{3 / 2}\left(\phi_{p_{3}}{ }^{H} D_{1^{+}}^{5 / 2} z(t)\right)\right)=v h(t, x(t), y(t), z(t)), & t \in(1, e),\end{cases}
$$

with the three-point boundary conditions

$$
\left\{\begin{array}{lr}
x(1)=x^{\prime}(1)=0, & 4 x(e)+8^{H} D_{1^{+}}^{3 / 2} x(e)=0,  \tag{16}\\
\phi_{p_{1}}\left({ }^{H} D_{1^{+}}^{5 / 2} x(1)\right)=0, & \phi_{p_{1}}\left({ }^{H} D_{1^{+}}^{5 / 2} x(e)\right)=\frac{1}{2} \phi_{p_{1}}\left({ }^{H} D_{1^{+}}^{5 / 2} x(3 / 2)\right), \\
y(1)=y^{\prime}(1)=0, & 4 y(e)+8^{H} D_{1^{+}}^{3 / 2} y(e)=0, \\
\phi_{p_{2}}\left({ }^{H} D_{1^{+}}^{5 / 2} y(1)\right)=0, & \phi_{p_{2}}\left({ }^{H} D_{1^{+}}^{5 / 2} y(e)\right)=\frac{1}{2} \phi_{p_{2}}\left({ }^{H} D_{1^{+}}^{5 / 2} y(3 / 2)\right), \\
z(1)=z^{\prime}(1)=0, & 4 z(e)+8^{H} D_{1^{+}}^{3 / 2} z(e)=0, \\
\phi_{p_{3}}\left({ }^{H} D_{1^{+}}^{5 / 2} z(1)\right)=0, & \phi_{p_{3}}\left({ }^{H} D_{1^{+}}^{5 / 2} z(e)\right)=\frac{1}{2} \phi_{p_{3}}\left({ }^{H} D_{1^{+}}^{5 / 2} z(3 / 2)\right) .
\end{array}\right.
$$

Here, $f(t, x, y, z)=(1-\ln t)^{1 / 2}\left(1+\sin ^{2}(x+y+z)\right), g(t, x, y, z)=\ln ^{1 / 2} t \sin (x+y+z)$, and $h(t, x, y, z)=(1+\ln t)^{2}\left(e^{(x+y+z)^{3}}+\sin y\right)$ for all $t \in(1, e), x, y, z \geq 0$. Then we obtain $\Delta_{1}=\Delta_{2}=$ $\Delta_{3} \approx 14.635>0, m=0.125$, and assumptions (A1) and (A2) are satisfied. In addition, we deduce that

$$
\begin{aligned}
& G_{1}(t, s)= \begin{cases}G_{11}(t, s), & 1 \leq t \leq s \leq e, \\
G_{12}(t, s), & 1 \leq s \leq t \leq e,\end{cases} \\
& G_{11}(t, s)=\frac{1}{\Delta_{1}}\left[8(1-\ln s)^{-3 / 2}+\frac{4}{\Gamma(5 / 2)}\right](\ln t)^{3 / 2}(1-\ln s)^{3 / 2}, \\
& G_{2}(t, s)=\frac{1}{\Delta_{1}}\left[8(1-\ln s)^{-3 / 2}+\frac{4}{\Gamma 5 / 2}\right](\ln t)^{3 / 2}(1-\ln s)^{3 / 2}-\frac{1}{\Gamma(5 / 2)}\left(\ln \frac{t}{s}\right)^{3 / 2},
\end{aligned}
$$

and

$$
K_{1}(t, s)=K_{11}(t, s)+\frac{1 / 2(\ln t)^{1 / 2}}{1-1 / 2(\ln (3 / 2))^{1 / 2}} K_{11}(3 / 2, s)
$$

where

$$
\begin{aligned}
& K_{11}(t, s)=\frac{1}{\Gamma(3 / 2)} \begin{cases}(\ln t)^{1 / 2}(1-\ln s)^{1 / 2}, & 1 \leq t \leq s \leq e \\
(\ln t)^{1 / 2}(1-\ln s)^{1 / 2}-\left(\ln \frac{t}{s}\right)^{1 / 2}, & 1 \leq s \leq t \leq e\end{cases} \\
& \begin{aligned}
\int_{1}^{e} G_{1}(e, s) \frac{d s}{s} & =\int_{1}^{e}\left[\frac{1}{14.635}\left[8(1-\ln s)^{-3 / 2}+\frac{4 \Gamma(1)}{\Gamma(5 / 2)}\right](1-\ln s)^{3 / 2}\right.
\end{aligned} \\
&\left.-\frac{1}{\Gamma(5 / 2)}(1-\ln s)^{3 / 2}\right] \frac{d s}{s} \\
&= 0.5466+\frac{16(0.06833)}{5 \sqrt{\pi}} \int_{1}^{e}(1-\ln s)^{3 / 2} \frac{d s}{s}-\frac{4}{3 \sqrt{\pi}} \int_{1}^{e}(1-\ln s)^{3 / 2} \frac{d s}{s} \\
&= 0.5466+\frac{32}{25 \sqrt{\pi}}(0.06833)-\frac{8}{15 \sqrt{\pi}}
\end{aligned}
$$

$$
\begin{aligned}
& =0.5466+0.04935-0.3009=0.29505 \\
& \begin{aligned}
\int_{1}^{e} K_{11}(\tau, \tau) \frac{d \tau}{\tau} & =\int_{1}^{e} \frac{(\ln \tau)^{\beta_{1}-1}(1-\ln \tau)^{\beta_{1}-1}}{\Gamma\left(\beta_{1}\right)} \frac{d \tau}{\tau} \\
& =\frac{1}{\Gamma\left(\beta_{1}\right)} \int_{0}^{1} t^{\beta_{1}-1}(1-t)^{\beta_{1}-1} d t \\
& =\frac{\Gamma\left(\beta_{1}\right)}{\Gamma\left(2 \beta_{1}\right)}=\frac{\Gamma(3 / 2)}{\Gamma(3)}=\frac{\sqrt{\pi}}{4} \\
\sigma_{1} & =\int_{1}^{e} G_{1}(e, s) \phi_{q_{1}}\left(\int_{1}^{e} l_{1}(\tau) \kappa_{1}(\tau) \frac{d \tau}{\tau}\right) \frac{d s}{s} \\
& =(0.29505)\left(\frac{\sqrt{\pi}}{4}+\frac{0.1825}{\sqrt{\pi}(0.7973)}\right) \approx 0.1689
\end{aligned} \\
& \rho_{1}=\int_{s \in I} G_{1}(e, s) \phi_{q_{1}}\left(\int_{s \in I} \varsigma(\tau) K_{11}(\tau, \tau) \frac{d \tau}{\tau}\right) \frac{d s}{s} \approx 0.005876 .
\end{aligned}
$$

We choose $r_{1}=1, M=3, K=8000, \varrho_{1}=1 / 2, \varrho_{2}=1 / 3, \varrho_{3}=1 / 6$, then all the conditions in Theorem 3.3 are satisfied. Therefore, for any

$$
\begin{aligned}
& \lambda \in[0.1701837985,0.9867771857], \quad \mu \in(0,0.6578514571], \\
& \nu \in(0,0.3289257286] \quad \text { or } \\
& \lambda \in(0,0.9867771857], \quad \mu \in[0.1701837985,0.6578514571], \\
& \nu \in(0,0.3289257286] \quad \text { or } \\
& \lambda \in[0,0.9867771857], \quad \mu \in(0,0.6578514571] \\
& \nu \in[0.1701837985,0.3289257286]
\end{aligned}
$$

system (15)-(16) has at least two positive solutions $\left(x_{1}(t), y_{1}(t), z_{1}(t)\right),\left(x_{2}(t), y_{2}(t), z_{2}(t)\right)$ with $0<\left\|\left(x_{1}(t), y_{1}(t), z_{1}(t)\right)\right\|<1<\left\|\left(x_{2}(t), y_{2}(t), z_{2}(t)\right)\right\|$.

We choose $d_{1}=1, d_{2}=10, d_{3}=200, K=4, M=7000, \varsigma_{1}=1 / 3, \varsigma_{2}=1 / 6, \varsigma_{3}=1 / 2$, then all the conditions in Theorem 3.4 are satisfied. Therefore, for any

$$
\begin{aligned}
& \lambda \in[0.1944957697,0.4933885929], \quad \mu \in(0,0.2466942964], \\
& \nu \in(0,0.7400828898] \quad \text { or } \\
& \lambda \in(0,0.4933885929], \quad \mu \in[0.1944957697,0.2466942964], \\
& \nu \in(0,0.7400828898] \quad \text { or } \\
& \lambda \in[0,0.4933885929], \quad \mu \in(0,0.2466942964], \\
& \nu \in[0.1944957697,0.7400828898],
\end{aligned}
$$

system (15)-(16) has at least two positive solutions $\left(x_{1}^{\star}(t), y_{1}^{\star}(t), z_{1}^{\star}(t)\right),\left(x_{2}^{\star}(t), y_{2}^{\star}(t), z_{2}^{\star}(t)\right)$ with $d_{1} \leq\left\|\left(x_{1}^{\star}(t), y_{1}^{\star}(t), z_{1}^{\star}(t)\right)\right\|<d_{2}<\left\|\left(x_{2}^{\star}(t), y_{2}^{\star}(t), z_{2}^{\star}(t)\right)\right\| \leq d_{3}$.

## 5 Conclusions

By using Krasnosel'skii's fixed point theorem and under suitable conditions, we have presented the existence of multiplicity results of positive solutions to the system of three Hadamard fractional differential equations with $p$-Laplacian operator. We have also derived three explicit eigenvalue intervals of $\lambda, \mu$, and $v$ for the existence of multiple positive solutions. Finally, we have given an example to demonstrate our result.
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