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#### Abstract

In this paper, we consider the following fractional Kirchhoff problem with strong singularity: $$
\begin{cases}\left(1+b \int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}} \frac{|u(x)-u(y)|^{2}}{|x-y|^{3+2 s}} \mathrm{~d} x \mathrm{~d} y\right)(-\Delta)^{s} u+V(x) u=f(x) u^{-\gamma}, & x \in \mathbb{R}^{3}, \\ u>0, & x \in \mathbb{R}^{3},\end{cases}
$$ where $(-\Delta)^{s}$ is the fractional Laplacian with $0<s<1, b>0$ is a constant, and $\gamma>1$. Since $\gamma>1$, the energy functional is not well defined on the work space, which is quite different with the situation of $0<\gamma<1$ and can lead to some new difficulties. Under certain assumptions on $V$ and $f$, we show the existence and uniqueness of a positive solution $u_{b}$ by using variational methods and the Nehari manifold method. We also give a convergence property of $u_{b}$ as $b \rightarrow 0$, where $b$ is regarded as a positive parameter.
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## 1 Introduction

Nonlinear equations involving fractional powers of the Laplacian have attracted increasing attention in recent years. The fractional Laplacian is the infinitesimal generator of Lévy stable diffusion process and arises in anomalous diffusion in plasma, population dynamics, geophysical fluid dynamics, flames propagation, chemical reactions in liquids, and American options in finance, see [1] for instance. There are a lot of applications for nonlocal fractional problems, see for example $[3,6,26,33]$ and the references therein. In this paper, we consider the following fractional Kirchhoff problem:

$$
\begin{cases}\left(1+b \int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}} \frac{|u(x)-u(y)|^{2}}{|x-y|^{3+2 s}} \mathrm{~d} x \mathrm{~d} y\right)(-\Delta)^{s} u+V(x) u=f(x) u^{-\gamma}, & x \in \mathbb{R}^{3}  \tag{b}\\ u>0, & x \in \mathbb{R}^{3}\end{cases}
$$
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where $b>0$ is a constant and $\gamma>1$. The fractional Laplacian operator $(-\Delta)^{s}$ in $\mathbb{R}^{3}$ is defined by

$$
(-\Delta)^{s} u(x)=C(s) \text { P.V. } \int_{\mathbb{R}^{3}} \frac{u(x)-u(y)}{|x-y|^{3+2 s}} \mathrm{~d} y, \quad u \in \mathbb{S}\left(\mathbb{R}^{3}\right)
$$

where $P . V$. stands for the Cauchy principal value, $C(s)$ is a normalized constant, $\mathbb{S}\left(\mathbb{R}^{3}\right)$ is the Schwartz space of rapidly decaying function. Throughout the paper, we suppose that $V$ and $f$ satisfy:
$\left(V_{1}\right) \quad V \in C\left(\mathbb{R}^{3}\right)$ satisfies $\inf _{x \in \mathbb{R}^{3}} V(x)>V_{0}>0$, where $V_{0}$ is a constant;
$\left(V_{2}\right) \operatorname{meas}\left\{x \in R^{3}:-\infty<V(x) \leq h\right\}<+\infty$ for all $h \in \mathbb{R}$;
$\left(f_{1}\right) f \in L^{\frac{2}{1+\gamma}}\left(\mathbb{R}^{3}\right)$ is a nonnegative function.
The motivation for studying problem $\left(P_{b}\right)$ comes from Kirchhoff equation of the form

$$
\begin{equation*}
-\left(a+b \int_{\Omega}|\nabla u|^{2} \mathrm{~d} x\right) \Delta u=f(x, u), \quad x \in \Omega, \tag{1.1}
\end{equation*}
$$

where $\Omega \subset \mathbb{R}^{n}$ is a bounded domain, $a>0, b \geq 0$, and $u$ satisfies some boundary conditions. Problem (1.1) is related to the stationary analogue of the equation

$$
\begin{equation*}
\rho \frac{\partial^{2} u}{\partial^{2} t}-\left(\frac{P_{0}}{h}+\frac{F}{2 L} \int_{0}^{L}\left|\frac{\partial u}{\partial x}\right|^{2} \mathrm{~d} x\right) \frac{\partial^{2} u}{\partial^{2} x}=f(x, u), \tag{1.2}
\end{equation*}
$$

which was introduced by Kirchhoff [12] in 1883. This equation is an extension of the classical d'Alembert wave equation by considering the effects of changes in the length of the string during vibrations. The parameters in (1.2) have the following meanings: $L$ is the length of the string, $h$ is the area of the cross-section, $F$ is the Young modulus of the material, $\rho$ is the mass density, and $P_{0}$ is the initial tension. Problem (1.2) was proposed and studied as the fundamental equation for understanding several physical systems, where $u$ describes a process which depends on its average. After the pioneering work of Lions [22], the Kirchhoff type equation began to receive the attention of many researchers.

Recently, many scholars have paid attention to fractional Kirchhoff problem, which was first studied by Fiscella and Valdinoci [10], where they proposed the following stationary Kirchhoff variational model in bounded regular domains of $\mathbb{R}^{n}(n>2 s)$ :

$$
\begin{cases}M\left(\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \frac{|u(x)-u(y)|^{2}}{|x-y|^{n+2 s}} \mathrm{~d} x \mathrm{~d} y\right)(-\Delta)^{s} u=\lambda f(x, u)+|u|^{2_{s}^{*}-2} u, & x \in \Omega  \tag{1.3}\\ u=0, & x \in \mathbb{R}^{n} \backslash \Omega\end{cases}
$$

with $2_{s}^{*}=\frac{2 n}{n-2 s}$. Under some suitable conditions on $f$, Fiscella and Valdinoci [10] proved that the existence of nonnegative solutions of problem (1.3) with the Kirchhoff function $M$ satisfies $M(t) \geq m_{0}=M(0)$ for all $t \in \mathbb{R}^{+}$, i.e., problem (1.3) is a nondegenerate case, see also [5, 9, 11, 27, 30, 36]. In particular, Fiscella [8, 9] provided the existence of two solutions for a fractional Kirchhoff problem involving weak singularity (i.e., $0<\gamma<1$ ) and a critical nonlinearity on a bounded domain.

In the local setting $(s=1)$, problem $\left(P_{b}\right)$ is related to the following singular Kirchhoff problem which was first considered by Liu and Sun [25]:

$$
\begin{cases}-\left(a+b \int_{\Omega}|\nabla u|^{2} \mathrm{~d} x\right) \Delta u=\lambda g(x) \frac{u^{p}}{|u|^{\delta}}+h(x) u^{-\gamma}, & x \in \Omega,  \tag{1.4}\\ u>0, & x \in \Omega, \\ u=0, & x \in \partial \Omega\end{cases}
$$

where $\Omega$ is a smooth bounded domain in $\mathbb{R}^{3}$. Considering the weak singular case, when $\lambda>0$ is small, Liu and Sun [25] obtained two positive solutions for problem (1.4) with $3<p<5-2 \delta$ and $g, h \in C(\bar{\Omega})$ are nontrivial nonnegative functions. Later, by the variational method and perturbation method, Lei et al. [14] obtained two positive solutions for problem (1.4) with $\delta=0, p=5$, i.e., singular Kirchhoff type equation with critical exponent. Liao et al. [21] investigated the existence and multiplicity of positive solutions for problem (1.4) with $\delta=0, p=3$. Liu et al. [24] studied the existence and multiplicity of positive solutions for the Kirchhoff type problem with singular and critical nonlinearities in dimension four. Liao et al. [20] obtained the unique result of a class of singular Kirchhoff type problems. When $p=3, \lambda=1$, and $g \geq 0$ or $g$ changes sign in $\Omega$, Li et al. [16] showed the existence and multiplicity of positive solutions for problem (1.4). By the perturbation method, variational method, and some analysis techniques, Liu et al. [23], Tang et al. [32], Lei and Liao [13] established a multiplicity theorem for a singular Kirchhoff type problem with critical Sobolev exponent, Hardy-Sobolev critical exponent, and asymptotically linear nonlinearities, respectively. Mu and Lu [28], Li et al. [15], and Zhang [40] studied the existence, uniqueness, and multiple results to a singular Schrödinger-Kirchhoff-Poisson system. Li et al. [17], Tan and Sun [31], Zhang [41], and we [37] established a necessary and sufficient condition on the existence of positive solutions for a Kirchhoff problem, a Kirchhoff-Schrödinger-Poisson system, and a Schrödinger-Poisson system with strong singularity (i.e., $\gamma>1$ ), respectively. Wang et al. [35] further obtained a uniqueness result for a Kirchhoff type fractional Laplacian problem with strong singularity. However, results on the strong singular problem are dependent on a bounded smooth domain, and there are few studies on the whole space. For more works on Kirchhoff and singular problems, one could refer to [2, 4, 19, 34, 38, 39] and the references cited therein.
Motivated by the above results, we are concerned with the existence and convergence property of positive solutions for problem $\left(P_{b}\right)$ in this paper. Before stating our main results, we first collect some basic results of fractional Sobolev spaces. In view of the presence of the potential function $V(x)$, we will work in the space

$$
E=\left\{u \in \mathcal{D}^{s, 2}\left(\mathbb{R}^{3}\right):\|u\|_{E}<+\infty\right\}
$$

equipped with inner product and the norm

$$
\begin{aligned}
& (u, v)_{E}=\int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}} \frac{(u(x)-u(y))(v(x)-v(y))}{|x-y|^{3+2 s}} \mathrm{~d} x \mathrm{~d} y+\int_{\mathbb{R}^{3}} V(x) u(x) v(x) \mathrm{d} x, \\
& \|u\|_{E}=(u, u)_{E}^{1 / 2} .
\end{aligned}
$$

Here, $\mathcal{D}^{s, 2}\left(\mathbb{R}^{3}\right)$ is the homogeneous fractional Sobolev space as the completion of $C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$ under the norm

$$
\|u\|_{\mathcal{D}^{s, 2}\left(\mathbb{R}^{3}\right)}=\left(\int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}} \frac{|u(x)-u(y)|^{2}}{|x-y|^{3+2 s}} \mathrm{~d} x \mathrm{~d} y\right)^{1 / 2} \doteq[u]_{s} .
$$

Moreover, by virtue of Proposition 3.4 and Proposition 3.6 in [7], we also have

$$
\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u\right|^{2} \mathrm{~d} x=\frac{C(s)}{2} \int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}} \frac{|u(x)-u(y)|^{2}}{|x-y|^{3+2 s}} \mathrm{~d} x \mathrm{~d} y .
$$

Without loss of generality, we assume that $C(s)=2$.
The energy functional corresponding to problem $\left(P_{b}\right)$ is given by

$$
\begin{equation*}
I_{b}(u)=\frac{1}{2}\|u\|_{E}^{2}+\frac{b}{4}\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u\right|^{2} \mathrm{~d} x\right)^{2}-\frac{1}{1-\gamma} \int_{\mathbb{R}^{3}} f(x)|u|^{1-\gamma} \mathrm{d} x, \tag{1.5}
\end{equation*}
$$

and a function $u \in E$ is called a solution of problem $\left(P_{\lambda}\right)$ if $u>0$ in $\mathbb{R}^{3}$, and for every $v \in E$,

$$
\begin{equation*}
(u, v)_{E}+b \int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u\right|^{2} \mathrm{~d} x \int_{\mathbb{R}^{3}}(-\Delta)^{\frac{s}{2}} u(-\Delta)^{\frac{s}{2}} v \mathrm{~d} x-\int_{\mathbb{R}^{3}} f(x) u^{-\gamma} v \mathrm{~d} x=0 . \tag{1.6}
\end{equation*}
$$

To the best of our knowledge, there are no results on the existence of positive solutions for the fractional Kirchhoff problem with singularity on unbounded domains. Here we need to overcome the lack of compactness as well as the non-differentiability of the functional $I_{b}$ on $E$ and indirect availability of critical point theory due to the presence of singular term. By the variational method and the Nehari method, we obtain the following existence and uniqueness of positive solution and the asymptotic behavior of solutions with respect to the parameter $b$.

Theorem 1.1 Let $b \geq 0$ and $\gamma>1$. Assume $\left(V_{1}\right),\left(V_{2}\right)$, and $\left(f_{1}\right)$. Then problem $\left(P_{b}\right)$ admits a unique positive solution $u_{b}$ if and only if there exists $u_{0} \in E$ such that

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} f(x)\left|u_{0}\right|^{1-\gamma} \mathrm{d} x<+\infty . \tag{1.7}
\end{equation*}
$$

Theorem 1.2 Let $\gamma>1$. Assume $\left(V_{1}\right),\left(V_{2}\right)$, and $\left(f_{1}\right)$. For every vanishing sequence $\left\{b_{n}\right\} \subset$ $(0,1)$, let $u_{b_{n}}$ be the unique positive solution to problem $\left(P_{b}\right)$ provided by Theorem 1.1. Then $u_{b_{n}}$ converge to $w_{0}$ in $E$, where $w_{0}$ is the unique positive solution to problem

$$
\begin{cases}(-\Delta)^{s} u+V(x) u=f(x) u^{-\gamma}, & x \in \mathbb{R}^{3},  \tag{0}\\ u>0, & x \in \mathbb{R}^{3} .\end{cases}
$$

## 2 Preliminaries and proofs of the main results

Throughout the paper, we use the following notations:

- $L^{p}\left(\mathbb{R}^{3}\right)$ is a Lebesgue space whose norm is denoted by $\|u\|_{p}=\left(\int_{\mathbb{R}^{3}}|u|^{p} \mathrm{~d} x\right)^{\frac{1}{p}}$.
- For any $\alpha \in(0,1), 2_{\alpha}^{*}=\frac{6}{3-2 \alpha}$ is the fractional critical exponent in dimension three.
- $\rightarrow$ denotes the strong convergence and $\rightharpoonup$ denotes the weak convergence.
- $u^{+}=\max \{u, 0\}$ and $u^{-}=\max \{-u, 0\}$ for any function $u$.
- $C$ and $C_{i}(i=1,2, \ldots)$ denote various positive constants which may vary from line to line.

Using conditions ( $V_{1}$ ) and ( $V_{2}$ ), we can obtain the following continuous or compact embedding theorem (see [18], Lemma 2.2).

Lemma 2.1 Let $0<s<1$ and suppose that $\left(V_{1}\right)$ and $\left(V_{2}\right)$ hold. If $p \in\left[2,2_{s}^{*}\right]$, then the embedding $E \hookrightarrow L^{p}\left(\mathbb{R}^{3}\right)$ is continuous, and so there exists a constant $C_{p}>0$ such that $\|u\|_{p} \leq C_{p}\|u\|_{E}$ for all $u \in E$. If $p \in\left[2,2_{s}^{*}\right)$, then the embedding $E \hookrightarrow L^{p}\left(\mathbb{R}^{3}\right)$ is compact.

In order to prove our main results, we consider the following two constrained sets:

$$
\mathcal{N}_{1}^{(b)}=\left\{u \in E:\|u\|_{E}^{2}+b\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u\right|^{2} \mathrm{~d} x\right)^{2}-\int_{\mathbb{R}^{3}} f(x)|u|^{1-\gamma} \mathrm{d} x \geq 0\right\}
$$

and

$$
\mathcal{N}_{2}^{(b)}=\left\{u \in E:\|u\|_{E}^{2}+b\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u\right|^{2} \mathrm{~d} x\right)^{2}-\int_{\mathbb{R}^{3}} f(x)|u|^{1-\gamma} \mathrm{d} x=0\right\}
$$

for any $b \geq 0$. We now come to prove our main results.

Proof of Theorem 1.1 (Necessity) Suppose that $u \in E$ is a solution of problem ( $P_{b}$ ), then $u>0$ and satisfies (1.6). Choosing $v=u$ in (1.6), we can get

$$
\int_{\mathbb{R}^{3}} f(x) u^{1-\gamma} \mathrm{d} x=\|u\|_{E}^{2}+b\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u\right|^{2} \mathrm{~d} x\right)^{2}<+\infty,
$$

and the necessity is proved.
(Sufficiency) The proof will be complete in five steps under assumption (1.7) and $b>0$ always hold.
Step 1. We prove that $\mathcal{N}_{i}^{(b)} \neq \emptyset, i=1,2$.
Fix $u \in E$ with $\int_{\mathbb{R}^{3}} f(x)|u|^{1-\gamma} \mathrm{d} x<+\infty$. For any $\eta>0$, we have

$$
I_{b}(\eta u)=\frac{\eta^{2}}{2}\|u\|_{E}^{2}+\frac{b \eta^{4}}{4}\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u\right|^{2} \mathrm{~d} x\right)^{2}-\frac{\eta^{1-\gamma}}{1-\gamma} \int_{\mathbb{R}^{3}} f(x)|u|^{1-\gamma} \mathrm{d} x .
$$

Set $g(\eta)=\eta \frac{\mathrm{d} t_{b}(\eta u)}{\mathrm{d} \eta}$, then

$$
g(\eta)=\eta^{2}\|u\|_{E}^{2}+b \eta^{4}\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u\right|^{2} \mathrm{~d} x\right)^{2}-\eta^{1-\gamma} \int_{\mathbb{R}^{3}} f(x)|u|^{1-\gamma} \mathrm{d} x
$$

By $\gamma>1$, one can easily obtain that $g(\eta)$ is increasing on $(0,+\infty)$, with $\lim _{\eta \rightarrow 0^{+}} g(\eta)=$ $-\infty$ and $\lim _{\eta \rightarrow+\infty} g(\eta)=+\infty$. Thus, there exists unique $\eta(u)>0$ such that $I_{b}(\eta(u) u)=$ $\min _{\eta>0} I_{b}(\eta u)$ and $g(\eta(u))=0$, i.e.,

$$
\eta^{2}(u)\|u\|_{E}^{2}+b \eta^{4}(u)\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u\right|^{2} \mathrm{~d} x\right)^{2}-\eta^{1-\gamma}(u) \int_{\mathbb{R}^{3}} f(x)|u|^{1-\gamma} \mathrm{d} x=0,
$$

that is, $\eta(u) u \in \mathcal{N}_{2}^{(b)}$. Specially, assumption (1.7) implies that there exists $\eta\left(u_{0}\right)>0$ such that $\eta\left(u_{0}\right) u_{0} \in \mathcal{N}_{2}^{(b)} \subset \mathcal{N}_{1}^{(b)}$, and so $\mathcal{N}_{i}^{(b)} \neq \emptyset, i=1,2$, for any $b \geq 0$.

Step 2. We prove that $\mathcal{N}_{1}^{(b)}$ is an unbounded closed set, and there exists a positive constant $C_{1}$ such that $\|u\| \geq C_{1}$ for all $u \in \mathcal{N}_{1}^{(b)}$.
According to Step 1, $\eta u \in \mathcal{N}_{1}^{(b)}$ for any $\eta \geq \eta\left(u_{0}\right)$, so $\mathcal{N}_{1}^{(b)}$ is unbounded. The closeness of $\mathcal{N}_{1}^{(b)}$ follows from Fatou's lemma. We claim that there exists a positive constant $C_{1}$ such that $\|u\|_{E} \geq C_{1}$ for all $u \in \mathcal{N}_{1}^{(b)}$. Arguing by contradiction, there exists a sequence $\left\{u_{n}\right\} \subset$ $\mathcal{N}_{1}^{(b)}$ satisfying $u_{n} \rightarrow 0$ in $E$. Since $\gamma>1$ and $u_{n} \in \mathcal{N}_{1}^{(b)}$, by the reverse form of Hölder's inequality, one can get (note that $u_{n} \not \equiv 0$ as $\gamma>1$ )

$$
\begin{aligned}
\left(\int_{\mathbb{R}^{3}} f^{\frac{2}{1+\gamma}}(x) \mathrm{d} x\right)^{\frac{1+\gamma}{2}}\left(\int_{\mathbb{R}^{3}}\left|u_{n}\right|^{2} \mathrm{~d} x\right)^{\frac{1-\gamma}{2}} & \leq \int_{\mathbb{R}^{3}} f(x)\left|u_{n}\right|^{1-\gamma} d x \\
& \leq\left\|u_{n}\right\|_{E}^{2}+b\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{n}\right|^{2} \mathrm{~d} x\right)^{2} \rightarrow 0
\end{aligned}
$$

Since $f \in L^{\frac{2}{1+\gamma}}\left(\mathbb{R}^{3}\right)$ is nonnegative and then $\left(\int_{\mathbb{R}^{3}} f^{\frac{2}{1+\gamma}}(x) \mathrm{d} x\right)^{\frac{1+\gamma}{2}}>0$, we have $\int_{\mathbb{R}^{3}}\left|u_{n}\right|^{2} \mathrm{~d} x \rightarrow$ $\infty$, which is impossible. So there exists a positive constant $C_{1}$ such that $\|u\|_{E} \geq C_{1}$ for all $u \in \mathcal{N}_{1}^{(b)}$.

Step 3. We show the properties of the minimizing sequence $\left\{u_{n}\right\}$.
For any $u \in \mathcal{N}_{1}^{(b)}$, according to Step 2 , there exists a positive constant $C_{1}$ such that $\|u\|_{E} \geq$ $C_{1}$, then by (1.5) and $\gamma>1$ one has

$$
\begin{equation*}
I_{b}(u)=\frac{1}{2}\|u\|_{E}^{2}+\frac{b}{4}\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u\right|^{2} \mathrm{~d} x\right)^{2}-\frac{1}{1-\gamma} \int_{\mathbb{R}^{3}} f(x)|u|^{1-\gamma} \mathrm{d} x \geq \frac{1}{2}\|u\|_{E}^{2} . \tag{2.1}
\end{equation*}
$$

Therefore, $I_{b}(u)$ is coercive and bounded from below on $\mathcal{N}_{1}^{(b)}$, and so $\inf _{\mathcal{N}_{1}^{(b)}} I_{b}$ is well defined. Since $\mathcal{N}_{1}^{(b)}$ is closed, we apply the Ekeland variational principle to construct a minimizing sequence $\left\{u_{n}\right\} \subset \mathcal{N}_{1}^{(b)}$ satisfying
(1) $I_{b}\left(u_{n}\right)<\inf _{\mathcal{N}_{1}^{(b)}} I_{b}+\frac{1}{n}$;
(2) $I_{b}(z) \geq I_{b}\left(u_{n}\right)-\frac{1}{n}\left\|u_{n}-z\right\|_{E}, \forall z \in \mathcal{N}_{1}^{(b)}$.

The coerciveness of $I_{b}$ on $\mathcal{N}_{1}^{(b)}$ shows that $\left\|u_{n}\right\|_{E} \leq C_{2}$ uniformly for some suitable positive constant $C_{2}$. Hence, $C_{1} \leq\left\|u_{n}\right\|_{E} \leq C_{2}$ and then there exist a subsequence of $\left\{u_{n}\right\}$ (still denoted by $\left\{u_{n}\right\}$ ) and a function $u_{b} \in E$ such that

$$
\begin{array}{ll}
u_{n} \rightharpoonup u_{b}, & \text { in } E \text { and } \mathcal{D}^{s, 2}\left(\mathbb{R}^{3}\right), \\
u_{n} \rightarrow u_{b}, & \text { in } L^{p}\left(\mathbb{R}^{3}\right), p \in\left[2,2_{s}^{*}\right), \\
u_{n} \rightarrow u_{b}, & \text { a.e. in } \mathbb{R}^{3} .
\end{array}
$$

Since $I_{b}(|u|) \leq I_{b}(u)$, we could assume $u_{n} \geq 0$, then $u_{b}(x) \geq 0$. By $\left\{u_{n}\right\} \subset \mathcal{N}_{1}^{(b)}$ and Fatou's lemma, we further get $\int_{\mathbb{R}^{3}} f(x) u_{b}^{1-\gamma} d x<+\infty$, which implies $u_{b}(x)>0$ a.e. in $\mathbb{R}^{3}$.
Step 4. We prove that $u_{b} \in \mathcal{N}_{2}^{(b)}, \inf _{\mathcal{N}_{1}^{(b)}} I_{b}=I_{b}\left(u_{b}\right)$, and for any $0 \leq \psi \in E$,

$$
\left(u_{b}, \psi\right)_{E}+b \int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{b}\right|^{2} \mathrm{~d} x \int_{\mathbb{R}^{3}}(-\Delta)^{\frac{s}{2}} u_{b}(-\Delta)^{\frac{s}{2}} \psi \mathrm{~d} x-\int_{\mathbb{R}^{3}} f(x) u_{b}^{-\gamma} \psi \mathrm{d} x \geq 0
$$

To prove the above statements, we consider the following two cases regarding whether $\left\{u_{n}\right\}$ belongs to $\mathcal{N}_{1}^{(b)} \backslash \mathcal{N}_{2}^{(b)}$ or $\mathcal{N}_{2}^{(b)}$.

Case 1. Suppose that $\left\{u_{n}\right\} \subset \mathcal{N}_{1}^{(b)} \backslash \mathcal{N}_{2}^{(b)}$ for all $n$ large.
For any $0 \leq \psi \in E$, since $\left\{u_{n}\right\} \subset \mathcal{N}_{1}^{(b)} \backslash \mathcal{N}_{2}^{(b)}, f(x)$ is nonnegative and $\gamma>1$, we can derive

$$
\begin{aligned}
\int_{\mathbb{R}^{3}} f(x)\left(u_{n}+\eta \psi\right)^{1-\gamma} \mathrm{d} x & \leq \int_{\mathbb{R}^{3}} f(x) u_{n}^{1-\gamma} \mathrm{d} x \\
& <\left\|u_{n}\right\|_{E}^{2}+b\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{n}\right|^{2} \mathrm{~d} x\right)^{2}, \quad \forall \eta \geq 0 .
\end{aligned}
$$

Therefore, we could choose $\eta>0$ small enough such that

$$
\int_{\mathbb{R}^{3}} f(x)\left(u_{n}+\eta \psi\right)^{1-\gamma} \mathrm{d} x<\left\|u_{n}+\eta \psi\right\|_{E}^{2}+b\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}}\left(u_{n}+\eta \psi\right)\right|^{2} \mathrm{~d} x\right)^{2},
$$

that is, $u_{n}+\eta \psi \in \mathcal{N}_{1}^{(b)}$. Applying condition (2) with $z=u_{n}+\eta \psi$ leads to

$$
\begin{aligned}
\frac{\|\eta \psi\|_{E}}{n} \geq & I_{b}\left(u_{n}\right)-I_{b}\left(u_{n}+\eta \psi\right) \\
= & \frac{1}{2}\left(\left\|u_{n}\right\|_{E}^{2}-\left\|u_{n}+\eta \psi\right\|_{E}^{2}\right)+\frac{1}{1-\gamma} \int_{\mathbb{R}^{3}} f(x)\left[\left(u_{n}+\eta \psi\right)^{1-\gamma}-u_{n}^{1-\gamma}\right] \mathrm{d} x \\
& +\frac{b}{4}\left[\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{n}\right|^{2} \mathrm{~d} x\right)^{2}-\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}}\left(u_{n}+\eta \psi\right)\right|^{2} \mathrm{~d} x\right)^{2}\right] .
\end{aligned}
$$

Dividing by $\eta>0$ and passing to the liminf as $\eta \rightarrow 0^{+}$, according to Fatou's lemma, we obtain

$$
\begin{align*}
& \frac{\|\psi\|_{E}}{n}+\left(u_{n}, \psi\right)_{E}+b \int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{n}\right|^{2} \mathrm{~d} x \int_{\mathbb{R}^{3}}(-\Delta)^{\frac{s}{2}} u_{n}(-\Delta)^{\frac{s}{2}} \psi \mathrm{~d} x \\
& \quad \geq \liminf _{\eta \rightarrow 0^{+}} \frac{1}{1-\gamma} \int_{\mathbb{R}^{3}} f(x) \frac{\left(u_{n}+\eta \psi\right)^{1-\gamma}-u_{n}^{1-\gamma}}{\eta} d x  \tag{2.2}\\
& \quad \geq \int_{\mathbb{R}^{3}} \liminf _{\eta \rightarrow 0^{+}} \frac{f(x)}{1-\gamma} \frac{\left(u_{n}+\eta \psi\right)^{1-\gamma}-u_{n}^{1-\gamma}}{\eta} \mathrm{d} x \\
& \quad=\int_{\mathbb{R}^{3}} f(x) u_{n}^{-\gamma} \psi \mathrm{d} x .
\end{align*}
$$

Letting $n \rightarrow \infty$ and using Fatou's lemma again, one can get

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} f(x) u_{b}^{-\gamma} \psi \mathrm{d} x<+\infty \tag{2.3}
\end{equation*}
$$

for any $0 \leq \psi \in E$. Choose $\psi=u_{b}$ in (2.3), we get $\int_{\mathbb{R}^{3}} f(x) u_{b}^{1-\gamma} \mathrm{d} x<+\infty$ and then Step 1 shows the existence of unique $\eta\left(u_{b}\right)>0$ satisfying $\eta\left(u_{b}\right) u_{b} \in \mathcal{N}_{2}^{(b)}$ and $I_{b}\left(\eta\left(u_{b}\right) u_{b}\right)=$ $\min _{\eta>0} I_{b}\left(\eta u_{b}\right)$. Hence, according to the weak lower semi-continuity of the norm and Fatou's lemma, one has

$$
\begin{aligned}
\inf _{\mathcal{N}_{1}^{(b)}}^{(b)} & =\lim _{n \rightarrow \infty} I_{b}\left(u_{n}\right) \\
& =\liminf _{n \rightarrow \infty}\left[\frac{1}{2}\left\|u_{n}\right\|_{E}^{2}+\frac{b}{4}\left[u_{n}\right]_{s}^{4}-\frac{1}{1-\gamma} \int_{\mathbb{R}^{3}} f(x) u_{n}^{1-\gamma} \mathrm{d} x\right]
\end{aligned}
$$

$$
\begin{aligned}
& \geq \liminf _{n \rightarrow \infty}\left[\frac{1}{2}\left\|u_{n}\right\|_{E}^{2}\right]+\liminf _{n \rightarrow \infty}\left[\frac{b}{4}\left[u_{n}\right]_{s}^{4}\right]+\liminf _{n \rightarrow \infty}\left[\frac{1}{\gamma-1} \int_{\mathbb{R}^{3}} f(x) u_{n}^{1-\gamma} \mathrm{d} x\right] \\
& \geq \frac{1}{2}\left\|u_{b}\right\|_{E}^{2}+\frac{b}{4}\left[u_{b}\right]_{s}^{4}+\frac{1}{\gamma-1} \int_{\mathbb{R}^{3}} f(x) u_{b}^{1-\gamma} \mathrm{d} x \\
& =I_{b}\left(u_{b}\right) \geq I_{b}\left(\eta\left(u_{b}\right) u_{b}\right) \\
& \geq \inf _{\mathcal{N}_{2}^{(b)}} I_{b} \geq \inf _{\mathcal{N}_{1}^{(b)}} I_{b} .
\end{aligned}
$$

Thus, the above inequalities are actually equalities. By the uniqueness of $\eta\left(u_{b}\right)$, we have $\eta\left(u_{b}\right)=1$, that is,

$$
\begin{equation*}
u_{b} \in \mathcal{N}_{2}^{(b)}, \quad \inf _{\mathcal{N}_{1}^{(b)}} I_{b}=I_{b}\left(u_{b}\right) . \tag{2.4}
\end{equation*}
$$

Moreover, we can also obtain that $\liminf _{n \rightarrow \infty}\left\|u_{n}\right\|_{E}^{2}=\left\|u_{b}\right\|_{E}^{2}$ with $\liminf _{n \rightarrow \infty}\left[u_{n}\right]_{s}=\left[u_{b}\right]_{s}$ and a subsequence of $\left\{u_{n}\right\}$ (still denoted by $\left\{u_{n}\right\}$ ) such that $\lim _{n \rightarrow \infty}\left\|u_{n}\right\|_{E}^{2}=\left\|u_{b}\right\|_{E}^{2}$ and $\lim _{n \rightarrow \infty}\left[u_{n}\right]_{s}=\left[u_{b}\right]_{s}$ This together with the weak convergence of $\left\{u_{n}\right\}$ in $E$ and $\mathcal{D}^{s, 2}\left(\mathbb{R}^{3}\right)$ implies $u_{n} \rightarrow u_{b}$ strongly in $E$ and $\mathcal{D}^{s, 2}\left(\mathbb{R}^{3}\right)$. Hence, using Fatou's lemma again, it follows from (2.2) that, for any $0 \leq \psi \in E$,

$$
\begin{align*}
& \left(u_{b}, \psi\right)_{E}+b \int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{b}\right|^{2} \mathrm{~d} x \int_{\mathbb{R}^{3}}(-\Delta)^{\frac{s}{2}} u_{b}(-\Delta)^{\frac{s}{2}} \psi \mathrm{~d} x \\
& \quad \geq \int_{\mathbb{R}^{3}} f(x) u_{b}^{-\gamma} \psi \mathrm{d} x . \tag{2.5}
\end{align*}
$$

Case 2. There exists a subsequence of $\left\{u_{n}\right\}$ (still denoted by $\left\{u_{n}\right\}$ )which belongs to $\mathcal{N}_{2}^{(b)}$.
For any $0 \leq \psi \in E$, using $\gamma>1$ and the boundedness of $\left\{u_{n}\right\}$, we have

$$
\begin{aligned}
\int_{\mathbb{R}^{3}} f(x)\left(u_{n}+\eta \psi\right)^{1-\gamma} \mathrm{d} x & \leq \int_{\mathbb{R}^{3}} f(x) u_{n}^{1-\gamma} \mathrm{d} x \\
& =\left\|u_{n}\right\|_{E}^{2}+b\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{n}\right|^{2} \mathrm{~d} x\right)^{2}<+\infty, \quad \forall \eta \geq 0,
\end{aligned}
$$

then Step 1 shows the existence of some functions $h_{n, \psi}(\eta):[0,+\infty) \rightarrow(0,+\infty)$ corresponding to $u_{n}+\eta \psi$ such that

$$
h_{n, \psi}(0)=1, \quad h_{n, \psi}(\eta)\left(u_{n}+\eta \psi\right) \in \mathcal{N}_{2}^{(b)}, \quad \forall \eta \geq 0
$$

The continuity of $h_{n, \psi}(\eta)$ with respect to $\eta \geq 0$ follows from the dominated convergence theorem since $\gamma>1$ and $\int_{\mathbb{R}^{3}} f(x) u_{n}^{1-\gamma} \mathrm{d} x<+\infty$. However, we have no idea whether or not $h_{n, \psi}(\eta)$ is differentiable. For the sake of proof, we set

$$
h_{n, \psi}^{\prime}(0)=\lim _{\eta \rightarrow 0^{+}} \frac{h_{n, \psi}(\eta)-1}{\eta} \in[-\infty,+\infty] .
$$

If the above limit does not exist, we choose $\eta_{k} \rightarrow 0$ (instead of $\eta \rightarrow 0$ ) with $\eta_{k}>0$ such that $h_{n, \psi}^{\prime}(0)=\lim _{k \rightarrow \infty} \frac{h_{n, \psi}\left(\eta_{k}\right)-1}{\eta_{k}} \in[-\infty,+\infty]$. According to $u_{n} \in \mathcal{N}_{2}^{(b)}$ and $h_{n, \psi}(\eta)\left(u_{n}+\eta \psi\right) \in$
$\mathcal{N}_{2}^{(b)}$, we have

$$
\begin{aligned}
& \left\|u_{n}\right\|_{E}^{2}+b\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{n}\right|^{2} \mathrm{~d} x\right)^{2}=\int_{\mathbb{R}^{3}} f(x) u_{n}^{1-\gamma} \mathrm{d} x, \\
& h_{n, \psi}^{2}(\eta)\left\|u_{n}+\eta \psi\right\|_{E}^{2}+b h_{n, \psi}^{4}(\eta)\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}}\left(u_{n}+\eta \psi\right)\right|^{2} \mathrm{~d} x\right)^{2} \\
& \quad=h_{n, \psi}^{1-\gamma}(\eta) \int_{\mathbb{R}^{3}} f(x)\left(u_{n}+\eta \psi\right)^{1-\gamma} \mathrm{d} x .
\end{aligned}
$$

Since $\gamma>1$, the above two equalities yield

$$
\begin{aligned}
0 \geq & {\left[h_{n, \psi}(\eta)-1\right]\left\{\left[h_{n, \psi}(\eta)+1\right]\left\|u_{n}+\eta \psi\right\|_{E}^{2}\right.} \\
& -\frac{h_{n, \psi}^{1-\gamma}(\eta)-1}{h_{n, \psi}(\eta)-1} \int_{\mathbb{R}^{3}} f(x)\left(u_{n}+\eta \psi\right)^{1-\gamma} \mathrm{d} x \\
& \left.+b\left[h_{n, \psi}^{2}(\eta)+1\right]\left[h_{n, \psi}(\eta)+1\right]\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}}\left(u_{n}+\eta \psi\right)\right|^{2} \mathrm{~d} x\right)^{2}\right\} \\
& +\left[\left\|u_{n}+\eta \psi\right\|_{E}^{2}-\left\|u_{n}\right\|_{E}^{2}\right] \\
& +b\left[\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}}\left(u_{n}+\eta \psi\right)\right|^{2} \mathrm{~d} x\right)^{2}-\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{n}\right|^{2} \mathrm{~d} x\right)^{2}\right] .
\end{aligned}
$$

Dividing by $\eta>0$ and passing to the limit as $\eta \rightarrow 0^{+}$, using the continuity of $h_{n, \psi}(\eta)$ and $u_{n} \in \mathcal{N}_{2}^{(b)}$, we obtain

$$
\begin{aligned}
0 \geq & h_{n, \psi}^{\prime}(0)\left\{2\left\|u_{n}\right\|_{E}^{2}+(\gamma-1) \int_{\mathbb{R}^{3}} f(x) u_{n}^{1-\gamma} \mathrm{d} x+4 b\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{n}\right|^{2} \mathrm{~d} x\right)^{2}\right\} \\
& +2\left(u_{n}, \psi\right)_{E}+4 b \int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{n}\right|^{2} \mathrm{~d} x \int_{\mathbb{R}^{3}}(-\Delta)^{\frac{s}{2}} u_{n}(-\Delta)^{\frac{s}{2}} \psi \mathrm{~d} x \\
= & h_{n, \psi}^{\prime}(0)\left\{(\gamma+1)\left\|u_{n}\right\|_{E}^{2}+b(\gamma+3)\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{n}\right|^{2} \mathrm{~d} x\right)^{2}\right\} \\
& +2\left(u_{n}, \psi\right)_{E}+4 b \int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{n}\right|^{2} \mathrm{~d} x \int_{\mathbb{R}^{3}}(-\Delta)^{\frac{s}{2}} u_{n}(-\Delta)^{\frac{s}{2}} \psi \mathrm{~d} x
\end{aligned}
$$

which implies that $h_{n, \psi}^{\prime}(0) \neq+\infty$. Since $C_{1} \leq\left\|u_{n}\right\|_{E} \leq C_{2}$ by Step 3 , we can further conclude from the above inequality that

$$
\begin{equation*}
h_{n, \psi}^{\prime}(0) \leq C_{3} \quad \text { uniformly in } n \tag{2.6}
\end{equation*}
$$

for some suitable constant $C_{3}>0$ and

$$
\frac{\left\|u_{n}\right\|_{E}}{n}-\frac{(\gamma+1) C_{1}^{2}}{\gamma-1}<0
$$

for $n$ large enough. We claim that there exists a constant $C_{4}$ such that $h_{n, \psi}^{\prime}(0) \geq C_{4}$ uniformly in all $n$ large. Fix $n$, without loss of generality, we can assume $h_{n, \psi}^{\prime}(0)<0$, and so
$h_{n, \psi}(\eta)<1$ for $\eta>0$ small. Applying condition (2) with $z=h_{n, \psi}(\eta)\left(u_{n}+\eta \psi\right)$ leads to

$$
\begin{align*}
\frac{1}{n}\left[1-h_{n, \psi}(\eta)\right]\left\|u_{n}\right\|_{E}+\frac{\eta}{n} h_{n, \psi}(\eta)\|\psi\|_{E} & \geq \frac{1}{n}\left\|u_{n}-h_{n, \psi}(\eta)\left(u_{n}+\eta \psi\right)\right\|_{E} \\
& \geq I_{b}\left(u_{n}\right)-I_{b}\left[h_{n, \psi}(\eta)\left(u_{n}+\eta \psi\right)\right] \tag{2.7}
\end{align*}
$$

Since $u_{n} \in \mathcal{N}_{2}^{(b)}$, we can further get

$$
\begin{aligned}
\frac{\|\psi\|_{E}}{n} h_{n, \psi}(\eta) \geq & \frac{h_{n, \psi}(\eta)-1}{\eta}\left\{\frac{\left\|u_{n}\right\|_{E}}{n}-\left(\frac{1}{2}+\frac{1}{\gamma-1}\right)\left[h_{n, \psi}(\eta)+1\right]\left\|u_{n}+\eta \psi\right\|_{E}^{2}\right. \\
& -b\left(\frac{1}{4}+\frac{1}{\gamma-1}\right)\left[h_{n, \psi}^{2}(\eta)+1\right]\left[h_{n, \psi}(\eta)+1\right] \\
& \left.\times\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}}\left(u_{n}+\eta \psi\right)\right|^{2} \mathrm{~d} x\right)^{2}\right\} \\
& -\left(\frac{1}{2}+\frac{1}{\gamma-1}\right) \frac{\left\|u_{n}+\eta \psi\right\|_{E}^{2}-\left\|u_{n}\right\|_{E}^{2}}{\eta} \\
& -b\left(\frac{1}{4}+\frac{1}{\gamma-1}\right) \\
& \times \frac{\left[\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}}\left(u_{n}+\eta \psi\right)\right|^{2} \mathrm{~d} x\right)^{2}-\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{n}\right|^{2} \mathrm{~d} x\right)^{2}\right]}{\eta} .
\end{aligned}
$$

Letting $\eta \rightarrow 0^{+}$, using the continuity of $h_{n, \psi}(\eta)$ and $C_{1} \leq\left\|u_{n}\right\|_{E} \leq C_{2}$, we obtain

$$
\begin{aligned}
\frac{\|\psi\|_{E} \geq}{n} \geq & h_{n, \psi}^{\prime}(0)\left\{\frac{\left\|u_{n}\right\|_{E}}{n}-\left(\frac{\gamma+1}{\gamma-1}\right)\left\|u_{n}\right\|_{E}^{2}-b\left(\frac{\gamma+3}{\gamma-1}\right)\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{n}\right|^{2} \mathrm{~d} x\right)^{2}\right\} \\
& -\left(\frac{\gamma+1}{\gamma-1}\right)\left(u_{n}, \psi\right)_{E}-b\left(\frac{\gamma+3}{\gamma-1}\right) \int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{n}\right|^{2} \mathrm{~d} x \int_{\mathbb{R}^{3}}(-\Delta)^{\frac{s}{2}} u_{n}(-\Delta)^{\frac{s}{2}} \psi \mathrm{~d} x \\
= & h_{n, \psi}^{\prime}(0)\left\{\frac{\left\|u_{n}\right\|_{E}}{n}-\frac{1}{\gamma-1}\left[(\gamma+1)\left\|u_{n}\right\|_{E}^{2}+b(\gamma+3)\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{n}\right|^{2} \mathrm{~d} x\right)^{2}\right]\right\} \\
& -\left(\frac{\gamma+1}{\gamma-1}\right)\left(u_{n}, \psi\right)_{E}-b\left(\frac{\gamma+3}{\gamma-1}\right) \int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{n}\right|^{2} \mathrm{~d} x \int_{\mathbb{R}^{3}}(-\Delta)^{\frac{s}{2}} u_{n}(-\Delta)^{\frac{s}{2}} \psi \mathrm{~d} x \\
\geq & h_{n, \psi}^{\prime}(0)\left\{\frac{\left\|u_{n}\right\|_{E}}{n}-\frac{(\gamma+1) C_{1}^{2}}{\gamma-1}\right\}-\left(\frac{\gamma+1}{\gamma-1}\right)\left(u_{n}, \psi\right)_{E} \\
& -b\left(\frac{\gamma+3}{\gamma-1}\right) \int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{n}\right|^{2} \mathrm{~d} x \int_{\mathbb{R}^{3}}(-\Delta)^{\frac{s}{2}} u_{n}(-\Delta)^{\frac{s}{2}} \psi \mathrm{~d} x
\end{aligned}
$$

since $\gamma>1$ and $h_{n, \psi}^{\prime}(0)<0$. Then, from the construction of coefficient, we see that $h_{n, \psi}^{\prime}(0) \neq$ $-\infty$ and cannot diverge to $-\infty$ as $n \rightarrow \infty$, that is,

$$
\begin{equation*}
h_{n, \psi}^{\prime}(0) \neq-\infty, \quad \text { and } \quad h_{n, \psi}^{\prime}(0) \geq C_{4} \quad \text { uniformly in } n \text { large } \tag{2.8}
\end{equation*}
$$

for some suitable constant $C_{4}$. So, it follows from (2.6) and (2.8) that

$$
h_{n, \psi}^{\prime}(0) \in(-\infty,+\infty), \quad \text { and } \quad\left|h_{n, \psi}^{\prime}(0)\right| \leq C \quad \text { uniformly in } n \text { large, }
$$

where $C=\max \left\{C_{3},\left|C_{4}\right|\right\}$ is independent of $n$. Furthermore, applying condition (2) with $z=h_{n, \psi}(\eta)\left(u_{n}+\eta \psi\right)$ again leads to

$$
\begin{aligned}
& \frac{\left|1-h_{n, \psi}(\eta)\right|}{\eta} \frac{\left\|u_{n}\right\|_{E}}{n}+\frac{\|\psi\|_{E}}{n} h_{n, \psi}(\eta) \\
& \geq \frac{1}{n \eta}\left\|u_{n}-h_{n, \psi}(\eta)\left(u_{n}+\eta \psi\right)\right\|_{E} \\
& \geq \frac{1}{\eta}\left[I_{b}\left(u_{n}\right)-I_{b}\left[h_{n, \psi}(\eta)\left(u_{n}+\eta \psi\right)\right]\right] \\
& \geq \frac{h_{n, \psi}(\eta)-1}{\eta}\left\{-\frac{h_{n, \psi}(\eta)+1}{2}\left\|u_{n}+\eta \psi\right\|_{E}^{2}\right. \\
& \quad+\frac{h_{n, \psi}^{1-\gamma}(\eta)-1}{(1-\gamma)\left[h_{n, \psi}(\eta)-1\right]} \int_{\mathbb{R}^{3}} f(x)\left(u_{n}+\eta \psi\right)^{1-\gamma} \mathrm{d} x \\
& \left.\quad-\frac{b}{4}\left[h_{n, \varphi}^{2}(\eta)+1\right]\left[h_{n, \varphi}(\eta)+1\right]\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}}\left(u_{n}+\eta \psi\right)\right|^{2} \mathrm{~d} x\right)^{2}\right\} \\
& \quad-\frac{b}{4} \frac{\left[\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}}\left(u_{n}+\eta \psi\right)\right|^{2} \mathrm{~d} x\right)^{2}-\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{n}\right|^{2} \mathrm{~d} x\right)^{2}\right]}{\eta} \\
& \quad-\frac{1}{2} \frac{\left\|u_{n}+\eta \psi\right\|_{E}^{2}-\left\|u_{n}\right\|_{E}^{2}}{\eta}+\frac{1}{1-\gamma} \int_{\mathbb{R}^{3}} f(x) \frac{\left(u_{n}+\eta \psi\right)^{1-\gamma}-u_{n}^{1-\gamma}}{\eta} \mathrm{d} x .
\end{aligned}
$$

Passing to the liminf as $\eta \rightarrow 0^{+}$, since $u_{n} \in \mathcal{N}_{2}^{(b)}$, by the continuity of $h_{n, \psi}(\eta)$ and Fatou's lemma, we have

$$
\begin{aligned}
& \frac{\left|h_{n, \psi}^{\prime}(0)\right| \cdot\left\|u_{n}\right\|_{E}}{n}+\frac{\|\psi\|_{E}}{n} \\
& \geq h_{n, \psi}^{\prime}(0)\left\{-\left\|u_{n}\right\|_{E}^{2}+\int_{\mathbb{R}^{3}} f(x) u_{n}^{1-\gamma} \mathrm{d} x-b\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{n}\right|^{2} \mathrm{~d} x\right)^{2}\right\} \\
&-b \int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{n}\right|^{2} \mathrm{~d} x \int_{\mathbb{R}^{3}}(-\Delta)^{\frac{s}{2}} u_{n}(-\Delta)^{\frac{s}{2}} \psi \mathrm{~d} x \\
&-\left(u_{n}, \psi\right)_{E}+\liminf _{\eta \rightarrow 0^{+}} \frac{1}{1-\gamma} \int_{\mathbb{R}^{3}} f(x) \frac{\left(u_{n}+\eta \psi\right)^{1-\gamma}-u_{n}^{1-\gamma}}{\eta} \mathrm{d} x \\
& \geq-\left(u_{n}, \psi\right)_{E}-b \int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{n}\right|^{2} \mathrm{~d} x \int_{\mathbb{R}^{3}}(-\Delta)^{\frac{s}{2}} u_{n}(-\Delta)^{\frac{s}{2}} \psi \mathrm{~d} x \\
& \quad+\int_{\mathbb{R}^{3}} \frac{f(x)}{1-\gamma} \liminf _{\eta \rightarrow 0^{+}} \frac{\left(u_{n}+\eta \psi\right)^{1-\gamma}-u_{n}^{1-\gamma}}{\eta} \mathrm{d} x \\
&=--\left(u_{n}, \psi\right)_{E}-b \int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{n}\right|^{2} \mathrm{~d} x \int_{\mathbb{R}^{3}}(-\Delta)^{\frac{s}{2}} u_{n}(-\Delta)^{\frac{s}{2}} \psi \mathrm{~d} x+\int_{\mathbb{R}^{3}} f(x) u_{n}^{-\gamma} \psi \mathrm{d} x .
\end{aligned}
$$

Furthermore, for $n$ large, we have

$$
\begin{aligned}
& \int_{\mathbb{R}^{3}} f(x) u_{n}^{-\gamma} \psi \mathrm{d} x \\
& \quad \leq \frac{\left|h_{n, \psi}^{\prime}(0)\right| \cdot\left\|u_{n}\right\|_{E}+\|\psi\|_{E}}{n}+\left(u_{n}, \psi\right)_{E}
\end{aligned}
$$

$$
\begin{aligned}
& +b \int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{n}\right|^{2} \mathrm{~d} x \int_{\mathbb{R}^{3}}(-\Delta)^{\frac{s}{2}} u_{n}(-\Delta)^{\frac{s}{2}} \psi \mathrm{~d} x \\
\leq & C \cdot C_{2}+\|\psi\|_{E} \\
n & \left(u_{n}, \psi\right)_{E}+b \int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{n}\right|^{2} \mathrm{~d} x \int_{\mathbb{R}^{3}}(-\Delta)^{\frac{s}{2}} u_{n}(-\Delta)^{\frac{s}{2}} \psi \mathrm{~d} x,
\end{aligned}
$$

thanks to $C_{1} \leq\left\|u_{n}\right\|_{E} \leq C_{2}$ and $\left|h_{n, \varphi}^{\prime}(0)\right| \leq C$ uniformly in $n$ large. Passing to the limit as $n \rightarrow \infty$ with using Hölder's inequality and Fatou's lemma again leads to

$$
\int_{\mathbb{R}^{3}} f(x) u_{b}^{-\gamma} \psi \mathrm{d} x<+\infty
$$

for any $0 \leq \psi \in E$. By the same argument as in Case 1, we can also obtain that

$$
\begin{equation*}
u_{b} \in \mathcal{N}_{2}^{(b)}, \quad \inf _{\mathcal{N}_{1}^{(b)}} I_{b}=I_{b}\left(u_{b}\right) \tag{2.9}
\end{equation*}
$$

and for any $0 \leq \psi \in E$,

$$
\begin{align*}
& \left(u_{b}, \psi\right)_{E}+b \int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{b}\right|^{2} \mathrm{~d} x \int_{\mathbb{R}^{3}}(-\Delta)^{\frac{s}{2}} u_{b}(-\Delta)^{\frac{s}{2}} \psi \mathrm{~d} x \\
& \quad \geq \int_{\mathbb{R}^{3}} f(x) u_{b}^{-\gamma} \psi \mathrm{d} x \tag{2.10}
\end{align*}
$$

in Case 2. Therefore, combining (2.4), (2.5), (2.9), and (2.10), we could conclude that in either case, up to a subsequence, $u_{n} \rightarrow u_{b}$ strongly in $E, u_{b} \in \mathcal{N}_{2}^{(b)}, \inf _{\mathcal{N}_{1}^{(b)}} I_{b}=I_{b}\left(u_{b}\right)$, and

$$
\begin{equation*}
\left(u_{b}, \psi\right)_{E}+b \int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{b}\right|^{2} \mathrm{~d} x \int_{\mathbb{R}^{3}}(-\Delta)^{\frac{s}{2}} u_{b}(-\Delta)^{\frac{s}{2}} \psi \mathrm{~d} x \geq \int_{\mathbb{R}^{3}} f(x) u_{b}^{-\gamma} \psi \mathrm{d} x \tag{2.11}
\end{equation*}
$$

for any $0 \leq \psi \in E$.
Step 5. We prove that $u_{b}>0$ in $\mathbb{R}^{3}$ and $u_{b}$ is a solution of problem $\left(P_{b}\right)$.
According to Step $4, u_{b} \in \mathcal{N}_{2}^{(b)}$, that is,

$$
\begin{equation*}
\left\|u_{b}\right\|_{E}+b\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{b}\right|^{2} \mathrm{~d} x\right)^{2}-\int_{\mathbb{R}^{3}} f(x) u_{b}^{1-\gamma}=0 . \tag{2.12}
\end{equation*}
$$

For any $v \in E$ and $\varepsilon>0$, set $v_{\varepsilon}=u_{b}+\varepsilon v$, then

$$
\begin{align*}
& \left(u_{b}(x)-u_{b}(y)\right)\left(v_{\varepsilon}^{+}(x)-v_{\varepsilon}^{+}(y)\right) \\
& \quad=\left(u_{b}(x)-u_{b}(y)\right)\left(v_{\varepsilon}(x)+v_{\varepsilon}^{-}(x)-v_{\varepsilon}(y)-v_{\varepsilon}^{-}(y)\right) \\
& \quad=\left|u_{b}(x)-u_{b}(y)\right|^{2}+\varepsilon\left(u_{b}(x)-u_{b}(y)\right)(v(x)-v(y)) \\
& \quad+\left(u_{b}(x)-u_{b}(y)\right)\left(v_{\varepsilon}^{-}(x)-v_{\varepsilon}^{-}(y)\right) . \tag{2.13}
\end{align*}
$$

Using the proof of Theorem 3.2 in [8], we can obtain

$$
\begin{equation*}
\operatorname{liminin}_{\varepsilon \rightarrow 0^{+}} \frac{1}{\varepsilon} \int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}} \frac{\left(u_{b}(x)-u_{b}(y)\right)\left[v_{\varepsilon}^{-}(x)-v_{\varepsilon}^{-}(y)\right]}{|x-y|^{3+2 s}} \mathrm{~d} x \mathrm{~d} y \leq 0 \tag{2.14}
\end{equation*}
$$

Set $\Omega_{\varepsilon}=\left\{x \in \mathbb{R}^{3}: v_{\varepsilon} \leq 0\right\}$, then using (2.12)-(2.13) and applying inequality (2.11) with $\psi=v_{\varepsilon}^{+}$lead to

$$
\begin{aligned}
& 0 \leq \frac{1}{\varepsilon}\left\{\int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}} \frac{\left(u_{b}(x)-u_{b}(y)\right)\left(v_{\varepsilon}^{+}(x)-v_{\varepsilon}^{+}(y)\right)}{|x-y|^{3+2 s}} \mathrm{~d} x \mathrm{~d} y+\int_{\mathbb{R}^{3}} V(x) u_{b} v_{\varepsilon}^{+} \mathrm{d} x\right. \\
& \left.+b \int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{b}\right|^{2} \mathrm{~d} x \int_{\mathbb{R}^{3}}(-\Delta)^{\frac{s}{2}} u_{b}(-\Delta)^{\frac{s}{2}} v_{\varepsilon}^{+} \mathrm{d} x-\int_{\mathbb{R}^{3}} f(x) u_{b}^{-\gamma} v_{\varepsilon}^{+} \mathrm{d} x\right\} \\
& =\frac{1}{\varepsilon} \int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}} \frac{\left|u_{b}(x)-u_{b}(y)\right|^{2}}{|x-y|^{3+2 s}} \mathrm{~d} x \mathrm{~d} y+\int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}} \frac{\left(u_{b}(x)-u_{b}(y)\right)(v(x)-v(y))}{|x-y|^{3+2 s}} \mathrm{~d} x \mathrm{~d} y \\
& +\frac{1}{\varepsilon} \int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}} \frac{\left(u_{b}(x)-u_{b}(y)\right)\left(v_{\varepsilon}^{-}(x)-v_{\varepsilon}^{-}(y)\right)}{|x-y|^{3+2 s}} \mathrm{~d} x \mathrm{~d} y \\
& +\frac{1}{\varepsilon}\left(\int_{\mathbb{R}^{3}}-\int_{\Omega_{\varepsilon}}\right)\left\{V(x) u_{b}\left(u_{b}+\varepsilon v\right)\right. \\
& \left.+b\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{b}\right|^{2} \mathrm{~d} x\right)(-\Delta)^{\frac{s}{2}} u_{b}(-\Delta)^{\frac{s}{2}}\left(u_{b}+\varepsilon v\right)-f(x) u_{b}^{-\gamma}\left(u_{b}+\varepsilon v\right)\right\} \mathrm{d} x \\
& =\frac{1}{\varepsilon}\left\{\left\|u_{b}\right\|_{E}^{2}+b\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{b}\right|^{2} \mathrm{~d} x\right)^{2}-\int_{\mathbb{R}^{3}} f(x) u_{b}^{1-\gamma} \mathrm{d} x\right\} \\
& +\left\{\left(u_{b}, v\right)_{E}+b \int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{b}\right|^{2} \mathrm{~d} x \int_{\mathbb{R}^{3}}(-\Delta)^{\frac{s}{2}} u_{b}(-\Delta)^{\frac{s}{2}} v \mathrm{~d} x-\int_{\mathbb{R}^{3}} f(x) u_{b}^{-\gamma} v \mathrm{~d} x\right\} \\
& -\frac{1}{\varepsilon} \int_{\Omega_{\varepsilon}}\left\{V(x) u_{b}\left(u_{b}+\varepsilon v\right)+b\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{b}\right|^{2} \mathrm{~d} x\right)(-\Delta)^{\frac{s}{2}} u_{b}(-\Delta)^{\frac{s}{2}}\left(u_{b}+\varepsilon v\right)\right. \\
& \left.-f(x) u_{b}^{-\gamma}\left(u_{b}+\varepsilon v\right)\right\} \mathrm{d} x+\frac{1}{\varepsilon} \int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}} \frac{\left(u_{b}(x)-u_{b}(y)\right)\left(v_{\varepsilon}^{-}(x)-v_{\varepsilon}^{-}(y)\right)}{|x-y|^{3+2 s}} \mathrm{~d} x \mathrm{~d} y \\
& \leq\left\{\left(u_{b}, v\right)_{E}+b \int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{b}\right|^{2} \mathrm{~d} x \int_{\mathbb{R}^{3}}(-\Delta)^{\frac{s}{2}} u_{b}(-\Delta)^{\frac{s}{2}} v \mathrm{~d} x-\int_{\mathbb{R}^{3}} f(x) u_{b}^{-\gamma} v \mathrm{~d} x\right\} \\
& -\frac{1}{\varepsilon} \int_{\Omega_{\varepsilon}}\left[V(x) u_{b}^{2}+b\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{b}\right|^{2} \mathrm{~d} x\right)\left|(-\Delta)^{\frac{s}{2}} u_{b}\right|^{2}\right] \mathrm{d} x \\
& -\int_{\Omega_{\varepsilon}}\left[V(x) u_{b} v+b\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{b}\right|^{2} \mathrm{~d} x\right)(-\Delta)^{\frac{s}{2}} u_{b}(-\Delta)^{\frac{s}{2}} v\right] \mathrm{d} x \\
& +\frac{1}{\varepsilon} \int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}} \frac{\left(u_{b}(x)-u_{b}(y)\right)\left(v_{\varepsilon}^{-}(x)-v_{\varepsilon}^{-}(y)\right)}{|x-y|^{3+2 s}} \mathrm{~d} x \mathrm{~d} y \\
& \leq\left\{\left(u_{b}, v\right)_{E}+b \int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{b}\right|^{2} \mathrm{~d} x \int_{\mathbb{R}^{3}}(-\Delta)^{\frac{s}{2}} u_{b}(-\Delta)^{\frac{s}{2}} v \mathrm{~d} x-\int_{\mathbb{R}^{3}} f(x) u_{b}^{-\gamma} v \mathrm{~d} x\right\} \\
& -\int_{\Omega_{\varepsilon}}\left[V(x) u_{b} v+b\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{b}\right|^{2} \mathrm{~d} x\right)(-\Delta)^{\frac{s}{2}} u_{b}(-\Delta)^{\frac{s}{2}} v\right] \mathrm{d} x \\
& +\frac{1}{\varepsilon} \int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}} \frac{\left(u_{b}(x)-u_{b}(y)\right)\left(v_{\varepsilon}^{-}(x)-v_{\varepsilon}^{-}(y)\right)}{|x-y|^{3+2 s}} \mathrm{~d} x \mathrm{~d} y .
\end{aligned}
$$

Passing to the liminf as $\varepsilon \rightarrow 0^{+}$to the above inequality and using (2.14) and the fact that $\left|\Omega_{\varepsilon}\right| \rightarrow 0$ as $\varepsilon \rightarrow 0^{+}$, we have

$$
\left(u_{b}, v\right)_{E}+b \int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{b}\right|^{2} \mathrm{~d} x \int_{\mathbb{R}^{3}}(-\Delta)^{\frac{s}{2}} u_{b}(-\Delta)^{\frac{s}{2}} v \mathrm{~d} x-\int_{\mathbb{R}^{3}} f(x) u_{b}^{-\gamma} v \mathrm{~d} x \geq 0, \quad \forall v \in E .
$$

This inequality also holds for $-v$, hence we obtain

$$
\begin{align*}
& \left(u_{b}, v\right)_{E}+b \int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{b}\right|^{2} \mathrm{~d} x \int_{\mathbb{R}^{3}}(-\Delta)^{\frac{s}{2}} u_{b}(-\Delta)^{\frac{s}{2}} v \mathrm{~d} x \\
& \quad-\int_{\mathbb{R}^{3}} f(x) u_{b}^{-\gamma} v \mathrm{~d} x=0, \quad \forall v \in E . \tag{2.15}
\end{align*}
$$

From an argument similar to [29, Theorem 6.3], we know that $u_{b} \in C_{\text {loc }}^{\alpha}\left(\mathbb{R}^{3}\right)$ for some $\alpha \in(0, s)$. On the other hand, (2.15) implies that

$$
\begin{equation*}
\left[1+b \int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{b}\right|^{2} \mathrm{~d} x\right](-\Delta)^{s} u_{b}+V(x) u_{b} \geq 0 . \tag{2.16}
\end{equation*}
$$

Assume that there exists $x_{0} \in \mathbb{R}^{3}$ such that $u_{b}\left(x_{0}\right)=0$, then from (2.16) we have $(-\Delta)^{s} u_{b}\left(x_{0}\right) \geq 0$. On the other hand, since $u_{b} \geq 0$ and $u_{b} \not \equiv 0$, we can get from Lemma 3.2 in [7] that

$$
\begin{aligned}
(-\Delta)^{s} u_{b}\left(x_{0}\right) & =-\int_{\mathbb{R}^{3}} \frac{u_{b}\left(x_{0}+y\right)+u_{b}\left(x_{0}-y\right)-2 u_{b}\left(x_{0}\right)}{|y|^{3+2 s}} \mathrm{~d} y \\
& =-\int_{\mathbb{R}^{3}} \frac{u_{b}\left(x_{0}+y\right)+u_{b}\left(x_{0}-y\right)}{|y|^{3+2 s}} \mathrm{~d} y<0,
\end{aligned}
$$

a contradiction. Therefore, $u_{b}>0$ in $\mathbb{R}^{3}$ and $u_{b} \in E$ is a solution of problem $\left(P_{b}\right)$.
Step 6. We show that $u_{b}$ is a unique solution of problem $\left(P_{b}\right)$.
Suppose that $u_{*} \in E$ is also a solution of problem $\left(P_{b}\right)$, then we have

$$
\begin{align*}
& \left(u_{*}, v\right)_{E}+b \int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{*}\right|^{2} \mathrm{~d} x \int_{\mathbb{R}^{3}}(-\Delta)^{\frac{s}{2}} u_{*}(-\Delta)^{\frac{s}{2}} v \mathrm{~d} x \\
& \quad-\int_{\mathbb{R}^{3}} f(x) u_{*}^{-\gamma} v \mathrm{~d} x=0, \quad \forall v \in E . \tag{2.17}
\end{align*}
$$

Taking $v=u_{b}-u_{*}$ in both equations (2.15)-(2.17) and subtracting term by term, we obtain

$$
\begin{aligned}
0 \geq & \int_{\mathbb{R}^{3}} f(x)\left(u_{b}^{-\gamma}-u_{*}^{-\gamma}\right)\left(u_{b}-u_{*}\right) \mathrm{d} x \\
= & \left\|u_{b}-u_{*}\right\|_{E}^{2}+b\left[\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{b}\right|^{2} \mathrm{~d} x\right)^{2}\right. \\
& -\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{b}\right|^{2} \mathrm{~d} x \int_{\mathbb{R}^{3}}(-\Delta)^{\frac{s}{2}} u_{b}(-\Delta)^{\frac{s}{2}} u_{*} \mathrm{~d} x \\
& \left.-\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{*}\right|^{2} \mathrm{~d} x \int_{\mathbb{R}^{3}}(-\Delta)^{\frac{s}{2}} u_{*}(-\Delta)^{\frac{s}{2}} u_{b} \mathrm{~d} x+\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{*}\right|^{2} \mathrm{~d} x\right)^{2}\right] \\
\geq & \left\|u_{b}-u_{*}\right\|_{E}^{2}+b\left(\left[u_{b}\right]_{s}^{4}-\left[u_{b}\right]_{s}^{3}\left[u_{*}\right]_{s}-\left[u_{*}\right]_{s}^{3}\left[u_{b}\right]_{s}+\left[u_{*}\right]_{s}^{4}\right) \\
= & \left\|u_{b}-u_{*}\right\|_{E}^{2}+b\left(\left[u_{b}\right]_{s}-\left[u_{*}\right]_{s}\right)^{2}\left(\left[u_{b}\right]_{s}^{2}+\left[u_{b}\right]_{s}\left[u_{*}\right]_{s}+\left[u_{*}\right]_{s}^{2}\right) \\
\geq & \left\|u_{b}-u_{*}\right\|_{E}^{2} \geq 0,
\end{aligned}
$$

where we use Hölder's inequality. So $\left\|u_{b}-u_{*}\right\|_{E}^{2}=0$, then $u_{b}=u_{*}$ and $u_{b}$ is the unique solution of problem $\left(P_{b}\right)$. This ends the proof of Theorem 1.1.

Proof of Theorem 1.2 In the proof of Theorem 1.1, $b=0$ and $b=1$ are allowed. Hence, under the assumptions of Theorem 1.2, there exist a unique positive solution $w_{0} \in E$ to problem $\left(P_{0}\right)$ and a unique positive solution $w_{1} \in E$ to problem $\left(P_{1}\right)$, that is, for any $v \in E$, one has

$$
\begin{align*}
& \left\{\begin{array}{l}
\left(w_{0}, v\right)_{E}=\int_{\mathbb{R}^{3}} f(x) w_{0}^{-\gamma} v \mathrm{~d} x, \\
w_{0} \in \mathcal{N}_{2}^{(0)}, \quad \inf _{\mathcal{N}_{1}^{(0)}} I_{0}=I_{0}\left(w_{0}\right),
\end{array}\right.  \tag{2.18}\\
& \left\{\begin{array}{l}
\left(w_{1}, v\right)_{E}+\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} w_{1}\right|^{2} \mathrm{~d} x \int_{\mathbb{R}^{3}}(-\Delta)^{\frac{s}{2}} w_{1}(-\Delta)^{\frac{s}{2}} v \mathrm{~d} x=\int_{\mathbb{R}^{3}} f(x) w_{1}^{-\gamma} v \mathrm{~d} x, \\
w_{1} \in \mathcal{N}_{2}^{(1)}, \quad \inf _{\mathcal{N}_{1}^{(1)}} I_{1}=I_{1}\left(w_{1}\right) .
\end{array}\right. \tag{2.19}
\end{align*}
$$

Step 1. We prove that $c_{b} \leq c_{1}$ for $b \in[0,1]$ where $c_{b}=\inf _{\mathcal{N}_{1}^{(b)}} I_{b}$.
By the proof of the necessity of Theorem 1.1, we have $\int_{\mathbb{R}^{3}} f(x) w_{1}^{1-\gamma} \mathrm{d} x<+\infty$. According to Step 1 in the proof of Theorem 1.1 and (2.19), there exists unique $\eta\left(w_{1}\right)>0$ such that $\eta\left(w_{1}\right) w_{1} \in \mathcal{N}_{2}^{(b)}, I_{b}\left(\eta\left(w_{1}\right) w_{1}\right)=\min _{\eta>0} I_{b}\left(\eta w_{1}\right)$, and $c_{1}=I_{1}\left(w_{1}\right)=\min _{\eta>0} I_{1}\left(\eta w_{1}\right)$. Since $\mathcal{N}_{2}^{(b)} \subset \mathcal{N}_{1}^{(b)}$ and $b \in[0,1]$, we then have

$$
c_{b}=\inf _{\mathcal{N}_{1}^{(b)}}^{(b)} I_{b} \leq \inf _{\mathcal{N}_{2}^{(b)}} I_{b} \leq I_{b}\left(\eta\left(w_{1}\right) w_{1}\right)=\min _{\eta>0} I_{b}\left(\eta w_{1}\right) \leq \min _{\eta>0} I_{1}\left(\eta w_{1}\right)=c_{1} .
$$

For every vanishing sequence $\left\{b_{n}\right\} \subset(0,1)$, since $\left\{u_{b_{n}}\right\}$ is a positive solution sequence to problem $\left(P_{b}\right)$ provided by Theorem 1.1, then $c_{b_{n}} \leq c_{1}$ and for every $v \in E$,

$$
\begin{equation*}
\left(u_{b_{n}}, v\right)_{E}+b_{n} \int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{b_{n}}\right|^{2} \mathrm{~d} x \int_{\mathbb{R}^{3}}(-\Delta)^{\frac{s}{2}} u_{b_{n}}(-\Delta)^{\frac{s}{2}} v \mathrm{~d} x=\int_{\mathbb{R}^{3}} f(x) u_{b_{n}}^{-\gamma} v \mathrm{~d} x . \tag{2.20}
\end{equation*}
$$

Using (2.1), we can further get

$$
\frac{1}{2}\left\|u_{b_{n}}\right\|_{E}^{2} \leq I_{b_{n}}\left(u_{b_{n}}\right)=c_{b_{n}} \leq c_{1}
$$

which implies that $\left\{u_{b_{n}}\right\}$ is bounded in $E$, and so there exist a subsequence of $\left\{u_{b_{n}}\right\}$ (still denoted by $\left\{u_{b_{n}}\right\}$ ) and a nonnegative function $u_{0} \in E$ such that

$$
\begin{array}{ll}
u_{b_{n}} \rightharpoonup u_{0}, & \text { in } E \\
u_{b_{n}} \rightarrow u_{0}, & \text { in } L^{p}\left(\mathbb{R}^{3}\right), p \in\left[2,2_{s}^{*}\right)  \tag{2.21}\\
u_{b_{n}} \rightarrow u_{0}, & \text { a.e. in } \mathbb{R}^{3} .
\end{array}
$$

Step 2. We prove that $u_{0} \in \mathcal{N}_{2}^{(0)}$, $\inf _{\mathcal{N}_{1}^{(0)}} I_{0}=I_{0}\left(u_{0}\right), u_{b_{n}} \rightarrow u_{0}$ in $E$, and for any $0 \leq v \in E$,

$$
\left(u_{0}, v\right)_{E} \geq \int_{\mathbb{R}^{3}} f(x) u_{0}^{-\gamma} v \mathrm{~d} x .
$$

Passing to the liminf as $n \rightarrow \infty$ in (2.20) and using Fatou's lemma, for any $0 \leq v \in E$, we have

$$
\begin{equation*}
\left(u_{0}, v\right)_{E}-\int_{\mathbb{R}^{3}} f(x) u_{0}^{-\gamma} v \mathrm{~d} x \geq 0 \tag{2.22}
\end{equation*}
$$

Similar to Step 4 in the proof of Theorem 1.1, we have $u_{0}>0$ in $\mathbb{R}^{3}$. Choosing $v=u_{0}$ in (2.22) leads to $\left\|u_{0}\right\|_{E}^{2}-\int_{\mathbb{R}^{3}} f(x) u_{0}^{1-\gamma} \mathrm{d} x \geq 0$, i.e., $u_{0} \in \mathcal{N}_{1}^{(0)}$, so $I_{0}\left(u_{0}\right) \geq c_{0}$. Similar to Step 1, for any $n \in \mathbb{N}$, there exists unique $\eta_{n}\left(w_{0}\right)>0$ such that $\eta_{n}\left(w_{0}\right) w_{0} \in \mathcal{N}_{2}^{\left(b_{n}\right)}, I_{b_{n}}\left(\eta_{n}\left(w_{0}\right) w_{0}\right)=$ $\min _{\eta>0} I_{b_{n}}\left(\eta w_{0}\right)$. Thus

$$
\begin{aligned}
c_{0} & =I_{0}\left(w_{0}\right) \\
& =I_{b_{n}}\left(w_{0}\right)-\frac{b_{n}}{4}\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} w_{0}\right|^{2} \mathrm{~d} x\right)^{2} \\
& \geq I_{b_{n}}\left(\eta_{n}\left(w_{0}\right) w_{0}\right)-\frac{b_{n}}{4}\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} w_{0}\right|^{2} \mathrm{~d} x\right)^{2} \\
& \geq c_{b_{n}}-\frac{b_{n}}{4}\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} w_{0}\right|^{2} \mathrm{~d} x\right)^{2},
\end{aligned}
$$

which yields

$$
\begin{equation*}
\limsup _{n \rightarrow+\infty} c_{b_{n}} \leq c_{0} \tag{2.23}
\end{equation*}
$$

On the other hand,

$$
\begin{aligned}
c_{b_{n}} & =I_{b_{n}}\left(u_{b_{n}}\right) \\
& =\frac{1}{2}\left\|u_{b_{n}}\right\|_{E}^{2}+\frac{b_{n}}{4}\left(\int_{\mathbb{R}^{3}}\left|(-\Delta)^{\frac{s}{2}} u_{b_{n}}\right|^{2} \mathrm{~d} x\right)^{2}-\frac{1}{1-\gamma} \int_{\mathbb{R}^{3}} f(x) u_{b_{n}}^{1-\gamma} \mathrm{d} x \\
& \geq \frac{1}{2}\left\|u_{b_{n}}\right\|_{E}^{2}-\frac{1}{1-\gamma} \int_{\mathbb{R}^{3}} f(x) u_{b_{n}}^{1-\gamma} \mathrm{d} x .
\end{aligned}
$$

By the weak lower semi-continuity of the norm, (2.21), Fatou's lemma, and $I_{0}\left(u_{0}\right) \geq c_{0}$, we have

$$
\begin{align*}
\liminf _{n \rightarrow \infty} c_{b_{n}} & \geq \liminf _{n \rightarrow \infty}\left[\frac{1}{2}\left\|u_{b_{n}}\right\|_{E}^{2}\right]+\liminf _{n \rightarrow \infty}\left[\frac{1}{\gamma-1} \int_{\mathbb{R}^{3}} f(x) u_{b_{n}}^{1-\gamma} \mathrm{d} x\right] \\
& \geq \frac{1}{2}\left\|u_{0}\right\|_{E}^{2}+\frac{1}{\gamma-1} \int_{\mathbb{R}^{3}} f(x) u_{0}^{1-\gamma} \mathrm{d} x=I_{0}\left(u_{0}\right) \geq c_{0} \tag{2.24}
\end{align*}
$$

This combined with (2.23) leads to $\lim _{n \rightarrow+\infty} c_{b_{n}}=c_{0}$. Thus, the above inequalities are actually equalities, so $u_{b_{n}} \rightarrow u_{0}$ in $E$ and $I_{0}\left(u_{0}\right)=c_{0}=\inf _{\mathcal{N}_{1}^{(0)}} I_{0}$. Choosing $v=u_{b_{n}}$ in (2.20) and passing to the liminf as $n \rightarrow+\infty$, one can get

$$
\left\|u_{0}\right\|_{E}^{2}=\int_{\mathbb{R}^{3}} f(x) u_{0}^{1-\gamma} \mathrm{d} x .
$$

That is to say, $u_{0} \in \mathcal{N}_{2}^{(0)}$.
Step 3. We prove that $u_{0}=w_{0}$ and then $u_{b_{n}} \rightarrow w_{0}$ in $E$.
By (2.22) and $u_{0} \in \mathcal{N}_{2}^{(0)}$, similar to Step 5 in the proof of Theorem 1.1, we can further that $0<u_{0} \in E$ is also a solution of problem $\left(P_{0}\right)$. By the uniqueness of solution to problem $\left(P_{0}\right), u_{0}=w_{0}$. Hence $u_{b_{n}} \rightarrow w_{0}$ in $E$ and $w_{0}$ is the unique positive solution to problem $\left(P_{0}\right)$. This completed the proof of Theorem 1.2.

## Acknowledgements

We appreciate the editor and referees for their invaluable comments.

## Funding

This work was supported by the National Natural Science Foundation of China (No. 11871152, 11671085), the Natural Science Foundation of Fujian Province (No. 2019J01089), and the Program for New Century Excellent Talents in Fujian Province University (2018).

## Availability of data and materials

Not applicable.

## Competing interests

The authors declare that they have no competing interests.

## Authors' contributions

All authors equally contributed to this manuscript and approved of the final version.

## Author details

${ }^{1}$ Department of Basic Teaching and Research, Yango University, Fuzhou, Fujian 350015, China. ${ }^{2}$ College of Mathematics and Informatics \& FJKLMAA, Fujian Normal University, Qishan Campus, Fuzhou, Fujian 350117, China.

## Publisher's Note

Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

## Received: 14 August 2020 Accepted: 7 March 2021 Published online: 19 March 2021

## References

1. Applebaum, D.: Lévy processes-from probability to finance and quantum groups. Not. Am. Math. Soc. 51, 1336-1347 (2004)
2. Cai, Z., Lei, C., Chu, C.: On a Schrödinger-Poisson system with singularity and critical nonlinearities. Bound. Value Probl. 56, 1-15 (2020)
3. Carbotti, A., Dipierro, S., Valdinoci, E.: Local Density of Solutions to Fractional Equations. De Gruyter Studies in Mathematics, vol. 74. de Gruyter, Berlin (2019)
4. Chen, J.: Multiple positive solutions to a class of Kirchhoff equation on $\mathbb{R}^{3}$ with indefinite nonlinearity. Nonlinear Anal. 96, 134-145 (2014)
5. Cheng, K., Gao, Q.: Sign-changing solutions for the stationary Kirchhoff problems involving the fractional Laplacian in $R^{N}$. Acta Math. Sci. Ser. B Engl. Ed. 38(6), 1712-1730 (2018)
6. Devillanova, G., Carlo Marano, G.: A free fractional viscous oscillator as a forced standard damped vibration. Fract. Calc. Appl. Anal. 19, 319-356 (2016)
7. Di Nezza, E., Palatucci, G., Valdinoci, E.: Hitchhiker's guide to the fractional Sobolev spaces. Bull. Sci. Math. 136, 521-573 (2012)
8. Fiscella, A.: A fractional Kirchhoff problem involving a singular term and a critical nonlinearity. Adv. Nonlinear Anal. 8, 645-660 (2019)
9. Fiscella, A., Mishra, P.: The Nehari manifold for fractional Kirchhoff problems involving singular and critical terms. Nonlinear Anal. 186, 6-32 (2019)
10. Fiscella, A., Valdinoci, E.: A critical Kirchhoff type problem involving a nonlocal operator. Nonlinear Anal. 94, 156-170 (2014)
11. He, X., Zou, W.: Multiplicity of concentrating solutions for a class of fractional Kirchhoff equation. Manuscr. Math. 158, 159-203 (2018)
12. Kirchhoff, G.: Mechanik. Teubner, Leipzig (1883)
13. Lei, C., Liao, J.: Multiple positive solutions for Kirchhoff type problems with singularity and asymptotically linear nonlinearities. Appl. Math. Lett. 94, 279-285 (2019)
14. Lei, C., Liao, J., Tang, C.: Multiple positive solutions for Kirchhoff type of problems with singularity and critical exponents. J. Math. Anal. Appl. 421, 521-538 (2015)
15. Li, F., Song, Z., Zhang, Q.: Existence and uniqueness results for Kirchhoff-Schrödinger-Poisson system with general singularity. Appl. Anal. 96, 2906-2916 (2017)
16. Li, H., Tang, Y., Liao, J.: Existence and multiplicity of positive solutions for a class of singular Kirchhoff type problems with sign-changing potential. Math. Methods Appl. Sci. 41, 2971-2986 (2018)
17. Li, Q., Gao, W., Han, Y.: Existence of solution for a singular elliptic equation of Kirchhoff type. Mediterr. J. Math. 14, 231 (2017)
18. Li, W., Rǎdulescu, V., Zhang, B.: Infinitely many solutions for fractional Kirchhoff-Schrödinger-Poisson systems. J. Math. Phys. 60, 011506 (2019)
19. Liao, J.: Two solutions for a class of singular Kirchhoff-type problems with Hardy-Sobolev critical exponent II. Math. Methods Appl. Sci. 44, 407-418 (2021)
20. Liao, J., Ke, X., Lei, C., Tang, C.: A uniqueness result for Kirchhoff type problems with singularity. Appl. Math. Lett. 59, 24-30 (2016)
21. Liao, J., Zhang, P., Liu, J., Tang, C.: Existence and multiplicity of positive solutions for a class of Kirchhoff type problems with singularity. J. Math. Anal. Appl. 430, 1124-1148 (2015)
22. Lions, J.L.: On some questions in boundary value problems of mathematical physics. In: International Symposium on Continuum, Mechanics and Partial Differential Equations, Rio de Janeiro (1977). Mathematics Studies, vol. 30, pp. 284-346. North-Holland, Amsterdam (1978)
23. Liu, J., Hou, A., Liao, J.: Multiplicity of positive solutions for a class of singular elliptic equations with critical Sobolev exponent and Kirchhoff-type nonlocal term. Electron. J. Qual. Theory Differ. Equ. 100, 1 (2018)
24. Liu, R., Tang, C., Liao, J., Wu, X.: Positive solutions of Kirchhoff type problem with singular and critical nonlinearities in dimension four. Commun. Pure Appl. Anal. 15, 1841-1856 (2016)
25. Liu, X., Sun, Y.: Multiple positive solutions for Kirchhoff type problems with singularity. Commun. Pure Appl. Anal. 12, 721-733 (2013)
26. Molica Bisci, G., Rǎdulescu, V., Servadei, R.: Variational Methods for Nonlocal Fractional Problems. Encyclopedia of Mathematics and Its Applications, vol. 162. Cambridge University Press, Cambridge (2016)
27. Molica Bisci, G., Tulone, F.: An existence result for fractional Kirchhoff-type equations. Z. Anal. Anwend. 35, 181-197 (2016)
28. Mu, M., Lu, H.: Existence and multiplicity of positive solutions for Schrödinger-Kirchhoff-Poisson system with singularity. J. Funct. Spaces 2017, 5985962 (2017)
29. Mukherjee, T., Sreenadh, K.: Fractional elliptic equations with critical growth and singular nonlinearities. Electron. J. Differ. Equ. 2016, 54 (2016)
30. Shao, L., Chen, H.: Existence and concentration result for a class of fractional Kirchhoff equations with Hartree-type nonlinearities and steep potential well. C. R. Acad. Sci. Paris, Ser. I 356, 489-497 (2018)
31. Sun, Y., Tan, Y.: Kirchhoff type equations with strong singularities. Commun. Pure Appl. Anal. 18, 181-193 (2019)
32. Tang, Y., Liao, J., Tang, C.: Two positive solutions for Kirchhoff type problems with Hardy-Sobolev critical exponent and singular nonlinearities. Taiwan. J. Math. 23, 231-253 (2019)
33. Valdinoci, E.: From the long jump random walk to the fractional Laplacian. Bol. Soc. Esp. Mat. Apl. 49, 33-44 (2009)
34. Wang, D., Yan, B.: A uniqueness result for some Kirchhoff-type equations with negative exponents. Appl. Math. Lett. 92, 93-98 (2019)
35. Wang, L., Cheng, K., Zhang, B.: A uniqueness result for strong singular Kirchhoff-type fractional Laplacian problems. Appl. Math. Optim. (2019). https://doi.org/10.1007/s00245-019-09612-y
36. Xiang, M., Zhang, B., Guo, X.: Infinitely many solutions for a fractional Kirchhoff type problem via fountain theorem. Nonlinear Anal. 120, 299-313 (2015)
37. Yu, S., Chen, J.: A uniqueness result for a Schrödinger-Poisson system with strong singularity. Electron. J. Qual. Theory Differ. Equ. 87, 1 (2019)
38. Yu, S., Chen, J.: Uniqueness and asymptotical behavior of solutions to a Choquard equation with singularity. Appl. Math. Lett. 102, 106099 (2020)
39. Yu, S., Chen, J.: Multiple positive solutions for critical elliptic problem with singularity. Monatshefte Math. (2021) https://doi.org/10.1007/s00605-021-01510-2
40. Zhang, Q.: Multiple positive solutions for Kirchhoff-Schrödinger-Poisson system with general singularity. Bound. Value Probl. 127, 1-17 (2017)
41. Zhang, Q.: Existence of positive solution to Kirchhoff-Schrödinger-Poisson system with strong singular term. J. Math. Phys. 60, 041504 (2019)

## Submit your manuscript to a SpringerOpen ${ }^{\bullet}$ journal and benefit from:

- Convenient online submission
- Rigorous peer review
- Open access: articles freely available online
- High visibility within the field
- Retaining the copyright to your article

Submit your next manuscript at $>$ springeropen.com

