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#### Abstract

This research studies the inverse boundary value problem for fractional elliptic equation of Tricomi-Gellerstedt-Keldysh type and obtains a condition stability result. To recover the continuous dependence of the solution on the measurement data, a generalized Tikhonov regularization method based on ill-posedness analysis is constructed. Under the a priori and a posterior selection rules for the regularization parameter, corresponding Hölder type convergence results are obtained. On this basis, this thesis verifies the simulation effect of the generalized Tikhonov method through numerical examples. The examples show that the method performs well in dealing with the problem under consideration.
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## 1 Introduction

In 1993, Podlubny proposed the concept of generalized calculus, which provided a theoretical foundation for the study of generalized differential equations [1]. In 2000, Kilbas et al. introduced the concept of fractional elliptic equations in their study of generalized calculus [2]. In recent years, fractional elliptic equations have been widely applied in various scientific fields. For example, subsonic and Transonic aerodynamics [3], blow up dynamics [4], microscopic Fermi-liquid [5], etc. Due to the needs of real life, the study of some types of fractional elliptic equations has gradually deepened, such as Tricomi equation [6], Gellerstedt equation [7], and Keldysh equation [8]. At the same time, scholars have done some systematic work in theoretical research, as seen in references [9-15], which provides a foundation for understanding and applying these equations. Based on this research, this

[^0]paper studies the Tricomi-Gellerstedt-Keldysh type of fractional elliptic equations:
\[

$$
\begin{cases}D_{x}^{2 a} u(x, y)-x^{2 \beta} L u(x, y)=0, & (x, y) \in[0, \infty) \times \Omega  \tag{1.1}\\ u(x, y)=0, & (x, y) \in[0, \infty) \times \partial \Omega \\ u(0, y)=f(y), & y \in \Omega, \\ \lim _{x \rightarrow \infty} u(x, y)=0, & y \in \Omega\end{cases}
$$
\]

where $\alpha \in\left(\frac{1}{2}, 1\right], \beta>-\alpha, D_{x}^{2 \alpha}=\partial_{0+, x}^{\alpha} \partial_{0+, x}^{\alpha}, \Omega \subset \mathbb{R}^{N}(N \geq 1)$ is a bounded connected domain with a smooth boundary $\partial \Omega$, and $\partial_{0+, x}^{\alpha}$ represents the $\alpha$-order $(0<\alpha \leq 1)$ Caputo fractional derivative of the variable $x$ [1]:

$$
\begin{equation*}
\partial_{0+, x}^{\alpha} u(x, y)=\frac{1}{\Gamma(1-\alpha)} \int_{0}^{x}(x-s)^{-\alpha} \partial_{s} u(s, y) d s, \tag{1.2}
\end{equation*}
$$

and $L: H^{2}(\Omega) \cap H_{0}^{1}(\Omega) \rightarrow L^{2}(\Omega)$ is a symmetric uniformly elliptic operator. In addition, let $\varphi_{n}$ and $\lambda_{n}$ respectively represent the orthonormal eigenfunctions and eigenvalues of the operator $L$, such that $L \varphi_{n}=\lambda_{n} \varphi_{n}, n=1,2, \ldots$, and $\lambda_{n}$ satisfy $0<\lambda_{1} \leq \lambda_{2} \leq \lambda_{3} \leq \cdots$, $\lim _{n \rightarrow \infty} \lambda_{n}=+\infty$.
In reference [16], the authors studied the well-posedness of problem (1.1), including the existence, uniqueness, and stability of generalized solutions. This paper considers the inverse boundary value problem of problem (1.1)

$$
\begin{cases}D_{x}^{2 \alpha} u(x, y)-x^{2 \beta} L u(x, y)=0, & (x, y) \in[0, \infty) \times \Omega  \tag{1.3}\\ u(x, y)=0, & (x, y) \in[0, \infty) \times \partial \Omega \\ u(T, y)=g(y), & y \in \Omega \\ \lim _{x \rightarrow \infty} u(x, y)=0, & y \in \Omega\end{cases}
$$

The inverse problem is the problem of ill-posedness of determining the unknown parameters from the measurement data, i.e., recovering the boundary data $f(y)=u(0, y)$ by data $g(y)=u(T, y),(0<T<+\infty)$, which contains the measurement error and satisfies

$$
\begin{equation*}
\left\|g^{\delta}-g\right\|_{L^{2}(\Omega)} \leq \delta \tag{1.4}
\end{equation*}
$$

where $g^{\delta}$ denotes the measurement data and $\delta>0$ denotes the measurement error bound.
This inverse problem is ill-posed due to the presence of noise. In 2021, the special case of the inverse problem (1.3) $\beta=0$ was studied in the literature [17] by using an iterative approach. In 2024, [18] utilized a similar regularization method to study the inverse boundary value problem (1.3). Based on the above current research status, this paper investigates the conditional stability, regularization theory, and numerical algorithms for inverse problem (1.3). This research solves the ill-posedness of inverse problems by regularization method, i.e., by adding regularization terms. The generalized Tikhonov regularization method is a commonly used method for dealing with the ill-posedness of inverse problems and can be applied to different types of inverse problems, see [19-23].
This paper is summarized below. In Sect. 2, some necessary preliminary results are given. Section 3 gives the ill-posedness and conditional stability of the inverse problem. In

Sect. 4, generalized Tikhonov regularization method to overcome the ill-posedness is constructed. In Sect. 5, the corresponding convergence results of Hölder type are given and proved respectively under the a priori and a posteriori selection rules for regularization parameter. In Sect. 6, this thesis verifies the simulation effects of the generalized Tikhonov regularization through numerical examples. It shows that the use of this method to solve inverse problem in the thesis is feasible.

## 2 Preliminaries

Definition 2.1 [24] The definition of the three-parameter Mittag-Leffler function is as follows:

$$
\begin{equation*}
E_{\alpha, m, l}(z)=\sum_{n=0}^{\infty}\left(\prod_{k=1}^{n} \frac{\Gamma(1+\alpha((k-1) m+l))}{\Gamma(1+\alpha((k-1) m+l+1))}\right) z^{n}, \quad z \in \mathbb{C}, \tag{2.1}
\end{equation*}
$$

where $\alpha, m>0$ and $l>-\frac{1}{\alpha}$.
Lemma 2.2 [25] For $\alpha \in(0,1)$ and $z \geq 0$, the following inequality holds:

$$
\begin{equation*}
\frac{1}{1+\Gamma(1-\alpha) z} \leq E_{\alpha, m, m-1}(-z) \leq \frac{1}{1+\frac{\Gamma(1+(m-1) \alpha)}{\Gamma(1+m \alpha)} z} \tag{2.2}
\end{equation*}
$$

Lemma 2.3 Based on Lemma 2.2, let $z=\sqrt{\lambda_{n}} T^{\alpha+\beta}$ and $m=1+\frac{\beta}{\alpha}$, it can be established that

$$
\begin{equation*}
\frac{\eta_{1}}{\sqrt{\lambda_{n}}} \leq E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right) \leq \frac{\eta_{2}}{\sqrt{\lambda_{n}}}, \quad \lambda_{n} \geq \lambda_{1}>0 \tag{2.3}
\end{equation*}
$$

where $\eta_{1}=\frac{1}{\lambda_{1}^{-\frac{1}{2}}+\Gamma(1-\alpha) T^{\alpha+\beta}}, \eta_{2}=\frac{1}{C_{\alpha, 1+\frac{\beta}{\alpha}} T^{\alpha+\beta}}$, and $C_{\alpha, 1+\frac{\beta}{\alpha}}=\frac{\Gamma(1+\beta)}{\Gamma(1+\alpha+\beta)}$.
Lemma 2.4 Let $s \geq \lambda_{1}>0$ and $p>0$, it holds that the following inequality is satisfied:

$$
\begin{equation*}
A(s)=\frac{\eta_{2} \sqrt{s}}{\eta_{1}^{2}+\mu s^{p+1}} \leq c_{1} \mu^{-\frac{1}{2 p+2}} \tag{2.4}
\end{equation*}
$$

here, $c_{1}=c_{1}\left(p, \eta_{1}, \eta_{2}\right)>0$ is independent of the values of $\mu$ ands.
Proof From $\lim _{s \rightarrow 0} A(s)=\lim _{s \rightarrow \infty} A(s)=0$, it can be inferred that $A(s)$ attains a maximum value. If let $A^{\prime}\left(s_{0}\right)=0$, then $s_{0}=\left(\frac{\eta_{1}^{2}}{\mu+2 \mu p}\right)^{\frac{1}{p+1}}>0$, it can be shown that

$$
\begin{equation*}
A(s) \leq A\left(s_{0}\right)=\frac{\eta_{2}(2 p+1)^{\frac{2 p+1}{2 p+2}}}{(2 p+2) \eta_{1}^{\frac{2 p+1}{p+1}}} \mu^{-\frac{1}{2 p+2}}=c_{1}\left(p, \eta_{1}, \eta_{2}\right) \mu^{-\frac{1}{2 p+2}} . \tag{2.5}
\end{equation*}
$$

Lemma 2.5 Let $s \geq \lambda_{1}>0$ and $p>0$, the following inequality holds:

$$
\begin{equation*}
B(s)=\frac{\mu s^{\frac{p}{2}+1}}{\eta_{1}^{2}+\mu s^{p+1}} \leq c_{2} \mu^{\frac{p}{2 p+2}} \tag{2.6}
\end{equation*}
$$

where $c_{2}=c_{2}\left(p, \eta_{1}\right)>0$ is independent of $\mu, s$, and $\eta_{2}$.

Proof As $\lim _{s \rightarrow 0} B(s)=\lim _{s \rightarrow \infty} B(s)=0$, it becomes clear that $B(s)$ has a maximum value as well. By setting $B^{\prime}\left(s_{0}\right)=0$, it can be concluded that $s_{0}=\left[\frac{(p+2) \eta_{1}^{2}}{p \mu}\right]^{\frac{1}{p+1}}>0$, then

$$
\begin{equation*}
B(s) \leq B\left(s_{0}\right)=\frac{p^{\frac{p}{2 p+2}}(p+2)^{\frac{p+2}{2 p+2}}}{(2 p+2) \eta_{1}^{\frac{p}{p+1}}} \mu^{\frac{p}{2 p+2}}=c_{2}\left(p, \eta_{1}\right) \mu^{\frac{p}{2 p+2}} . \tag{2.7}
\end{equation*}
$$

Lemma 2.6 Let $s \geq \lambda_{1}>0$ and $p>0$, it can be derived that

$$
\begin{equation*}
C(s)=\frac{\mu \eta_{2} s^{\frac{p+1}{2}}}{\eta_{1}^{2}+\mu s^{p+1}} \leq c_{3} \mu^{\frac{1}{2}} \tag{2.8}
\end{equation*}
$$

where $c_{3}=c_{3}\left(\eta_{1}, \eta_{2}\right)>0$ is independent of changes in $\mu, s$, and $p$.

Proof As $\lim _{s \rightarrow 0} C(s)=\lim _{s \rightarrow \infty} C(s)=0$, it is evident that $C(s)$ has a maximum value. Let $C^{\prime}\left(s_{0}\right)=0$, we obtain $s_{0}=\left[\frac{\eta_{1}^{2}}{\mu}\right]^{\frac{1}{p+1}}>0$, it follows that

$$
\begin{equation*}
C(s) \leq C\left(s_{0}\right)=\frac{\eta_{2}}{2 \eta_{1}} \mu^{\frac{1}{2}}=c_{3}\left(\eta_{1}, \eta_{2}\right) \mu^{\frac{1}{2}} . \tag{2.9}
\end{equation*}
$$

## 3 The ill-posedness and conditional stability of inverse problem

Define the space

$$
\begin{equation*}
D\left(L^{q}\right)=\left\{\psi \in L^{2}(\Omega) ; \sum_{n=1}^{\infty} \lambda_{n}^{2 q}\left|\left(\psi, \varphi_{n}\right)\right|^{2}<\infty\right\} \tag{3.1}
\end{equation*}
$$

where $(\cdot, \cdot)$ denotes the inner product in $L^{2}(\Omega)$, then $D\left(L^{q}\right) \subset L^{2}(\Omega)$ is a Hilbert space with the norm given by [26]

$$
\begin{equation*}
\|\psi\|_{D\left(L^{q}\right)}=\left(\sum_{n=1}^{\infty} \lambda_{n}^{2 q}\left|\left(\psi, \varphi_{n}\right)\right|^{2}\right)^{\frac{1}{2}} \tag{3.2}
\end{equation*}
$$

According to reference [16], for $f \in D\left(L^{1}\right)$, the generalized solution of the forward problem (1.1) can be expressed as

$$
\begin{equation*}
u(x, y)=\sum_{n=1}^{\infty} f_{n} E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} x^{\alpha+\beta}\right) \varphi_{n}(y) . \tag{3.3}
\end{equation*}
$$

Let $x=T$, then

$$
\begin{equation*}
g(y)=u(T, y)=\sum_{n=1}^{\infty} f_{n} E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right) \varphi_{n}(y) . \tag{3.4}
\end{equation*}
$$

Denote $g_{n}=\left(g(y), \varphi_{n}\right)$, the following result can be obtained:

$$
\begin{equation*}
g_{n}=f_{n} E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right), \tag{3.5}
\end{equation*}
$$

therefore

$$
\begin{equation*}
f(y)=\sum_{n=1}^{\infty} \frac{1}{E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)} g_{n} \varphi_{n}(y) . \tag{3.6}
\end{equation*}
$$

Subsequently, the operator equation can be derived by using equation (3.4)

$$
\begin{equation*}
(K f)(y)=\int k(\xi, y) f(\xi) d \xi=g(y) \tag{3.7}
\end{equation*}
$$

where $K: L^{2}(\Omega) \rightarrow L^{2}(\Omega)$ is a Fredholm integral operator of the first kind, and $k$ represents the kernel function defined by

$$
\begin{equation*}
k(\xi, y)=\sum_{n=1}^{\infty} E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right) \varphi_{n}(y) \varphi_{n}(\xi) . \tag{3.8}
\end{equation*}
$$

It is easy to see that $k(\xi, y)=k(y, \xi)$, so the operator $K$ is self-adjoint. Moreover, the singular values of $K$ can be determined from equation (3.4) as $\sigma_{n}=E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)$, $n=1,2, \ldots$. In this paper, the notation $\|\cdot\|$ is employed to represent the $L^{2}-$-norm.

Theorem 3.1 [27]The operator $K$ defined in (3.7) is a compact operator.

As stated in Theorem 3.1, $K$ is a compact operator. Therefore, the inverse problem (1.3) is ill-posed, meaning that the solution obtained from noisy data for the inverse boundary value problem (1.3) is not continuous with respect to the measurement data. To establish the conditional stability of the inverse problem, providing a priori condition that constrains the range of the exact solution is necessary. Next, under the a priori assumption of the exact solution, the conditional stability result for the inverse problem (1.3) is presented.

Theorem 3.2 [27]Letf satisfy the a priori bound condition

$$
\begin{equation*}
\|f\|_{D\left(L^{\frac{p}{2}}\right)}=\left(\sum_{n=1}^{\infty} \lambda_{n}^{p}\left|\left(f, \varphi_{n}\right)\right|^{2}\right)^{\frac{1}{2}} \leq E, \quad p>0, E>0 \tag{3.9}
\end{equation*}
$$

therefore, the stability result holds

$$
\begin{equation*}
\|f\| \leq C E^{\frac{1}{p+1}}\|g\|^{\frac{p}{p+1}}, \quad p>0 \tag{3.10}
\end{equation*}
$$

where $C=\eta_{1}^{-\frac{p}{p+1}}$ is a constant depending on $p$ and $\eta_{1}$.

## 4 The generalized Tikhonov regularization method

In this section, based on the idea from [19], a generalized Tikhonov regularization solution for the inverse problem (1.3) is constructed. The regularization solution is defined as the unique minimum value of the following functional:

$$
\begin{equation*}
J_{\mu}(f)=\min _{f \in L^{2}(\Omega)}\left\{\left\|K f-g^{\delta}\right\|_{L^{2}(\Omega)}^{2}+\mu\|f\|_{D\left(L^{\frac{p}{2}}\right)}^{2}\right\} \tag{4.1}
\end{equation*}
$$

where $p>0$ is a constant, $\mu$ denotes the regularization parameter, $g^{\delta}$ denotes the measurement data, and $\delta>0$ denotes the measurement error bound. Let $f_{\mu}^{\delta}$ be the regularization solution of the inverse problem. Through the basic calculation and combining the firstorder necessary condition, it follows that $f_{\mu}^{\delta}$ satisfies the Euler equation

$$
\begin{equation*}
\left(K^{*} K+\mu L^{p}\right) f_{\mu}^{\delta}=K^{*} g^{\delta} \tag{4.2}
\end{equation*}
$$

then by utilizing the singular decomposition of the self-adjoint compact operator $K$, the generalized Tikhonov regularization solution for the inverse problem can be derived, which is expressed as follows:

$$
\begin{equation*}
f_{\mu}^{\delta}(y)=\sum_{n=1}^{\infty} \frac{E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)}{\left.\left(E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)\right)^{2}+\mu \lambda_{n}^{p}} g_{n}^{\delta} \varphi_{n}(y), \quad p>0, \tag{4.3}
\end{equation*}
$$

here, $g_{n}^{\delta}=\left(g^{\delta}(y), \varphi_{n}(y)\right)$. Meanwhile, the regularization solution with exact data $g(y)$ can be represented as

$$
\begin{equation*}
f_{\mu}(y)=\sum_{n=1}^{\infty} \frac{E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)}{\left(E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)\right)^{2}+\mu \lambda_{n}^{p}} g_{n} \varphi_{n}(y), \quad p>0, \tag{4.4}
\end{equation*}
$$

and $g_{n}=\left(g(y), \varphi_{n}(y)\right)$.

## 5 Convergence estimates for the a priori and a posteriori rules

### 5.1 An a priori selection rule

In this section, the regularization parameter is selected by an a priori rule and a convergence analysis for the generalized Tikhonov regularization method is provided. The solutions for the exact and generalized Tikhonov regularization are presented in equations (3.6) and (4.3), respectively.

Theorem 5.1 Assuming that the a priori condition (3.9) is satisfied, the exact data $g$ and the measurement data $g^{\delta}$ satisfy (1.4), then
If $p>0$ and $\mu=\left(\frac{\delta}{E}\right)^{2}$, then the convergence estimate can be derived

$$
\begin{equation*}
\left\|f_{\mu}^{\delta}(y)-f(y)\right\| \leq\left(c_{1}+c_{2}\right) \delta^{\frac{p}{p+1}} E^{\frac{1}{p+1}} \tag{5.1}
\end{equation*}
$$

where $c_{1}, c_{2}$ are defined in Lemmas 2.4 and 2.5.

Proof According to the triangle inequality, it is known that

$$
\begin{equation*}
\left\|f_{\mu}^{\delta}(y)-f(y)\right\| \leq\left\|f_{\mu}^{\delta}(y)-f_{\mu}(y)\right\|+\left\|f_{\mu}(y)-f(y)\right\|=I_{1}+I_{2} \tag{5.2}
\end{equation*}
$$

Firstly, the estimation of $I_{1}$ is conducted. Using Lemma 2.4 and (1.3), it can be expressed as

$$
I_{1}=\left\|f_{\mu}^{\delta}(y)-f_{\mu}(y)\right\|
$$

$$
\begin{aligned}
& =\left\|\sum_{n=1}^{\infty} \frac{E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)}{\left(E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)\right)^{2}+\mu \lambda_{n}^{p}}\left(g_{n}^{\delta}-g_{n}\right) \varphi_{n}(y)\right\| \\
& \leq \delta \sup _{n} \frac{E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)}{\left(E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}^{\alpha}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)\right)^{2}+\mu \lambda_{n}^{p}} \\
& \leq \delta \frac{\eta_{2} \sqrt{\lambda_{n}}}{\eta_{1}^{2}+\mu \lambda_{n}+1} \\
& \leq \delta c_{1}\left(p, \eta_{1}, \eta_{2}\right) \mu^{-\frac{1}{2 p+2}} .
\end{aligned}
$$

Next, an estimate is made for $I_{2}$. Utilizing Lemma 2.5 and (3.9), it can be derived that

$$
\begin{align*}
I_{2} & =\left\|f_{\mu}(y)-f(y)\right\| \\
& =\left\|\sum_{n=1}^{\infty}\left(\frac{E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)}{\left(E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)\right)^{2}+\mu \lambda_{n}^{p}} g_{n}-\frac{1}{E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)} g_{n}\right) \varphi_{n}(y)\right\| \\
& =\left\|\sum_{n=1}^{\infty} \frac{\mu \lambda_{n}^{p}}{\left(E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)\right)^{2}+\mu \lambda_{n}^{p}} f_{n} \varphi_{n}(y)\right\| \\
& =\left\|\sum_{n=1}^{\infty} \frac{\mu \lambda_{n}^{\frac{p}{2}}}{\left(E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)\right)^{2}+\mu \lambda_{n}^{p}} \lambda_{n}^{p} f_{n} \varphi_{n}(y)\right\|  \tag{5.4}\\
& \leq E \sup _{n} \frac{\mu \lambda_{n}^{\frac{p}{2}}}{\left(E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)\right)^{2}+\mu \lambda_{n}^{p}} \\
& \leq E \sup _{n} \frac{\mu \lambda_{n}^{\frac{p}{2}+1}}{\eta_{1}^{2}+\mu \lambda_{n}^{p+1}} \\
& \leq c_{2} E \mu^{\frac{p}{2 p+2}} .
\end{align*}
$$

By combining inequalities (5.3) and (5.4), it can obtain the expression

$$
\begin{equation*}
\left\|f_{\mu}^{\delta}(y)-f(y)\right\| \leq c_{1} \delta \mu^{-\frac{1}{2 p+2}}+c_{2} E \mu^{\frac{p}{2 p+2}} \tag{5.5}
\end{equation*}
$$

Next, the regularized parameter $\mu$ is chosen as

$$
\begin{equation*}
\mu=\left(\frac{\delta}{E}\right)^{2} \tag{5.6}
\end{equation*}
$$

then, from (5.5) and (5.6), the convergence result can be derived

$$
\begin{equation*}
\left\|f_{\mu}^{\delta}(y)-f(y)\right\| \leq\left(c_{1}+c_{2}\right) \delta^{\frac{p}{p+1}} E^{\frac{1}{p+1}} \tag{5.7}
\end{equation*}
$$

This completes the proof of this theorem.

### 5.2 An a posteriori selection rule

In this subsection, an a posteriori choice rule for the regularization parameter $\mu$ is considered, primarily based on Morozov's discrepancy principle [28]. Using the result of con-
ditional stability in Theorem 3.2, a convergence result of Hölder type is obtained for the regularization method.

Let $0<\tau \delta<\left\|g^{\delta}\right\|$, the regularization parameter $\mu$ is selected using the following equation:

$$
\begin{equation*}
\left\|K f_{\mu}^{\delta}(y)-g^{\delta}(y)\right\|=\tau \delta . \tag{5.8}
\end{equation*}
$$

Lemma 5.2 Let $\theta(\mu)=\left\|K f_{\mu}^{\delta}(y)-g^{\delta}(y)\right\|$, then the following results are true:
(1) $\theta(\mu)$ is a continuous function;
(2) $\lim _{\mu \rightarrow 0} \theta(\mu)=0$;
(3) $\lim _{\mu \rightarrow \infty} \theta(\mu)=\left\|g^{\delta}\right\|$;
(4) For $\mu \in(0, \infty), \theta(\mu)$ is a strictly increasing function.

Proof This lemma can be proven by writing

$$
\begin{equation*}
\theta(\mu)=\left(\sum_{n=1}^{\infty}\left(\frac{\mu \lambda_{n}^{p}}{\left(E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)\right)^{2}+\mu \lambda_{n}^{p}}\right)^{2}\left(g_{n}^{\delta}\right)^{2}\right)^{\frac{1}{2}} . \tag{5.9}
\end{equation*}
$$

To obtain a convergence estimate, the following conclusions are required.

Lemma 5.3 For fixed $\tau>1$, the regularization parameter $\mu$ determined by the discrepancy principle (5.8) satisfies

$$
\begin{equation*}
\mu^{-\frac{1}{2 p+2}} \leq\left(\frac{c_{3}}{\tau-1}\right)^{\frac{1}{p+1}}\left(\frac{E}{\delta}\right)^{\frac{1}{p+1}} \tag{5.10}
\end{equation*}
$$

Proof From the a posteriori choice rule (5.8),

$$
\begin{align*}
\tau \delta & =\left\|\sum_{n=1}^{\infty} \frac{\mu \lambda_{n}^{p}}{\left(E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)\right)^{2}+\mu \lambda_{n}^{p}} g_{n}^{\delta} \varphi_{n}(y)\right\| \\
\leq & \left\|\sum_{n=1}^{\infty} \frac{\mu \lambda_{n}^{p}}{\left(E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)\right)^{2}+\mu \lambda_{n}^{p}}\left(g_{n}^{\delta}-g_{n}\right) \varphi_{n}(y)\right\| \\
& +\left\|\sum_{n=1}^{\infty} \frac{\mu \lambda_{n}^{p}}{\left(E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)\right)^{2}+\mu \lambda_{n}^{p}} g_{n} \varphi_{n}(y)\right\| \\
\leq & \delta+\left\|\sum_{n=1}^{\infty} \frac{\mu \lambda_{n}^{\frac{p}{2}}}{\left(E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)\right)^{2}+\mu \lambda_{n}^{p}} E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right) \lambda_{n}^{\frac{p}{2}} f_{n} \varphi_{n}(y)\right\|  \tag{5.11}\\
\leq & \delta+E \sup _{n} \frac{\mu \lambda_{n}^{\frac{p}{2}}}{\left(\frac{\eta_{1}}{\left.\sqrt{\lambda_{n}}\right)^{2}+\mu \lambda_{n}^{p}}\right.} \frac{\eta_{2}}{\sqrt{\lambda_{n}}} \\
& \leq \delta+E \sup _{s} \frac{\mu \eta_{2} s^{\frac{p+1}{2}}}{\eta_{1}^{2}+\mu s^{p+1}} .
\end{align*}
$$

On the other hand, from Lemma 2.6 we can obtain that

$$
\begin{equation*}
\tau \delta \leq \delta+E c_{3} \mu^{\frac{1}{2}} \tag{5.12}
\end{equation*}
$$

After a straightforward calculation, it follows that

$$
\begin{equation*}
\mu^{-\frac{1}{2 p+2}} \leq\left(\frac{c_{3}}{\tau-1}\right)^{\frac{1}{p+1}}\left(\frac{E}{\delta}\right)^{\frac{1}{p+1}} . \tag{5.13}
\end{equation*}
$$

Theorem 5.4 Assuming that the a priori condition (3.9) is satisfied, the exact data $g$ and measurement data $g^{\delta}$ satisfy (1.4), then:
If $p>0$, a convergence estimate is derived

$$
\begin{equation*}
\left\|f_{\mu}^{\delta}(y)-f(y)\right\| \leq\left(c_{1}\left(\frac{c_{3}}{\tau-1}\right)^{\frac{1}{p+1}}+\left(\frac{\tau+1}{\eta_{1}}\right)^{\frac{p}{p+1}}\right) E^{\frac{1}{p+1}} \delta^{\frac{p}{p+1}} \tag{5.14}
\end{equation*}
$$

where $c_{1}, c_{3}$ are given in Lemmas 2.4 and 2.6.

Proof According to the triangle inequality,

$$
\begin{equation*}
\left\|f_{\mu}^{\delta}(y)-f(y)\right\| \leq\left\|f_{\mu}^{\delta}(y)-f_{\mu}(y)\right\|+\left\|f_{\mu}(y)-f(y)\right\|=I_{3}+I_{4} . \tag{5.15}
\end{equation*}
$$

Firstly, an estimation of $I_{3}$ is conducted. Lemma 5.3 provides the necessary information for this estimation.

$$
\begin{equation*}
I_{3}=\left\|f_{\mu}^{\delta}(y)-f_{\mu}(y)\right\| \leq c_{1} \delta \mu^{-\frac{1}{2 p+2}} \leq c_{1}\left(\frac{c_{3}}{\tau-1}\right)^{\frac{1}{p+1}} E^{\frac{1}{p+1}} \delta^{\frac{p}{p+1}} \tag{5.16}
\end{equation*}
$$

On the other hand, an estimation of $I_{4}$ can be deduced as follows:

$$
\begin{aligned}
& I_{4}=\left\|f_{\mu}(y)-f(y)\right\| \\
&=\left\|\sum_{n=1}^{\infty} \frac{\mu \lambda_{n}^{p}}{\left(E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)\right)^{2}+\mu \lambda_{n}^{p}} f_{n} \varphi_{n}(y)\right\| \\
&=\left\|\sum_{n=1}^{\infty} \frac{\mu \lambda_{n}^{p} E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)}{\left(E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)\right)^{2}+\mu \lambda_{n}^{p}} \frac{f_{n}}{E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)} \varphi_{n}(y)\right\| \\
&=\| \sum_{n=1}^{\infty}\left[\frac{\mu \lambda_{n}^{p} E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)}{\left(E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)\right)^{2}+\mu \lambda_{n}^{p}} f_{n} \varphi_{n}(y)\right]^{\frac{p}{p+1}} \\
& \times\left[\frac{\mu \lambda_{n}^{p} E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)}{\left(E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)\right)^{2}+\mu \lambda_{n}^{p}} \frac{f_{n}}{\left(E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)\right)^{p+1}} \varphi_{n}(y)\right]^{\frac{1}{p+1} \|} .
\end{aligned}
$$

By Hölder inequality, it follows that

$$
I_{4} \leq\left\|\sum_{n=1}^{\infty} \frac{\mu \lambda_{n}^{p} E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)}{\left(E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)\right)^{2}+\mu \lambda_{n}^{p}} f_{n} \varphi_{n}(y)\right\|^{\frac{p}{p+1}}
$$

$$
\begin{aligned}
& \times\left\|\sum_{n=1}^{\infty} \frac{\mu \lambda_{n}^{p} E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)}{\left(E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)\right)^{2}+\mu \lambda_{n}^{p}} \frac{f_{n}}{\left(E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)\right)^{p+1}} \varphi_{n}(y)\right\|^{\frac{1}{p+1}} \\
&=\left\|\sum_{n=1}^{\infty} \frac{\mu \lambda_{n}^{p}}{\left(E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)\right)^{2}+\mu \lambda_{n}^{p}} g_{n} \varphi_{n}(y)\right\|^{\frac{p}{p+1}} \\
& \times\left\|\sum_{n=1}^{\infty} \frac{\mu \lambda_{n}^{p}}{\left(E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)\right)^{2}+\mu \lambda_{n}^{p}} \frac{f_{n}}{\left(E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)\right)^{p}} \varphi_{n}(y)\right\|^{\frac{1}{p+1}} .
\end{aligned}
$$

From (1.4), (5.8), (3.9) one can get that

$$
\begin{align*}
I_{4} \leq & \left(\left\|\sum_{n=1}^{\infty} \frac{\mu \lambda_{n}^{p}}{\left(E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)\right)^{2}+\mu \lambda_{n}^{p}}\left(g_{n}-g_{n}^{\delta}\right) \varphi_{n}(y)\right\|\right. \\
& \left.+\left\|\sum_{n=1}^{\infty} \frac{\mu \lambda_{n}^{p}}{\left(E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} T^{\alpha+\beta}\right)\right)^{2}+\mu \lambda_{n}^{p}} g_{n}^{\delta} \varphi_{n}(x)\right\|\right)^{\frac{p}{p+1}}\left\|\sum_{n=1}^{\infty}\left(\frac{\sqrt{\lambda_{n}}}{\eta_{1}}\right)^{p} f_{n} \varphi_{n}(y)\right\|^{\frac{1}{p+1}} \\
\leq & (\delta+\tau \delta)^{\frac{p}{p+1}}-\frac{p}{p+1} \\
= & E^{\frac{1}{p+1}}  \tag{5.17}\\
= & \left(\frac{1}{\eta_{1}}\right)^{\frac{p}{p+1}} E^{\frac{1}{p+1}} \delta^{\frac{p}{p+1}} .
\end{align*}
$$

According to (5.15), (5.16), and (5.17), the estimate is obtained

$$
\left\|f_{\mu}^{\delta}(y)-f(y)\right\| \leq\left(c_{1}\left(\frac{c_{3}}{\tau-1}\right)^{\frac{1}{p+1}}+\left(\frac{\tau+1}{\eta_{1}}\right)^{\frac{p}{p+1}}\right) E^{\frac{1}{p+1}} \delta^{\frac{p}{p+1}}
$$

The proof of this theorem is completed.

## 6 Numerical experiments

In this section, the effectiveness of the generalized Tikhonov regularization method is demonstrated through numerical examples. Let $\Omega=(0, \pi), L: H^{2}(0, \pi) \cap H_{0}^{1}(0, \pi) \rightarrow$ $L^{2}(0, \pi)=-\frac{\partial^{2}}{\partial y^{2}}, \lambda_{n}=n^{2}$, and $\varphi_{n}(y)=\sqrt{\frac{2}{\pi}} \sin (n y)$ for $n=1,2, \ldots$ Generally, the a priori bound $E$ is hard to obtain accurately. Therefore, the numerical results are presented solely under the a posteriori selection rule for the regularization parameter.

### 6.1 Expression of solution

This paper considers the following forward problem:

$$
\begin{cases}D_{x}^{2 \alpha} u(x, y)+x^{2 \beta} u_{y y}(x, y)=0, & (x, y) \in[0, \infty) \times(0, \pi)  \tag{6.1}\\ u(x, 0)=u(x, \pi)=0, & x \in[0, \infty) \\ u(0, y)=f(y), & y \in(0, \pi), \\ \lim _{x \rightarrow \infty} u(x, y)=0, & y \in(0, \pi) .\end{cases}
$$

For the given function $f(y)$, the solution of problem (6.1) can be written as

$$
\begin{equation*}
u(x, y)=\sum_{n=1}^{\infty} f_{n} E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}\left(-\sqrt{\lambda_{n}} x^{\alpha+\beta}\right) \varphi_{n}(y) . \tag{6.2}
\end{equation*}
$$

Let $T=1$, the exact data is given as

$$
\begin{equation*}
g(y)=u(1, y)=\sqrt{\frac{2}{\pi}} \sum_{n=1}^{\infty} f_{n} E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}(-n) \sin (n y), \tag{6.3}
\end{equation*}
$$

here, the inner product $f_{n}=\left(f_{n}(y), \varphi_{n}(y)\right)$ is calculated by adopting the composite trapezoidal rule. The measurement data $g^{\delta}$ is generated by adding random noise to $g$

$$
\begin{equation*}
g^{\delta}=g+\varepsilon \cdot g \cdot(2 \cdot \operatorname{rand}(M+1)-1) \tag{6.4}
\end{equation*}
$$

The measurement error bound is calculated by $\delta=\epsilon\|g\|_{l^{2}}$, where $\|g\|_{l^{2}}=\sqrt{\frac{1}{M+1} \sum_{i=1}^{M+1}\left(g_{i}\right)^{2}}$. Based on (4.3), the regularization solution of (6.1) is computed by

$$
\begin{equation*}
f_{\mu}^{\delta}(y)=\sqrt{\frac{2}{\pi}} \sum_{n=1}^{\infty} \frac{E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}(-n)}{\left(E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}(-n)\right)^{2}+\mu n^{2 p}} g_{n}^{\delta} \sin (n y) . \tag{6.5}
\end{equation*}
$$

To conduct a sensitivity analysis on numerical results, $[0, \pi]$ is evenly divided into $M$ parts, and the relative root mean square error is calculated by

$$
\begin{equation*}
\epsilon_{1}(f)=\frac{\sqrt{\frac{1}{M+1} \sum_{i=1}^{M+1}\left|f\left(y_{i}\right)-f_{\mu}^{\delta}\left(y_{i}\right)\right|^{2}}}{\sqrt{\frac{1}{M+1} \sum_{i=1}^{M+1}\left|f\left(y_{i}\right)\right|^{2}}} \tag{6.6}
\end{equation*}
$$

### 6.2 Conjugate gradient method

From (4.1), it is known that

$$
\begin{equation*}
J_{\mu}\left(f^{k}\right)=\min _{f^{k} \in L^{2}(\Omega)}\left\{\left\|K f^{k}-g^{\delta}\right\|^{2}+\mu\left\|f^{k}\right\|_{D\left(L^{\frac{p}{2}}\right)}^{2}\right\} \tag{6.7}
\end{equation*}
$$

let

$$
\begin{equation*}
J\left(f^{k}\right)=\left\|K f^{k}-g^{\delta}\right\|^{2}+\mu\left\|f^{k}\right\|_{D\left(L^{\frac{p}{2}}\right)}^{2} \tag{6.8}
\end{equation*}
$$

so

$$
\begin{equation*}
J_{\mu}\left(f^{k}\right)=\min _{f^{k} \in L^{2}(\Omega)} J\left(f^{k}\right) \tag{6.9}
\end{equation*}
$$

The conjugate gradient method is employed to find the minimizer of $J\left(f^{k}\right)$, and the fundamental principle of this method can be outlined as follows.
Given the initial guess $f^{0}$, it is assumed that the $f^{k}$ of the $k$ - th iteration step is known. Subsequently, an appropriate step size $r_{k}>0$ is selected, and update $f^{k}$ by

$$
\begin{equation*}
f^{k+1}=f^{k}+r_{k} d_{k} \tag{6.10}
\end{equation*}
$$

where the iteration direction $d_{k}$ is

$$
d_{k}= \begin{cases}-J^{\prime}\left(f^{k}\right), & \text { if } k=0  \tag{6.11}\\ -J^{\prime}\left(f^{k}\right)+s_{k} d_{k-1}, & \text { if } k>0\end{cases}
$$

with $s_{k}=\frac{\left\|J^{\prime}\left(f^{k}\right)\right\|^{2}}{\left\|J^{\prime}\left(f^{k-1}\right)\right\|^{2}}, r_{k}=\arg \min _{r \geq 0} J\left(f^{k}+r d_{k}\right)$.

To obtain $f^{k+1}$, the next step involves finding $d_{k}$ and $r_{k}$. Based on (6.8), it is known that

$$
\begin{equation*}
J(f)=\left\|K f-g^{\delta}\right\|^{2}+\mu\|f\|_{D\left(L^{\frac{p}{2}}\right)}^{2} \tag{6.12}
\end{equation*}
$$

so

$$
\begin{equation*}
\frac{\partial J(f)}{\partial f}=2 f\|K\|^{2}-2\left(K, g^{\delta}\right)+2 f \mu L^{p} \tag{6.13}
\end{equation*}
$$

substituting $f^{k}$ into equation (6.13) yields

$$
\begin{align*}
J^{\prime}\left(f^{k}\right) & =2 f^{k}\|K\|^{2}-2\left(K, g^{\delta}\right)+2 f^{k} \mu L^{p} . \\
& =-\sum_{n=1}^{\infty}\left(E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}(-n)\right)^{2} f_{n}^{k}-E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}(-n) g_{n}^{\delta}+\mu n^{2 p} f_{n}^{k} . \tag{6.14}
\end{align*}
$$

According to (6.8), the following can be derived:

$$
\begin{equation*}
J\left(f^{k}+r d_{k}\right)=\left\|K\left(f^{k}+r d_{k}\right)-g^{\delta}\right\|^{2}+\mu\left\|f^{k}+r d_{k}\right\|_{D\left(L^{\left.\frac{p}{2}\right)}\right.}^{2} \tag{6.15}
\end{equation*}
$$

so

$$
\frac{\partial J\left(f^{k}+r d_{k}\right)}{\partial r}=2\left(K d_{k}, K f^{k}-g^{\delta}\right)+2 \mu L^{p}\left(f^{k}, d_{k}\right)+2 r\left\|K d_{k}\right\|^{2}+2 r \mu L^{p}\left\|d_{k}\right\|^{2}
$$

Let $\frac{\partial J\left(f^{k}+r d_{k}\right)}{\partial r}=0$, the step size $r_{k}$ can be determined as

$$
\begin{aligned}
r_{k} & =-\frac{\left(K d_{k}, K f^{k}-g^{\delta}\right)+\mu L^{p}\left(f^{k}, d_{k}\right)}{\left\|K d_{k}\right\|^{2}+\mu L^{p}\left\|d_{k}\right\|^{2}} \\
& =-\sum_{n=1}^{\infty} \frac{\left(E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}(-n)\right)^{2} f_{n}^{k}-E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}(-n) g_{n}^{\delta}+\mu n^{2 p} f_{n}^{k}}{\left(E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}(-n)\right)^{2}\left\|d_{k}\right\|^{2}+\mu n^{2 p}\left\|d_{k}\right\|^{2}} d_{k} \varphi_{n}(y) .
\end{aligned}
$$

The iterative steps of the conjugate gradient method for numerical reconstruction of unknown inverse boundary value $f(y)$ can be expressed as follows:
Step 1: Let $k=0$, select the initial guess $f^{0}$ and the error accuracy $\epsilon>0$;
Step 2: Calculate the initial iterative direction $d_{0}=-J^{\prime}\left(f^{0}\right)$;
Step 3: Compute the initial step size

$$
r_{0}=-\sum_{n=1}^{\infty} \frac{\left(E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}(-n)\right)^{2} f_{n}^{0}-E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}(-n) g_{n}^{\delta}+\mu n^{2 p} f_{n}^{0}}{\left(E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}(-n)\right)^{2}\left\|d_{0}\right\|^{2}+\mu n^{2 p}\left\|d_{0}\right\|^{2}} d_{0} \varphi_{n}(y) .
$$

Update $f^{1}=f^{0}+r_{0} d_{0}$;
Step 4: For $k=1,2, \ldots$, calculate the conjugate direction

$$
\begin{equation*}
d_{k}=-J^{\prime}\left(f^{k}\right)+s_{k} d_{k-1} \tag{6.16}
\end{equation*}
$$

with $s_{k}=\frac{\left\|J^{\prime}\left(f^{k}\right)\right\|^{2}}{\left\|J^{\prime}\left(f^{k-1}\right)\right\|^{2}}$.

Compute the step size

$$
r_{k}=-\sum_{n=1}^{\infty} \frac{\left(E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}(-n)\right)^{2} f_{n}^{k}-E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}(-n) g_{n}^{\delta}+\mu n^{2 p} f_{n}^{k}}{\left(E_{\alpha, 1+\frac{\beta}{\alpha}, \frac{\beta}{\alpha}}(-n)\right)^{2}\left\|d_{k}\right\|^{2}+\mu n^{2 p}\left\|d_{k}\right\|^{2}} d_{k} \varphi_{n}(y) .
$$

Update $f^{k+1}=f^{k}+r_{k} d_{k}$, if $\left\|J^{\prime}\left(f^{k+1}\right)\right\| \leq \epsilon$, out put $f^{k+1}$ and stop;
Step 5: Set $k+1 \Rightarrow k$ and go to step 4 .
To perform sensitivity analysis on numerical results, $[0, \pi]$ is evenly divided into $M$ parts, and the relative root mean square error is calculated by

$$
\begin{equation*}
\epsilon_{2}(f)=\frac{\sqrt{\frac{1}{M+1} \sum_{i=1}^{M+1}\left|f\left(y_{i}\right)-f^{k+1}\left(y_{i}\right)\right|^{2}}}{\sqrt{\frac{1}{M+1} \sum_{i=1}^{M+1}\left|f\left(y_{i}\right)\right|^{2}}} \tag{6.17}
\end{equation*}
$$

### 6.3 Numerical examples

This section presents two numerical methods to verify the effectiveness of the generalized Tikhonov regularization method through two examples of smooth and piecewise function.

In Example 1 and Example 2, let $M=100, n=1,2, \ldots, 50, \tau=1.01, \varepsilon=0.01$. When calculating based on a regularization solution expression, the regularization parameter $\mu$ is selected by the a posteriori rule (5.9). When calculated using the conjugate gradient method, the regularization parameter $\mu$ is selected as $\mu$ in 6.1 by the a priori rule, and take $\epsilon=0.001$.

Example 1 Consider the case where the solution is a smooth function

$$
f(y)=\frac{\sqrt{3}}{3 \pi}\left(y^{3}-1\right) \sin (3 y), \quad 0 \leq y \leq \pi
$$

For $\alpha=0.7,0.9, \beta=0.1,0.9, p=1,2$, and $\varepsilon=0.1,0.01,0.001$, the simulation results for the exact and generalized Tikhonov regularization solutions are shown in Figs. 1-4, respectively. The simulation results of two numerical methods are shown in Fig. 5.


Figure $1 \beta=0.1, p=1, \varepsilon=0.01$


Figure $2 \alpha=0.7, p=1, \varepsilon=0.01$


Figure $3 \alpha=0.7, \beta=0.1, \varepsilon=0.01$

Table $1 \beta=0.1, p=1$, relative root mean square error for various $\alpha$

| $\alpha$ | 0.7 | 0.75 | 0.8 | 0.85 | 0.9 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\epsilon_{1}(f)$ | 0.01462 | 0.01578 | 0.01752 | 0.02036 | 0.02571 |
| $\epsilon_{2}(f)$ | 0.01635 | 0.01698 | 0.02259 | 0.03635 | 0.05892 |

According to Figs. $1-3, \alpha, \beta$, and $p$ have little effect on regularization resolution. As shown in Fig. 4, the simulation effect is slightly worse when $\varepsilon=0.1$ and better when $\varepsilon=$ 0.01 and $\varepsilon=0.001$. Overall, the proposed method is stable and feasible.

As shown in Fig. 5, when the exact solution is a smooth function, the difference between the expression of solution and the conjugate gradient method is not significant.

The effects of $\alpha$ and $\beta$ on the numerical results are shown in Tables $1-2$ respectively.
According to Tables $1-2$, it becomes evident that as $\alpha$ increases, both $\epsilon_{1}(f)$ and $\epsilon_{2}(f)$ increase, and $\epsilon_{2}(f)$ increases more and more. When $\beta$ increases, both $\epsilon_{1}(f)$ and $\epsilon_{2}(f)$ increase, and the impact on $\epsilon_{2}(f)$ is slightly greater.


Figure $4 \alpha=0.7, \beta=0.1, p=1$


Figure 5 Expression of solution and conjugate gradient method

Table $2 \alpha=0.7, p=1$, relative root mean square error for various $\beta$

| $\beta$ | 0.1 | 0.3 | 0.5 | 0.7 | 0.9 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\epsilon_{1}(f)$ | 0.01462 | 0.01501 | 0.01521 | 0.01528 | 0.01525 |
| $\epsilon_{2}(f)$ | 0.01635 | 0.01628 | 0.01616 | 0.01494 | 0.01500 |

Example 2 Consider the case where the solution is a smooth function

$$
f(y)= \begin{cases}y, & 0 \leq y \leq \frac{\pi}{3} \\ y \sin \left(2 y-\frac{\pi}{6}\right), & \frac{\pi}{3}<y \leq \frac{2 \pi}{3} \\ y-\pi, & \frac{2 \pi}{3}<y \leq \pi\end{cases}
$$

For $\alpha=0.7,0.9, \beta=0.1,0.9, p=1,2$, and $\varepsilon=0.1,0.01,0.001$, the simulation results for the exact and generalized Tikhonov regularization solutions are shown in Figs. 6-9, respectively. The simulation results of two numerical methods are shown in Fig. 10.

According to Figs. 6-8, $\alpha, \beta$, and $p$ have little effect on regularization solution. As shown in Fig. 9, when $\varepsilon=0.001$, the regularization solution and exact solution are basically the


Figure $6 \beta=0.1, p=1, \varepsilon=0.01$


Figure $7 \alpha=0.7, p=1, \varepsilon=0.01$


Figure $8 \alpha=0.7, \beta=0.1, \varepsilon=0.01$


Figure $9 \alpha=0.7, \beta=0.1, p=1$


Figure 10 Expression of solution and conjugate gradient method

Table $3 \beta=0.1, p=1$, relative root mean square error for various $\alpha$

| $\alpha$ | 0.7 | 0.75 | 0.8 | 0.85 | 0.9 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\epsilon_{1}(f)$ | 0.03052 | 0.03306 | 0.03660 | 0.04191 | 0.05076 |
| $\epsilon_{2}(f)$ | 0.04390 | 0.04199 | 0.07031 | 0.05959 | 0.11261 |

same at nonsmooth points. When $\varepsilon=0.01$, the regularization solution and exact solution are not significantly different at nonsmooth points. When $\varepsilon=0.1$, the simulation effect at nonsmooth points is not as good as that under smooth conditions.
From Fig. 10, it can be seen that when the exact solution is a nonsmooth function, the regularization solution obtained based on the expression of the solution is better than the regularization solution obtained by the conjugate gradient method, especially at nonsmooth points where the difference can be clearly seen.
The effects of $\alpha$ and $\beta$ on the numerical results are shown in Tables 3-4 respectively.
According to Tables $3-4$, it is observable that as $\alpha$ increases, $\epsilon_{1}(f)$ keeps increasing, while $\epsilon_{2}(f)$ fluctuates up and down but shows an overall upward trend; when $\beta$ increases, $\epsilon_{1}(f)$

Table $4 \alpha=0.7, p=1$, relative root mean square error for various $\beta$

| $\beta$ | 0.1 | 0.3 | 0.5 | 0.7 | 0.9 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\epsilon_{1}(f)$ | 0.03052 | 0.03139 | 0.03188 | 0.03209 | 0.03209 |
| $\epsilon_{2}(f)$ | 0.04390 | 0.03665 | 0.03454 | 0.04829 | 0.03462 |

also increases, but the impact is relatively small compared to the impact on $\epsilon_{2}(f)$, which shows a slightly greater change.

## 7 Conclusions

This paper considers an inverse boundary value problem for fractional elliptic equation of Tricomi-Gellerstedt-Keldysh type. Firstly, this article establishes a result of conditional stability of Hölder type for the inverse problem. And then, based on the ill-posedness analysis, a generalized Tikhonov regularization method is proposed to restore the continuous dependence of solution on the noisy data. Meanwhile, the corresponding convergence results of Hölder type are derived under the a priori and a posteriori selection rules for regularized parameter. Some numerical results show that this method is stable and feasible when it is used to solve the considered problem. Given the novelty of the inverse problem addressed in this paper and its significant applications across various scientific research fields, future efforts will focus on further exploring the regularization theory and numerical algorithms pertaining to this problem.
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