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Abstract

Existence and uniqueness result of the solutions to mean-field backward doubly
stochastic differential equations (BDSDEs in short) with locally monotone coefficients
as well as the comparison theorem for these equations are established. As a
preliminary step, the existence and uniqueness result for the solutions of mean-field
BDSDEs with globally monotone coefficients is also established. Furthermore, we give
the probabilistic representation of the solutions for a class of stochastic partial
differential equations by virtue of mean-field BDSDEs, which can be viewed as the
stochastic Feynman-Kac formula for SPDEs of mean-field type.
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1 Introduction
In this paper, we study a new kind of stochastic partial differential equations (SPDEs):

T
u(t,x) = E[@(X%xo,x)] +/ Lu(s,x)ds
t
T
+ / E[f(s; X2, %,u(s, X)), u(s,%),5 - Vu(s,X>™),5" - Vuls,x))]| ds
t

T
+/ E[g(s: X0, u(s, X)), u(s, x),
t

G Vu(s,X2™),5" - Vul(s,x))] dB;, -

where &~ is the transpose of & which is defined by & := E[o (s, X2, x)], and L is a second-
order differential operator given by (Lu); = (Lu;)1<i<, With
1 2 < 9
=z o o E hi t’XO,xox b
2Za13xi8x, +le [ ( t x)] ax;

ij=1 i=
and
a:= (aij) = (E[o (6 X", %) |E[o (t,X?’xo,x)]*).
Here, the function u(¢,x) : [0, 7] x R? — R” is the unknown function, and {B;,0 < ¢ < T}
is an /-dimensional Brownian motion process defined on a given complete probability
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space (2, F, P). X,? " a stochastic process starting at xo when ¢ = 0, is the solution of one
class of stochastic differential equations (SDEs), and E denotes expectation with respect to
the probability P. In this paper, we call this kind of equations (1.1) McKean-Vlasov SPDEs,
because they are analogous to McKean-Vlasov PDEs except the stochastic term dB;.

McKean-Vlasov PDEs involving models of large stochastic particle systems with mean-
field interaction have been studied by stochastic methods in recent years (see [1-4] and
the references therein). Mean-field approaches have applications in many areas such as
statistical mechanics and physics, quantum mechanics and quantum chemistry. Recently,
Lasry and Lions introduced mean-field approaches for high-dimensional systems of evo-
lution equations corresponding to a large number of ‘agents’ or ‘particles. They extended
the field of such mean-field approaches to problems in economics, finance and game the-
ory (see [5] and the references therein).

Asis well known, to give a probabilistic representation (Feynman-Kac formula) of quasi-
linear parabolic SPDEs, Pardoux and Peng [6] introduced a new class of backward stochas-
tic differential equations (BSDEs) called backward doubly stochastic differential equations
which have two different types of stochastic integrals: a standard (forward) stochastic inte-
gral dW, and a backward stochastic integral dB,. They proved the existence and unique-
ness for solutions of BDSDEs under uniformly Lipschitz coefficients. When the coeffi-
cients are smooth enough, they also established the connection between BDSDEs and a
certain kind of quasilinear SPDEs. BDSDEs have a practical background in finance. The
extra noise B can be regarded as some extra inside information in a derivative security
market. Since 1990s, BDSDEs have drawn more attention from many authors (cf. [7-13]
and the references therein). Shi, Gu and Liu gave the comparison theorem of BDSDEs and
investigated the existence of solutions for BDSDEs with continuous coefficients in [11]. To
relax the Lipschitz conditions, Wu and Zhang studied two kinds of BDSDEs under globally
(respectively, locally) monotone assumptions and obtained the uniqueness and existence
results of the solutions (see [12]).

Mean-field BSDEs are deduced by Buckdahn, Djehiche, Li and Peng [14] when they stud-
ied a special mean-field problem with a purely stochastic method. Later, Buckdahn, Li and
Peng [15] investigated the properties of these equations in a Markovian framework, ob-
tained the uniqueness of the solutions of mean-field BSDEs as well as the comparison
theorem and also gave the viscosity solutions of a class of McKean-Vlasov PDEs in terms
of mean-field BSDEs.

In this paper, we study a new type of BDSDEs, that is, the so called mean-field BDSDEs,
under the globally (respectively locally) monotone coefficients. We obtain the existence
and uniqueness result of the solution by virtue of the technique proposed by Wu and
Zhang [12] and the contraction mapping theorem under certain conditions. Also, the com-
parison principle for mean-field BDSDEs is discussed when the coefficients satisfy some
stricter assumptions. A comparison theorem is a useful result in the theory of BSDEs. For
instance, it can be used to study viscosity solutions of PDEs. Here, we point out that it is
more delicate to prove the comparison theorem for mean-field BDSDEs because of the

mean-field term.
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We also present the connection between McKean-Vlasov SPDEs and mean-field
BDSDEs. In detail, let {X*,¢ < s < T} be the solution of

dXb = E'[b(s, (X?’xo)’,Xst’x)] ds+E'[o(s, (XSO’XO)’,XSt'x)] aws, selt, T],

X7 =x.

Assume that Eq. (1.1) has a classical solution. Then the couple (Y**,Z5*), where Y* =
u(s, X¥*) and Z%* = E'[o (s, (Xf’xo)/,XSt’x)]* - Du(s, X%*), verifies the following mean-field
BDSDE :

T
Yo = E[o((x7™), x5)] + / E'[f(r, (x2%), X2, (v2*0), Y1, (Z20), 24%) | dr

s

T
+ / E'[g(r, (x0%), X5, (Y2*), Y, (20%) ', zt*)] dB,

T
- / ZEdw,. 1.2)
s
In Eq. (1.2), the integral 4W, is a forward It6 integral, and the integral dB, denotes a back-
ward It6 integral. {W};,0 <¢ < T} and {B;, 0 <t < T} are two mutually independent stan-
dard Brownian motion processes with values respectively in R? and in R’. This conclusion
gives a probabilistic representation of McKean-Vlasov SPDEs (1.1), which can be regarded
as a stochastic Feynman-Kac formula for Mckean-Vlasov SPDEs.

Our paper is organized as follows. In Section 2, we present the existence and uniqueness
results about mean-field BDSDEs with globally monotone coefficients. We investigate the
properties of mean-field BDSDEs with locally monotone assumptions in Section 3. We
first prove the existence and uniqueness of the solutions of mean-field BDSDEs and then
derive the comparison theorem when the mean-field BDSDEs are one-dimensional. In
Section 4, we introduce the decoupled mean-field forward-backward doubly stochastic
differential equation and study the regularity of its solution with respect to x, which is the
initial condition of the McKean-Vlasov SDE. Finally, Section 5 is devoted to the formu-
lation of McKean-Vlasov SPDEs and provides the relationship between the solutions of
SPDEs and those of mean-field BDSDEs.

2 Mean-field BDSDEs with globally monotone coefficients

In this section, we study mean-field BDSDEs with globally monotone coefficients, which
is helpful for the case of locally monotone coefficients. To this end, we firstly introduce
some notations and recall some results on mean-field BSDEs obtained by Buckdahn, Li
and Peng [15].

Let {W;,0 <t < T} and {B;,0 <t < T} be two mutually independent standard Brow-
nian motion processes, with values respectively in R? and R/, defined over some com-
plete probability space (€2, F, P), where T is a fixed positive number throughout this paper.
Moreover, let N denote the class of P-null sets of F. For each 0 <s < T, we define

A TW B
Fe=Fo: VFir

with 7Y =o{Wys<r<t}Vv N and FZ =o{B, —-B;t <r <s}V N.
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Note that {F;, ¢ € [0, T']} is not an increasing family of o -fields, so it is not a filtration.

We will also use the following spaces:

« Forany n € N, let #%(0, T;R") denote the set of (classes of dP x dt a.e. equal)

n-dimensional jointly measurable random processes {{;; ¢t € [0, T']} which satisfy:
W) EJfy W2 dt < +00,
(ii) ¥, is F; measurable, fora.e. 0 <t <T.
Evidently, H]zF(O, T;R") is a Banach space endowed with the canonical norm
Wl = {E fy 19> ds)?.
+ We denote similarly by SH%([O, T1]; R™) the set of continuous 7z-dimensional random
processes {;t € [0, T} which satisfy:
() E(suPoyer Vil?) < +00,
(ii) ¥, is F; measurable, fora.e. 0 <t <T.

« L%(Q, F,P;R") denotes the space of all R” valued F-measurable random variables.

o Forl <p<oo, LX(Q,F,P;R") is the space of all R” valued F-measurable random

variables such that E[|£ 7] < co.

Let (Q,F,P) = (2 x Q,F ® F,P® P) be the (non-completed) product of (2, F, P) with
itself, and we define F = {]:'t = F®F;,0 <t < T}on this product space. A random variable
£ € L°(Q, F, P;R") originally defined on  is extended canonically to Q : £'(«', w) = £ (e'),
(0, w) € Q= x Q. For any 0 € LY, F, P), the variable 6(, ») : @ — R” belongs to
LY, F,P), P(dw)-a.s., whose expectation is denoted by

E/[Q(-,a))] =/ G(a)’,a))P(da)/).

Q

Notice that E'[8] = E'[0(-,w)] € L}(R, F,P) and

E[G](:/QQdI_’:/QE/[Q(-,w)]P(dw)) = E[E'[0]].

Moreover, for all (y,2,%,2), f = f(&,w,t,¥,2,y,2) : Q x [0, T] x R” x R"™% x R" x
R4 5 R", g = g(@,0,t,y,2,9,2) : @ x [0, T] x R" x R™¥ x R" x R4 — R"*! are
two F;-measurable functions which satisfy

Assumption 2.1
(A1) g(¢,0,0,0,0) € ’H%(O, T;R"<!), and there exist L > 0 and 0 < & < % such that

lg (6,902 91.21) - g(t,9, 25,92, 22) |2

<Ly, =2 + i —32P) +a(|2 2| + 1m = 22?), V91205021 Vs 2 Y2 22

(A2) for any fixed (o', w, t), f(&/, @, £, -, -, ) is continuous;
(A3) there exist a process j_’t € ’H?F(O, T;R) and a constant L > 0 such that

fey 22| <for L]+ [2] + 1+ 120);

(A4) there exist constants A1, A, € R such that for all ¢ € [0, T, y;,5; € R”, 2,7} € R#xd
(i=1,2),

0 = 22)(F (69,2, 012) = f (695,25 92.2)) < M1 = y2) (07 = 95) + Aalyr = 21
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(A5) there exists L > 0 such that, P-a.s., for all £ € [0, T], y/,y € R”, 21,222, 25 € R">4,

(6.5, 202) -f (6,5, 2p32)|> <L(|Z, - 2| + |2 - 22%).

We now consider the following mean-field BDSDEs with the form:

T T
Y= £+ f Ef(s, Y., 2., Y Z5)] ds + f Ee(s, Y., Z,, Y, 2)] dB.
t

t

T
—/ Z,dW,, 0<t<T. (2.1)
t

Remark 2.1 Due to our notation, the coefficients of (2.1) are interpreted as follows:

E'lg(s Y, Z;, Y, Z) (@)
=F [(/)(S, Y;/: Z;: Yi(w), Zs(w))]

_ / (0,5, V() Zs(@), Yu(), Zs(@)P(de), forp=f.g.
Q

Remark 2.2 If coefficient f meets the following Lipschitz assumption: There exists a con-
stant L > 0 such that, P-a.s., for all ¢ € [0, T, Vo, €R", z;,z; € R™4 (j=1,2),

If (.94 2030 21) = f (60 2oy 2) | < L9, = 941" + |21 = 2| + 11 =92 + 121 = 22%),
then it must satisfy conditions (A4) and (A5).

Definition 2.1 A pair of F;-measurable processes {(Y;,Z;); 0 < ¢t < T} is called a solution
of mean-field BDSDE (2.1) if (Y, Z) € SZ([0, T]; R") x HZ(0, T; R"*4) and it satisfies mean-
field BDSDE (2.1).

The main result of this section is the following theorem.

Theorem 2.1 For any random variable & € L*(Q, Fr,P;R™), under Assumption 2.1, mean-
field BDSDE (2.1) admits a unique solution (Y,Z) € S2([0, TI;R") x H2(0, T; R#xd),

Proof Step 1: For any (y,z) € H2(0, T; R" x R"*?), BDSDE

T T
Y =¢ +/ E'[f (5,552, Y5, Zs) | ds + / E'[g(s,54 2, Y5, Zs) | dBs
t t

T
—/ ZdW,, 0<t<T (2.2)
¢
has a unique solution. In order to get this conclusion, we define

Y95, 1,v) = E[o(s, 5,2, m,v)], forg=f.g.

Then (2.2) can be rewritten as

T T T
Y, =&+ / FOAY,, Z,) ds + / YA, Z,) dB, - / Z,dW,.
t t t

Page 5 of 20
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Due to Assumption 2.1, for all (i, v), (i1, v1), (142, v2) € R” x R4, ¢ satisfies
2
g% (11, v1) = g% (12, )| ” < Lipy = pal® + vy — v,

and f fulfills

(1 = p2) (FO (e, v) =09 (12, 1)) < Aalpa — 2l

2
[FO (1, v1) = 92 (e, )| < Ll — o

According to Theorem 2.2 in [12], BDSDE (2.2) has a unique solution.
Step 2: Now, we introduce a norm on the space H2(0, T; R” x R"*?) which is equivalent

to the canonical norm

1

T
||(y,z)||ﬁ={5/ eﬁ$(5|ys|2+|zs|2)ds}2, & B>0.
0

The parameters ¢ and g are specified later.
From Step 1, we can introduce the mapping (Y., Z.) = I[(y/,2)] : H2(0, T; R” x R"™?) —
H]ZF(O, T;R" x R"*9) through the equation

T T
Y, =&+ / E'[f (55,7, Y5 Z;) | ds + / E'g(s,5,2, Y, Z;)] dB;
t t

T
—/ ZdW,, 0<t<T.
t

For any (y',2!),(5%,2%) € H2Z(0, T;R" x R™9), we set (Y',Z!) = I[()},2")], (Y2, Z?) =
I[6% 2], 3,2) = ' —y*,2' —z%*) and (Y, Z) = (Y' - Y?, Z! - Z?). Then applying Itd’s formula
to e#|Y;|% and by virtue of Y?, Y2 € S2([0, T]; R"), we have

T T
E[eﬂtll_/t|2] +ﬁE[/ eﬁsll_/sl2ds:| +E|:/ eﬁSIZslzds]
t t
r = 1,1 2,2 2 2
_ 2]5[ [ s s vzl - ,Zs))ds}
t

T
- E|: / eP|g" ) (s, Y1, Z1) - g (5, Y2, 22) |2dsi|. (2.3)

t
From condition (A4) and noting that E'[Y;(w')] = E[Y;(w)], for any M > 0, we get
YA () 1 71 (»2,22) 2 2
(YS’f (S’YS'ZS) _f (S’Ys ’Zs))
= 1,1 2.1 = 2.1 2,2

= (YofV (s Y, 20) = £ (s, Y2, Z5)) + (Hof 9 (s, Y2, Z5) = f05 (5. Y2, 22))

< MYE() + Aa| Vsl + §M|}_’ 1>+ L15[|z HE L|Z |*

=AMLy s s ) K AM S oM s

|)\,1|M 3 =2 |)\1| _ 2 L _ 2 L - 2
<|—— +A+=M]|Y + —E + —El||z + —|Z|".

Page 6 of 20
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Then we have

T T
E[eP1Y,] +,3E[/ eﬁsll_/slzds] +E[/ eﬁS|Zs|2ds]
t

t

T
- A
515[/ eﬁs<(|A1|M+ 203 +3M + L) |Y,* + <L + %)E[WZ]
t

+ (ﬁ +a)E[|25|2] + (/\% +a>|ZS|2) ds}.

If we set M = %, c= léa(% +L), B=MIM+2)1 +3M+L+ %E, then it yields

T _ _ 1+2 T
E[/ eﬂS(E|YS|2+|ZS|2)dS]§ +2 “E[/ e‘gs(E|j/s|2+|25|2)ds].
t t

Consequently, ] is a strict contraction on H2(0, T;R” x R"*¢) equipped with the norm
Il -1lpfor 0 << % With the contraction mapping theorem, there admits a unique fixed
point (Y, Z) € H%(O, T;R" x R™*4) such that I(Y,Z) = (Y, Z). On the other hand, from
Step 1, we know thatif I(Y, Z) = (Y, Z), then (Y, Z) € S2([0, T]; R") x HZ(0, T; R"*“), which
is the unique solution of Eq. (2.1). g

Suppose that: For some f : Q x [0, T] x R” x R"™% x R” x R™¥ — R” satisfying (A2)-
(A5), the generators f;, i = 1,2 are of the form

fils ()’si)/, (Zﬁ)/, YLZ) =f(s, ()’;)/, (Zﬁ)/, YLZ) +@ils), dsdP-ae.,i=1,2,
where ¢; € 7-[%(0, T;R"). Then we have the following corollary.
Corollary 2.1 Suppose that (Y',Z}) is the solution of mean-field BDSDE (2.1) with data

(E'.frg),i=1,2, where £1,£2 € L*(Q, Fr, P;R") are two arbitrary terminal values. The dif-
ference of (Y1, ZY) and (Y?, Z2) satisfies the following estimate:

Ely? 212 ’ B(s—1)| /1 212 1-2«a T Bs—t)| 1 212
(i w2P o] [ ooy ov2fas |« F20E| [ 0|z 2 s
t t

T
< E["T0]e! - £2] + E[/ O [|or() - 0206)|] ds]’

forall0<t<T, (2.4)
where B =2| | + 215 + % +2+2L.

The proof of the above corollary is similar to that of Theorem 2.1 and is therefore omit-
ted.

3 Mean-field BDSDEs with locally monotone coefficients
In this section, we investigate mean-field BDSDEs with locally monotone coefficients. The
results can be regarded as an extension of the results in [12] to the mean-field type.

We assume
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(A3’) there exist L > 0 and 0 < y <1such that |[f(¢,y,2,y,2)| <L(L+ |y'|V +|Z/|" + |y]” +
|21”);

(A4') for any N € N, there exist constants Ay, Ay € R such that, ¥y, y;, 2,z satisfying
il lyil, 121, 12| < N (i =1,2), we have

()’1 _yZ)(f(t;y,pZ,ryl:Z) —f(t,y;,Z/,yz,Z)) =< )"N(yl _yZ)(yi —yé) + XN|J’1 _y2|2;

(A5') VN € N, there exists Ly > 0 such that, for any ¥/, y, 2, z; satisfying ||, |y|, |z}, |z:| <
N (i =1,2), it holds

lf(t)ylyzi;y;zl) _f(t)y/)zéyy’22)|2 S LN(iZi _Z/2|2 + |Zl _Z2|2)‘

Remark 3.1 Since |x|¥ <1+ |x|, y €[0,1), (A3") implies that

F &y, 2.p2)| <L(B+ ||+ |Z] + 1yl +zl).

We need the following lemma, which plays an important role in the proof of the main
result.

Lemma 3.1 Under (A2), (A3')-(A5’) there exists a sequence of {f,u}o, such that
(i) forfixedmeN, o', w, t, fu(@, ®,¢,-,-,-,+) is continuous;
(i) Vm, |fu(t.y, 20,2 < [f (65,2, S LA+ Y[ + 217 + [yl” + |2]");
(iii) VYN, pn(fi —f) = 0 as m — oo, where

T /)
Pr(f) = E[fo SUP /|12yl 2l <m If(&,y,2,y,2)* dt];
(iv) Vm, f,, is globally monotone in y; moreover, for any m, N with m > N, it holds that

01 =22) (fn (651, 2591 2) =fon (695,212, 2)) < A1 = 32) (¥ = 5) + An[y1 =21,

Joranyt,y, yi, 2, z satisfying |y, |yil, |Z'], |z| <N (i =1,2);
(v) VYm, f,, is globally Lipschitz in Z, z; moreover, for any m, N with m > N, it holds that

Von (8.5, 20321) = (6. 2003, 22) [* < In(|2 - 2| + 121 - 22]?),

forany t,y,y, z,, z; satisfying |y'|, |yl 1z}l |zi| <N (i =1,2).

Proof We define f,, by

In(6523:2) = (65,25, 2) 0 (Y )0 (2) Vi )11 (2),

where ¢, : R” — R* is a sequence of smooth functions such that 0 < ¢, <1, ¢,,,(x) = 1 for
|x| < m, and ¢,,(x) = O for |x| > m + 1. Similarly, we define the sequences ¢,, : R"*¢ — R*,
VU : R" = R*, n,, : R4 — R*. It should be pointed out that ¢,,, ¢,,, ¥,, and 1, are
continuously differentiable with bounded derivatives for each m. The conclusion of this
lemma can be easily obtained by arguments similar to those of Lemma 3.3 in [12]. O

We now present the main result of this section.

Page 8 of 20
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Theorem 3.1 Let (Al), (A2), (A3')-(A5') hold. Assume, moreover,

1+exp(2L + 2|An| + 225, + 2LN07! + 2)
N20—) -

0, asN — oo, (3.1)

where 0 is an arbitrarily fixed constant such that 0 < 6 <1 - 2«. Then mean-field BDSDE
(2.1) has a unique solution (Y,Z) € S3([0, TI; R") x H2(0, T; R™%).

Proof We now construct an approximate sequence. Let £, be associated to f by Lemma 3.1.
Then for each m, f,, is globally monotone in y and globally Lipschitz in z. By Theorem 2.1,
the following mean-field BDSDE

T
e [ B0, @) v s
T T
n / E/[g(s’ (YSWI)/’ (Z;,n)/, ng’Z;’Vl)] st _/ Z;n dWS! 0 S t E T; (32)
‘ t

admits a unique solution (Y, Z™) € S4([0, T];R") x Hz(0, T; R"*4) for each m > N. Ap-
|2

plying It6’s formula to | Y}”

T
vy ee| [ lzfas)

- P26 [l (07 @) v )

yields

T
ee] [l () 22y 2], 0<e<,
t

where
T
o] [ vl (), (@)1 20

T
<21l [ w5+ #L ] B2+ 1+ 22 s
t

T 5 8L2
<25T+E L°+4L +
t _a

_ T
)\ysm\zdﬂ S [P
and

o [ 1t (' (2 vz

T
< ZEQE[/ £ [e(s. (1) (2 Y2, 22)] - E [9(5,0,0,0, 0)]‘2015}

T
1+3“5[/ ]E’[g(s,O,O,O,O)]|2ds}
t

l-«o

(1+3a)L L. 1+ 3a) T
< +2a“ E[/t b% |2ds]+ +2“E[/t |z WS}

T
1+3“E[/ |E’[g(s,0,0,0,0)]|2ds:|.
t

l-«o

+

+

Page 9 of 20
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Hence,
w27 (1—20a) T 2
el [+ S50k [z as
t

T
L 3“15[ / |E'[¢(5,0,0,0,0)]|” dsi|
t

2
<E[I&P]+25T + T

8> (1+3a)L T
+ (L% +4L+ +( + 3a) E/ }YS’”}st.
l-« 20 ¢
Then it follows from Gronwall’s inequality and the B-D-G inequality that
|2 L
E[ sup |Y; |]+E |Z|" dt
0<t<T 0

T
< c[1 + E[1€1%] +E/ |E’[g(s,o,o,o,o)]|2ds],

where C > 0 only depends on T, «, L and is independent of m.

For any m, k € N, set

A= {()o,8): [(0) |+ |(20) ]+ ()] + (28]
Yz Y |20 = N
and A:= Q\ A.

Next, we will conclude that (Y, Z™) is a Cauchy sequence in S%([O, T);R") x ’H%(O,
T;R"%4), Actually, since mean-field BDSDE

T T
vi-g [ EQRG (1)) (@), v 20 ds+ [ Elale (1) (2 vk 2] as,
t t

admits a unique solution (Y*,Z%) € S2([0, T];R") x H2(0, T;R"*%) for each k > N. Ap-

plying Ito’s formula to | Y}” — YX|?, we have

vt o] [z -2 o]
2] [ ) (Lt () (2 2]
~ElAG (1) (20 3 20 &
+E[ / BTl () (2 v 2y g (1) (28 Yf,Zf)]Izds}

T T
§2LEf |YS"‘—YSI‘|2ds+2aE/ |z = ZK|* ds + 1+ 11+ 111, (3.3)
t t
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where

T
1= ZE[ f (V" =Y8) - E'[fn(s (1) (20), ¥ 27)
t
el (V) (28 Y5 Z0) s |
T k ! /
=26 [ (-2 Elflo () 20 3727)
~fonlss (V) (22) Y5, Z0) L ds |
T
I = 2E|:/ (Y7 = Y5) - E'lfuls, () (25) Y, 25)
t

Al (1)’ 22 Y 2 s |

We next estimate I, II and III.
For the first term I, based on Holder’s inequality and Chebyshev’s inequality, we have

T 2
t<k [ |yr-vias
t
T
+E[ / E'([fn(s () (2) Y0 220) = fi(s, (Y5 (28) Y5 Z8) T ds]
t

T
<E / Y7 - Y¥|* ds + CN"207), (3.4)
t

where C > 0 depends on T, L, @ and E[fOT |E'[g(s,0,0,0,0)]|2 ds).
For the second term II, due to the local monotonicity of f;, in y and the local Lipschitz
condition of f;,, in z, we obtain that for VM > 0, the following holds:

T
=26 [ (- vt) B Lo () 20 1 2)
ol (VY (22 YA 7 s ds}
T
o] [ (- ) Bl (), 2 v 2)
t
-l (12, (2 8 20|
T = 2
< 215/ [ (Y = YOE(Y - YE) + an| Y - Y[ ] ds
t
r m k|2 LN T / m\’ K\’ |2 m k|2
+ME [ |Y7" =YY ds+ME [E(z) - (Z5)|"] + |z - zE| "] ds
t t

T T
< (21An] + 245 +M)E/ |y~ YE[P ds + HWNE/ |z~ ZX|? ds. 3.5)
t t

Page 11 of 20
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For the last term, we have
T 2
I < E/ |y — YK ds + pZ (fin — fo). (3.6)
t
Choose M > 0 such that 6 := ZLTN <1-2a. Then from (3.3)-(3.6), we obtain
2 T 2
E[|Y" - Y]+ (1 -2a —e)EU |z - Z¥| ds]
t
- T 2
< Py (fn —fi) + CN7207) 4 (2L + 2| x| + 205 + 2LnO 7 + 2)E/ |y — Y| ds.
t

Applying Gronwall’s inequality and the B-D-G inequality to the above inequality yields

T
E[ sup ’th—Yf|2]+E|:/ ‘Z;"—Zf|2ds:|
0

0<t<T

< c[p]%,(fm —fi) + N’Z(l’y)] X [1 + exp(2L +2[An] + 245 + 20LNO7 + 2)],

where ¢ > 0 is independent of m, k. Now passing to the limit successively on m, k and
N, we see that (Y™, Z™) is a Cauchy (hence convergent) sequence in € Sz([0, T];R") x
HZ(0, T; R"*4); denote the limit by (Y, Z), which satisfies

T
E| sup v -vi[] +E[/ |z —Zs|2ds} -0
0

0<t<T

as m — 00.
Next, we show that (Y, Z) is the solution of mean-field BDSDE (2.1). To this end, we only
need to prove that the following conclusion holds along a subsequence:

T
| BTl () 2y vz s
t
T
— / E[f(s,Y,,Z,Y,Z)]ds inL*(Q)asm — oo. (3.7)
t
Set

A= {(00,8) £ |02 | (22 |+ ¥+ 2]+ X7 4|22+ 15412 2 ),

and A,, := Q\ 4,,.

Since
Fuls, (Y)Y (2), Y2, Z) = £(5, YL, 2L, Yo, Z5) = Ly(m, ) + Ly (m, s) + I3 (m, ) + La(m, ),
where

hmss) = [fn(s (V) (27 Y 20) £ (5, (V") 20, Y Zo) [La,

L(m,s) = [fuls, (V7). 20 Y0, Z6) = f (5, (V) 20 Y, Z) 1,
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I(m,) = [fu(s (V") (Z7) X Z0) = fonls, (V) 20 Y0 Z0) [T

L(m,s) =f (s, (Y"), Z,, Y™, Z) - f (s, Y., Z., Y, Z),

m’

then we have
T
B[ BT (). @ v 2 - Bl 2 v 2) ) s |
T
< 4E[ [ Elnon P + a9 + s + |I4(m,s)|2]ds:|
t
T 2
< CN-20-7) 4 40} (fru —f) + SLNE[/ {Z;“ - Zs| ds}
t

T
vt [ NG (). 200 2) 16,2, v,2) s 69)
t
where C > 0 is independent of m. As
2 T 2 2
E[ sup |Y/" - Y| ]+E[/ VAV dsi| — 0 and supE[ sup |Y/"| ] < 00,
0<t<T 0 m=N Lo<t<T

there exists a subsequence of Y, still denoted by Y"”, such that Y}” — Y; a.e,, a.s. It then
follows from the continuity of f in y and the dominated convergence theorem that

T
E[/ E[lf (s (Y™, Z,Y",Z) - £ (s, Y., Z, YS,ZS)|2]ds] -0
t

as m — 00.
Now, passing to the limit as m — oo and N — oo in (3.8) successively, it follows that
(3.7) holds. Then letting m — oo in (3.2) yields

T T
Vet [ Bl Yz voz))ds+ [ Elal ¥z, vaz)]de
t

t

Therefore, we come to the conclusion of this theorem. O

Now, we discuss the comparison theorem for mean-field BDSDEs. We only consider
one-dimensional mean-field BDSDEs, i.e., n = 1.
We consider the following mean-field BDSDEs: (0 <t < T)

T T
vicets [ ELAG (v, (2. vz ds s [ Elels (V). (21 ¥ 20 ) a

t t
T
- / zZHdw, (3.9)
L
T T
v-ee [ B[R (2),@), 72 dse [ Elels (12), (22122 ds
t t

T
- / Zrdw,. (3.10)

t
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Theorem 3.2 (Comparison theorem) Assume mean-field BDSDEs (3.9) and (3.10) sat-
isfy the conditions of Theorem 3.1. Let (Y1, Z}) and (Y?,Z?) be the solutions of mean-field
BDSDEs (3.9) and (3.10), respectively. Moreover, for the two generators of fi and f,, we sup-
pose:

(i) One of the two generators is independent of Z'.

(i) One of the two generators is nondecreasing in y'.

Then if &' < &%, as., fi(t,y,2,y,2) < fo(t,y.2,y,2), as., there also holds that Y} < Y?,
a.s.Vt e [0, T].

Remark 3.2 The conditions (i) and (ii) of Theorem 3.2 are, in particular, satisfied if they
hold for the same generator f; (j = 1,2), but also if (i) is satisfied by one generator and (ii)
by the other one.

Proof Without loss of generality, we suppose that (i) is satisfied by f; and (ii) by f,. For
notational simplicity, we set & := £ —£2, (Y, Z) := (Y! - Y2, Z' — Z?), then

T
TomEe [ BT (1)1 20) Al (1) (2, 72, 22)ds
t
T
o [ Ele (1) (21 022 gl (1) (22) 72, 22
t
T —_
—/ Z,dW,, 0<t<T.
t

By Itd’s formula applied to |Y;'|> and noting that £! < &2, it easily follows that
E[| Yt+| ] + E|:/ Iiy.0) |1 Z|? dS:|
t

2] [ B 00,32 -l (02 (2 2. 2) ) s

t
T
vE| [t el (12, 22,22, 2)
el (1) (22). 2. 22)) s | @)
Since fi(t,¥',2,y,2) < fo(t,¥, 7, y,2) a.s. and f, is nondecreasing in y’, we have
2V Efi(s (Y)Y, 2) - fols, (¥2)(20) Y2, 22)]
2T E (s (V1) ¥ 2) - (V1) 12, 2)
+his (W) 222 -h(s (V) .(22), 10, 22)
+h(s ()22 22) - £l () (20). 2. 27)]
<2XEfh(s (X)), Y, 20) ~Als, (Y7) ¥2, Z3)

A (V). Y52) - fils, (¥)) Y2, 22)]

20 E (s (4)(2) )00, 20) (s (¥2) 1 (20) Y2, 29)]
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.- Ly (o, 2 5
< 2RIl g0y + g | %]+ (120012 50

+ 20 YE[(Y)) = (YD) M50
Then we have

A= 2E[Y (Bl (V) Y0 20) =l (¥2) 1 (20) 2, Z2)])]

Ly

< (2X;, 1 + 2|AN|>E[| 1?;|2] + (1= 20)E[17,50)1 Zs |- (3.12)

—2u
With the assumption (Al), we obtain
E'lg(s (¥2)(22) v 23) - els, (¥2), (22) Y2, 2]
<Efle(s (¥).(2). ). 2) —g(s. (7). (22) . v2. 20) []
<E[L(|(¥) - (@) [+ 1%P) +a([(2) - (22 +12.P)]

= LE|Y,|? + €E|Z,)* + L|Y,|? + | Z,|*. (3.13)

Combining (3.12), (3.13) with (3.11) yields

, - L T
E[|7 ] < (205 + —2— +2lan] +2L / E[(Y)] ds.
1-2« ¢

By Gronwall’s inequality, it follows that

E[|¥/|*]=0, Vtelo,T],
thatis, Y} < Y2, P-as., Vt € [0, T1. O
4 Decoupled mean-field forward-backward doubly SDEs
In this section, we study the decoupled mean-field forward-backward doubly stochas-
tic differential equations. First, we recall some results of Buckdahn, Li and Peng [15] on
McKean-Vlasov SDEs. Given continuous functions b :  x [0, T] x R x R — R and
0 : Q2 x [0, T] x R x R? — R?*“ which are supposed to satisfy the following conditions:
Assumption 4.1

(i) b(t,0,0) and o (¢, 0, 0) are F,-measurable continuous processes and there exists some
constant L > 0 such that

|b(t,x’,x)| + |o(t,x/,x)| < L(l + |x|), as., forall0 <t <T,xx €R%
(i) » and o are Lipschitz in x, &', i.e., there is some constant L > 0 such that

|b(t,xi,x1) - b(t,x/z,xz)| + |o(t,xi,x1) - G(t,xé,x2)|

<L(|x =] + lv1 —x2l),  as., forall 0 <t < T,x,x7,%,%, € R%

Page 15 of 20
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For any x, € R?, we consider the following SDE parameterized by the initial condition
(t,¢) € [0, T] x LR, F,, P;RY):

dX{ = E'[b(s, 0™, X5)) ds + E'[o (s, (X,™), X: ) dWs, s e [t, T), 1)

X =t '
From the result about Eq. (5.1) in [15], we know that under Assumption 4.1, SDE (4.1) has
a unique strong solution, and we can obtain that XtT’: has a continuous version with the
following well-known standard estimates.

Proposition 4.1 Vp > 2, there exists C, € R* such that, for all t € [0,T] and ¢,¢’ €
LP(Q, F;, P;RY),

E[ sup [ X4 - X p|]-}] <Cle-¢'f, as;
t<s<T
E[ sup [XP| R = G (1 1cP), as; (4.2)

t<s<T

E| sup [X-¢[|R] =G+ 1cr)st, Pas

t<s<t+8

foralls >0 witht+35<T.

Now, let f(¢,%,x,9,y,7,2), g(t,x',x,9,y,7,z) and ®(x,x) be real-valued functions and
satisfy the following conditions.

Assumption 4.2

(i) ®: Q2 xR? x R? — R” is an Fr @ B(R?)-measurable random variable, f : Q@ x [0, T] x
RY x RY x R” x R" x R4 x R"™*% — R"and g: Q x [0, T] x R? x R? x R” x R" x R"*% x
R4 — R"*! are two measurable processes such that f(¢,x',x,y,y,7,2), g(t,x, %,y , 9,7, 2)
are F,-measurable, for all &, x,9,9,7,2) € R x R? x R" x R” x R"™4 x R"™*4,

(i) Forall 0 <t < T, &1, %1,%5, % € R4, V199,92 € R, 24,21,25, 20 € R"*4_ there exist

constants L >0, A, A, e Rand 0 < < % such that

| @ (x,1) — D (ah02) [* + [F (851,200, 9190, 2 21) = F (8%, %2, 91 01,25 22) |
<L(|%, -, + o — 22 + |2, = 2" + |21 — 22 %),

01 =y (f (&2 %0 909120 21) = f (6,20, 20,95, 92,21, 21) )
<M1 = 5) 01 = 32) + Aalyr = 3l

(b5, 91,91, 20, 21) — (8%, %2, ¥, 92,23, 22) |
<L(# - %)" + -l + -5 + - 9al) + (|2 - 5| + o - 2.

(iii) f, g and & satisfy a linear growth condition, i.e., there exists some L > 0 such that,
a.s., for all ¥/, x € R4

’<I>(x',x)| + [f(t,x’,x, 0,0,0, 0)’ + ’g(t,x’,x, 0,0,0, 0)‘ <L(1+ x|+ |x/|)
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Next, we investigate the solution of the following BDSDE:

—dY = E'Tf (s, (XO70), XE, (Y20), Y, (2070), ZE5)] dis
+ E/[g(s, (XY, XE5, (YY), YE8,(Z270Y, ZE) dB, — Z2* dW, (4.3)
Y7 = E[®((Xy™), X5)), seltT).

Firstly, we study the case (£,¢) = (0,%9). From Theorem 2.1, we know that there ex-
ists a unique solution (Y%*,Z0%%) e S2(0,T;R") x H2(0, T;R"*?) to the mean-field
BDSDE (4.3). Once we have (Y%, Z0%0), Eq. (4.3) becomes a classical BDSDE with coef-

ficients

g(w’ S’Xst:§’y’z) - E/[g(': , s, (X;),xo)/,Xst,I, (YO,xo)/,y, (Zo’xo)/,z)],
and ®(w, X7 (0)) = E'[®(, o, (XOT’XO)’,X?{)] e L*(Q, Fr,P;R"). Then due to Theorem 2.2
in [12], we obtain that there exists a unique solution (Y**,Z%%) € SZ([0, T];R") x
H2(0, T; R™?) to Eq. (4.3).
For BDSDE (4.3), we give the following proposition.

Proposition 4.2 Foranyt € [0,T) and {,¢’ € L*(2, F;, P;R?), there exists a constant C >
0 such that

T
E( sup ’YSM|2 +/ ’Zst'{’zds‘}'t> <C(1+¢P), as; (4.4)
t

t<s<T

T
| sup v - vi< o [zt -2
t

t<s<T

]-]] <C(|¢ —§’|2), a.s. (4.5)

Proof Combining classical BDSDE estimates (see the proof of Theorem 2.1 in Pardoux and

Peng [6]) with the techniques presented in Theorem 3.1, we can get the proof easily. [

5 Mean-field BDSDEs and McKean-Vlasov SPDEs

We now pay attention to investigation of the following system of quasilinear backward
stochastic partial differential equations which are called McKean-Vlasov SPDEs: for any
(t,x) € [0, T] x R?,

T
u(t,x) = E[CD(X%xo,x)] +/ Lu(s,x)ds
t
T o
+ / E[f(s,XSO”‘O,x,u(s,Xf’xO),u(s,x),E* . Vu(s,XSO”‘O),E* . Vu(s,x))] ds
t

T
+/ E[g(s, X270, 2, u(s, X2™), u(s, x),
t

G - Vu(s,X>™),5" - Vuls,x))] dBs, (5.1)
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with & := E[o (s, X>™, x)] = E'[0°(s, (X", x)], and u : R* x R — R”,

Lu1
Lu= :
Lu,
with
1& 92 ? omo 17 0
= E Zﬂij—axi axj + ZE[bz’(t,Xp ,x)]a—xi,
ij=1 i=1
where

a:= () = (E[o (6, X%, %) |E[o (6, X7, %)] ).
Note that

E[go(s,XsO'xO,x, u(s,XSO”‘O), u(s,x),5 - Vu(s,XSO”‘O),?f* . Vu(s,x))]

- /d o(s, %, %,u(s, ), u(s,x),5 - Vu(s,x'),5 - Vu(s,x))Pxo,x0 (dx'), forp=f.g.
R S

In fact, Eq. (5.1) is a new kind of nonlocal SPDE because of the mean-field term. Here,

the functions b, o, f, g and & are supposed to satisfy Assumption 4.1 and Assumption 4.2

respectively, and X% is the solution of the mean-field SDE (4.1) with (¢,£) = (0,xo).
Now, we give the main theorem of this section.

Theorem 5.1 Suppose that Assumption 4.1 and Assumption 4.2 hold. Let {u(t,x);0 <t <
T,x € R4} be a .FfT—measumble random field such that u(t,x) satisfies Eq. (5.1) and for
each (t,x),u € C**([0, T] x R%;R") a.s. Moreover, we assume that f,g € C([0, T] x R? x
RY x R” x R" x R"™*% x R"™4) fora.s. & € Q.

Then we have u(t,x) = Y, where {(Y?*, Z*);t <5 < T},oqxepd iS the unique solution of
the mean-field BDSDEs (4.3) and

Yo = u(s, X),  Z9 = E'[o (s, (XO%), X5)] - Vu(s, X). (5.2)

Proof It suffices to show that {u(s, X**), E'[o (s, (X;)’xo)’,Xst'x)]* - Vu(s, X");0 < ¢ < s} solves
the mean-field BDSDE (4.3). To simplify the notation, we define

P(5, X270, x) £ E[o(s, X", x, u(s, X70), u(s, x),

G - Vu(s,X?™),5" - Vu(s,x))], forp=f.g.
According to our notations introduced in Section 2, we know that

<[J(s, XSO”‘O,x) =F [ga (a)/,s,Xf’xO (a)’),x, u((s, X0 (a)’)), u(s, x),

G - Vu(s, X2 (0')),5 - Vu(s,x))].
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Lett=ty<ty<ty<---<t,=T and A :=max{t;;; —t;} — 0. For each t; € [¢, T), applying
It6’s formula to u(ti,Xfl.”‘) and noticing that u satisfies Eq. (5.1), we get

(e, XE7) = (e, X6

=u(ts X;7%) —u(ts Xp7%)) + u(t X777 — u(tin, X77)

tiy Liy =
=- / 1ecbt(t,»,)(;"‘) ds — / 1E[o(s, (x0%0), X1*)] - Vu(s, X2*) dW
t; ti

tiv

Lit iyl Liy
+ / 1 Lu(s, X[* ) ds + / 1f(s,Xg'x0,Xfl,’f1) ds + / 1g(s X0%0, X1% ) dB,
t, t, t

i i i

ti+1,\ tivl
_ / F(5, X0, XY dis + / (5, X070, X!%) dB,
t; ti

Liy
- / "o (5, (X070, X5)] - Vu(5, X4%) AW
t,

i

The condition that u € C%%([0, T] x R%R") and the continuity of f and g are adopted in
the last equation.

Then we have

n-1

u(t,x) - M Xt’x Z tert (ti*'l’XZfl)]

tz+1
Z / (5, X0, x1%) dHZ / &(5, X0, Xt) dB,
=0

n-1

tiy #
S [ Bl (x0T %)

i=0

T T
_ / F5, X0, XY ds + / (s, X0, X*) dB,

T
- [ Bl () )] vule ) v
t

So, Y5 := u(s, Xb*), Z* .= E'lo (s, x>y, X)) - Vu(s, XI™) solves the mean-field BDSDE
(4.3). The proof is now complete. d

Remark 5.1 Formula (5.2) generalizes the stochastic Feynman-Kac formula for SPDEs of

the mean-field type.
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