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Abstract

We investigate the limit behavior of the first eigenvalue of the half-linear eigenvalue
problem when the length of the interval tends to zero. We show that the important
role is played by the limit behavior of ratios of primitive functions of coefficients in the
investigated half-linear equation.

MSC: 34C10

1 Introduction
We consider the eigenvalue problem associated with the half-linear second order differ-
ential equation

—(r@)®(x)) + c(t)®(x) = Aw() P (x), O(x):= [xP2%x, p>1, (1)
(rO@(x))

with t € (a,b), —0c0 <a < b < oo, ', c,we LYa,b), q= 1% being the conjugate exponent

of p, and r(¢) > 0, w(t) > 0. Equation (1) can be written as the first order system
=) d ), u = (c(t) - kw(t))dD(x), (2)

®1(u) = |u|7%u being the inverse function of ®, and the integrability assumption on the
functions 74, ¢, w implies the unique solvability of this system. The original paper of
Elbert [1], where the existence and uniqueness results are proved via the half-linear version
of the Priifer transformation, deals with continuous functions in (2), but the idea of the
proof applies without change to integrable coefficients when, as a solution x, i, absolutely
continuous functions are considered (which satisfy (2) a.e. in (g, b)).

Along with (1), we consider the separated boundary conditions
x(a) cos, o — 17 (a)x/(a) siny a = 0, x(b) cos, B — 171 (b)x'(b) sin, B = 0, (3)

where sin,, cos, are the half-linear goniometric functions, which will be recalled in the
next section. Motivated by the paper [2], where the linear Sturm-Liouville differential
equation (which is the special case of (1)) is considered, we investigate the limit behav-
ior (as b — a+) of the first eigenvalue of (1), (3) in dependence on «, 8. We show that this
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limit behavior is, in a certain sense, the same as for an eigenvalue problem when boundary
conditions (3) are associated with an equation with constant coefficients.

The investigation of half-linear eigenvalue problems is motivated, among others, by the
fact that the partial differential equation with the p-Laplacian (which models, e.g, the flow
of non-Newtonian fluids, while the linear case p = 2 corresponds to the Newtonian fluid)

~Apu+ @) D) = A0w),  Ayw):=div(|u@) | Vuk), xeR”,

and the spherically symmetric potential ¢, can be reduced to an equation of the form (1).
For this reason, motivated also by the linear case p = 2, the problem of dependence of
eigenvalues of (1), (3) on the functions r, ¢, w and the boundary data a, b, «, 8 was a
subject of the investigation in several recent papers. We refer to [3—6] and the references
therein.

The paper is organized as follows. In the next section, we recall essentials of the qualita-
tive theory of half-linear differential equations. Section 3 deals with the eigenvalue prob-
lem for an equation with constant coefficients. The main results of the paper, limit formu-
las for the first eigenvalue of (1), (3), are given in Section 4.

2 Preliminaries
First, we recall the concepts of half-linear goniometric functions. These functions, in the
form presented here, appeared for the first time in [1]. In a modified form, they can also
be found in other papers, e.g., in [7].

The half-linear sine function sin, is defined as the solution of the differential equation

(@) +(p-1) @) =0 (4)

given by the initial condition x(0) = 0, ¥'(0) = 1. The function sin, is 7, anti-periodic (and

= —2 __ The derivative (sin,t)’ =: cos, ¢ defines the half-
psin(r/p) p P

linear cosine function. These functions satisfy the half-linear Pythagorean identity

hence 2, periodic) with 7, :

|sin, ¢ + |cos, £|F = 1. (5)

The half-linear functions tan, and cot, are defined in a natural way as

sin, ¢ cosyt
tan, £ = , cotyt =
cos,t

sin, ¢

The inverse functions to these functions on (-m,/2,,/2) resp. (0,7,) are denoted by
arctan, and arccot,. By a direct computation, using (5) and the fact that (4) can be written
as

x" + |x'|2_pd>(x) =0,

one can verify the formulas

1 1 1
[Cb(cotp t)]/ = (tan, t)’ (arctan, t)' = TR

T =T
| sin,, £|P | cos, t|P
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The original proof of the unique solvability of (1) (and hence of (2), see [1]) is based on
the half-linear version of the Priifer transformation. Let x be a nontrivial solution of (1),
put

x(t) = p(O)siny @(1),  rTH ()X (£) = p(£) cos, ¢(2). (6)

Then the Priifer angle ¢ solves the first order differential equation

Aw(t) — c(t)

"= ()| cos, @l +
¢ (#)] cos, ¢ »1

| sin, @|”. (7)
The right-hand side of (7) is a Lipschitzian function with respect to ¢, hence the standard
existence, uniqueness, and continuous dependence on the initial data theory applies to
this equation, and these results carry over via (6) to (2) and (1). Observe at this place that
the right-hand side of (2) is not Lipschitzian, so this theory cannot be directly applied
to (2).

The Priifer transformation is closely associated with the Riccati-type differential equa-
tion

Vo aw(t) —c(t) + (p - 1)r1(@)|v|? = 0, (8)

which is related to (1) by the Riccati substitution v = r®(x'/x). The fact that we have in
disposal a Riccati-type differential equation and the generalized Priifer transformation
implies that the linear oscillation theory extends almost verbatim to (1). In particular, sim-
ilarly to the linear case, the eigenvalues of (1), (3) form an increasing sequence A, — 00,
and the nth eigenfunction has exactly n — 1 zeros in (a, b), see [8] and also [9, Section 5.7].
For some recent references in this area, we refer to [3] and the references therein.

3 Equation with constant coefficients
In this section, as a motivation, we consider the equation

—~(@()) = rp - ), )
ie,r=1,¢=0,w=p-1in (1). The Riccati equation associated with (9) is
V+(-D[r+v?]=0. (10)

First, consider the case o = 8 € (0,7,) in (3). Then the first eigenfunction of (9), (3)
corresponds to the solution of (10) satisfying

v(a) = ®(cot, o) = v(b). (11)

To underline the dependence of eigenvalues of our eigenvalue problem on b, «, 8, we de-
note the first eigenvalue by 41(b, o, 8). Also, when o = 8, we use the notation A;(b, o, @) =:
r(b, ).

Obviously, the solution of (10) satisfying (11) is a constant solution when

A =xi(b,a) = —|®(cot, @)|” = —| cot, P
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If0 <o < B <mp,ie,via) = P(cot, o) > D(cot, B) = v(b), we need v to be decreasing. When
the length of the interval (g, b) tends to zero, v/(£) cannot be bounded from below in (4, b),

and hence
Mmb,a,B) — 00 asb— a+.

In the opposite case, when 0 < 8 < o < 7, i.e., v(a) = P(cot, o) < P(cot, B) = v(b), we need
v to be increasing, and using the same argument as before, we have lim;_, ., 21(b,«, 8) =
—oo0. Finally, ifa = 0 and 8 € (0, 7)), we have v(a+) = 00, and hence lim,_, ., A1(b,0, 8) = oo,
similarly, if B = 7, and « € (0, 7,), we have v(b-) = —oo, and hence also limy_, 5, A1 (b, o,
Tp) = 00.

The previous simple considerations are summarized in the next theorem.

Theorem1 Let 1(b, o, B) denote the first eigenvalue of (9), (3) with o € [0,7,), B € (0,7,].

Then
00 ifa<p,
blim M, a,B) = —|cot,al’ ifa=p,
—00 ifa>p.

Remark1 In this section, for the sake of simplicity, we have considered a constant coeffi-
cients equation in the form (9), i.e., with ¢ = 0, r = 1, and w = p — 1. If the functions r, ¢, w in
(1) are constants equal to 7,¢, w € R, a slight modification of the previous considerations
shows that for @ = 8 we have

c ri=1
Mb,a)=—~(p-1)—/cot,af’
w w

(actually, this least eigenvalue does not depend on the endpoints a, b).

4 Limit behavior of the first eigenvalue
In this section, we consider general half-linear eigenvalue problem (1), (3). We denote

R(t) = /trl_q(s) ds, C(t) = /tc(s) ds, W(t) = /[w(s) ds.

In the next theorems, we discuss various asymptotic behavior of ratios of the functions C,
R, W for t — a+, which implies various limit behavior of the first eigenvalue. The behavior
of the higher eigenvalues is described at the end of this section.

In the proofs of the next theorems, given A € R, ¢(£) = ¢(t, A), denotes the Priifer angle
of a solution x of (1) with A = A satisfying (3) at 4, i.e., p(a, A) = «.

We start with the most interesting case o = 8 in (3).

Theorem 2 Suppose that lim,_, ,, i(?) = —00. Then for any a € (0,7,), we have

blim M(b,a) = —o0. (12)
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Proof We will show that A1(b,«) < A for any A € R if b > a is sufficiently close to a.
Since the eigenfunction corresponding to the first eigenvalue A; has no zero on (a, b) (see,
e.g., [10]), we can use the Riccati equation (8) for v = ®(cot, ¢) instead of equation (7)
for ¢. Using the mean-value theorem for Lebesgue integrals in computing the integral

/ ah r'=4| cot, ¢|?, integration of (8) gives

v(b) — v(a) = ®(cot, p(b)) — P(cot, @)
C(b)

R(b) ,
= [W -A-(p- I)W |cot, o(t3)]| ]W(b),

where t;, € (a, b). Hence, for b sufficiently close to a,

Cb
®(cot, (b)) — P(cot, o) < (% - A) w(b) <0,

i.e., p(b) > a = B. Thus, since ¢ was the Priifer angle corresponding to a solution of (1)
with A = A satisfying (3) at ¢ = a, we have A;(b, ) < A for the first eigenvalue when b is
in a sufficiently small right neighborhood of a (since we need ¢(b) = « for A = A1(b, ®)).
Therefore, (12) holds. O

Theorem 3 Suppose that

. C(t) 0]
lim sup — < oo, lim —— =00,
t—a+ (t) t—a+ W(t)

and let

. 1 . c\"” 7,
a” = arccot, | max4 0, limsup —— €10,—=|
-1 t>as R(t) 2

Then we have Li(b,a) — —00 as b — a+ for any a € (0,7,) \ [@*, 7, — o*].

Proof Let a € (0,a*) U (1, — o, 7,) be fixed, and take § > 0 so small that

: C@
—1)|cot, |P > limsup —— + 24. 13
(P =Dl coty f?> lim sup R0 (13)
Such a positive § exists according to the definition of the number «*. Formula (13) implies
that for 7 sufficiently close to «, we have the inequality
C@)
(p-1Dlcot,T|? > M +8
when ¢ is sufficiently close to a. Again, integration of (8), together with the mean value
theorem applied to the last integral on the right-hand side of (8), gives

® (cotp (p(b)) — ®(cot, )

_[ RW®) (C@) ,
B [W(b) <R(b) = (p = Dlcot, ¢(t)] > - A} W (b) <O0.


http://www.boundaryvalueproblems.com/content/2013/1/221

Bognér and Dosly Boundary Value Problems 2013, 2013:221 Page 6 of 10
http://www.boundaryvalueproblems.com/content/2013/1/221

Hence ¢(b) > . This implies that A;(b, @) < A for every A € R, and thus, A;(b, o) > —00
as b — a+. O

Theorem 4 Assume that

C(t t
liminfﬁ >0 and lim ( ) = 00. (14)
t—a+ R(t) t—a+ W(t)
Let
1 C(t
o = arccot,| —— lim mfﬁ elo, g . (15)
p-1 t=a+ R(2) 2

Then we have Li(b,at) — 00 as b — a+ for any a € (o, 7w, — o).

Proof The first formula in (14) implies that C(¢) > 0 for ¢ in a right neighborhood of a.
Take a € (o*, 1, —@*), and let § > 0 be so small that

a- 28)hm1nf% > (p—1)|cot,af’. (16)

t—a+

Again, such § > 0 exists according to the definition of «*. Hence, for t sufficiently close

to «, from (16), we have for ¢ close to a that

C(t
¢l _6)RE)) > (p—1)|cot, T|7.

Let A € R be arbitrary. Similarly as in the proof of the previous theorem,
o] (cotp (p(b)) — ®(cot, )

co
[W(b)( ~p- D%W’tp o(ty)|” ) ]W/(b) >0

if b is sufficiently close to 4, i.e., (b) < &, and hence A;(b, &) > A. Therefore, limp_, 5, A1 (b,
o) = 0. O

Theorem 5 Assume that

S ey <
If

)_{gg(i(t) -(p- )&(tt))l 0tp§0|”) =L eRU{£o0},
then

hm M(b,a) = L.

b—a+
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Proof Let A € R be arbitrary. Similarly as in the previous theorems,

P (cot, (b)) — P(cot, )

T cw) R(b)
- [ - Vi eover "
b
-A+(p- 1)%0 cot, aff — |cotp (p(t;,)|p)] W (b). (18)

If L = —00, the expression in line (17) tends to —co as b — a+ while remaining terms on the
right-hand side of the previous formula are bounded. Hence the expression on the right-
hand side is negative for b close to a, which means that ¢(b) > « for these b. However, this
implies that 1;(b,«) < A in a right neighborhood of 4, and since A was arbitrary, we have
limy_, , 21(b, @) = —0c0. The same arguments imply that limy_, ;. A1(b, ) = 00 if L = +00.
Finally,if L € R, take first A = L +¢. Since the last term in (18) tends to zero as b — a+, we
obtain using the same argument as in the previous part of the proof that A1 (b,a) <L + ¢
for b sufficiently close to a. Taking A = L — ¢, we obtain A;(b,«) > L — ¢ for b in a right
neighborhood of 4, and this completes the proof. d

Theorem 6 Suppose that

R(t)
s W(E)

<00 19)
and a € (0,7,). If

lim A (b,) =L exists finite,

b—a+
then

_[c R(t
tm(% (- 1)%|Cotpa|p> - L. (20)

Proof Denote A(b) := 11(b, ), and let (¢, 1(b)) be the Priifer angle of the solution x of (1)
with A = A(b) = 11(b, o) satisfying (3) with o = 8. Then
0 = ®(cot, B) — P(cot, a)
= dD(cotp (p(b, A(b))) - dD(cotp (p(a, k(b)))
=C(b) - AM(b)W(b) - (p — DR(b)| cot, a|?

+(p- 1)R(b)(| cot, aff — !cotp (p(tb, A(b)) |p)

C(b) R(b)
= [W -(p-1) W) |cot, af’ (21)
—Ab)+(p- 1)M(| cot, arl? — |cot, ¢(tp, (D)) ") [W(B) = 0 (22)
W) p p P\Lb> =

for some ¢, € (a, b). Therefore, from (21), (22), we obtain

C(b) R(b) R(b)
W —(p- l)ml cot,alf = A(b) - (p - DW(' cot, aff — |cotp(p(tb,)»(b)) ‘p).

Page 7 of 10
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Letting b — a+ and using that

lim A(b) = l1m Mb,a)=LeR

t—a+ b—a+

(which means that A() is bounded in a neighborhood of a), we see that
Jim ¢ (5, 2.(6)) =
and (20) is proved. O

Theorem 7 Iflim,_, .. A (b, &) has a finite value for two different values of oy and oy with
oy, € (0,7p) and ay # 7w, — oia, then

R(2) . C@)
im and lim —=
—a+ W(t) t—a+ W(t)

exist finite, and for each a € (0, 7)), we have

bli)rgr Mb,a) = hm %(2) —(-1|cot,alf t1_1)r¢111+ & (23)

Proof First of all, we have
| coty, ay [P # | cot, P (24)

Denote A1(b, ;) =: ;(b) for i = 1,2, and let ¢(¢, 1;(b)) be the Priifer angle of the solution
of (1), (3) with A = u;(b) and « = B. Since ¢ (b, u;(b)) = p(a, u;(b)), we have from (8)

C(b) ~ i)W (B) ~ (p ~ DR(B)|coty @ (63 wiB)|” =0, =12,

where t;;, € (a,b). Hence, one gets

C(b)
W) - ) W(b)

O \coty ¢ (tam 1i®)|” = )y i=1,2. (25)
Subtracting these two equations and using the fact that

|cot, (1,6, 111(B)) | # |cOty 9 (£2,5, 12(D)) |
for b sufficiently close to a (this follows from (24)), we have

R(b) _ u1(b) — pa(b) N Mla+,a1) = M(a+, o)
W(b) | cot, o(ty,p, 11 (b)) — | coty o(tap, (b)) P | coty an [P — | coty o |P

as b — a+, so limy_,,, ‘1;((}2) exists finite, and hence from (25), the same holds for

limy_ 4 %, and the conclusion follows from Theorem 5. O

We finish the paper with a brief treatment of the case @ # 8 in (3). We show that the
situation is similar as in the case of a constant coefficients equation treated in Section 3.

Page 8 of 10
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Theorem 8 Let« € [0,7,), B € (0,m,].
(i) Ifa < B, then

lim A (b, B) = 00. (26)

b—a+

(ii) Ifa > B, then
b]im M(b,a, B) = —00.

Proof We will prove the part (i) only, the proof of (ii) is analogical. Let A € R be arbitrary,
and let ¢(t, A) be the Priifer angle of the solution x of (1) with A = A satisfying (3) at
t = a. Since @ is a continuous function of ¢, and ¢(a, A) = @ < B8, we have ¢(b, A) < B if b is
sufficiently close to a. Hence, using the same argument as before, we have A1(b,«, 8) > A,
which implies (26). O

Remark 2 Until now, we have considered the first eigenvalue (b, «, 8) only. Concerning
the asymptotic behavior of higher eigenvalues 1, (b, «, 8), we have

Jim In(b,a, B) = 00 (27)
—a+

for any o € [0,m,), B € (0,m,]. This formula follows in the case o < B from the general
theory of half-linear eigenvalues problem (see [8, 10]), which says that the eigenvalues
form an increasing sequence tending to oo, and from the fact that limp_. 4, 11(b, @, 8) = 00.
If a > B, then cot, o < cot, B, but for n € N, we have o < 8 + nm, and higher eigenvalues
correspond to the situation when the Priifer angle of a solution of (1) satisfying the first
condition in (3) satisfies ¢(b) = B + nm,. Hence, the growth of ¢ must be unbounded when
b — a+, and hence (27) holds also for a > B.
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