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Abstract

By establishing a comparison result and using the method of upper and lower
solutions and the monotone iterative technique, we investigate the differential
systems with coupled integral boundary value problems. Sufficient conditions are
established for the existence of an extremal system of solutions of the given problem.
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1 Introduction

We will devote the paper to considering the existence of a solution of coupled integral
boundary value conditions for the second-order ordinary differential system (ODS for
short)

—'(8) = At x(8), y(1), te(0,1),
—y'(8) =fo(t,x(0), y(0), te(0,1),
20)=y(0)=0,  x(1) = [} y(O)dA®),

1.1)
y(1) = [ x(t) dB(t),

where A and B are right continuous on [0, 1), left continuous at ¢ = 1 and nondecreasing on
[0,1], A(0) = B(0) = 0; fol u(s) dA(s) and fol u(s) dB(s) denote the Riemann-Stieltjes integrals
of u with respect to A and B, respectively.

The theory of differential system with coupled boundary value conditions is an impor-
tant branch of nonlinear analysis. It is worth mentioning that a differential system with
coupled boundary value conditions appears often in investigations connected with math-
ematical physics, mathematical biology, biochemical system and so on (see [1-3]). One of
the basic problems considered in the theory of differential system with coupled boundary
value conditions is to establish convenient conditions guaranteeing the existence of solu-
tions of those equations. However, the theory of coupled boundary value problems for a
differential system is still in the initial stages.

The monotone iterative technique combined with the method of upper and lower so-
lutions is a powerful tool for proving the existence of solutions of differential equa-
tions/system (see [4—9] and the references therein), the advantage and importance of the
technique needs no special emphasis [10-12]. The basic idea of this method is that us-
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ing the upper and lower solutions as an initial iteration, one can construct monotone se-
quences from the corresponding linear differential equations/system, and these sequences
converge monotonically to the maximal and minimal solutions of the nonlinear differen-
tial equations/system. When the method is applied to a differential system with coupled
boundary value conditions, it usually needs suitable differential inequalities as a compari-
son principle. The results in this paper are inspired by [13]. Here, we establish differential
inequalities as a comparison principle, i.e., Lemma 2.2. Then, we give a different proof for
the existence and uniqueness of the solutions for linear coupled boundary value condi-
tions for a differential system, i.e., Lemma 2.5. Finally, by use of the monotone iterative
technique and the method of upper and lower solutions, we obtain the existence result of
extremal solutions for (1.1).

2 Preliminary results
Let

1 1
K= / tdA(t), Ky = / tdB(t), Kk =1-—K1K9, E =C?[0,1].
0 0
We make assumptions involving ki, k2 and « as follows.
(Hl) K1>0,K2>O,K>O.

Definition 2.1 (u,vy) € E x E is called a lower system of solutions of differential system
(11) if

—uf(t) < filt,uo (D), vo (1)), t€(0,1),
V() <folt,uo(t),vo(2)), te(0,1),
up(0) <0,  w(0)<0,  up(l) < [y vo(t)dA(E),  vo(l) < fi uo(t) dB(2).

Analogously, (ag, Bo) € E x E is called an upper system of solutions of differential system
(11) if

—af(t) > fit,ao(t), Bo(t), te(0,1),

—BL() > folt, a0(2), Bo(2)), ¢ €(0,1),

@(0) >0,  Bo(0)=0, )= [)Bo()dA®), o) = [ ao(t) dB(2).
In what follows, we assume that

uo(t) <ao(t),  vo(t) = Bo(®), te(0,1] 2.1)

and define that sector

Q= {(‘i:’ 77) € E x E: (MO(t),VO(t)) S (S(t)’ ﬂ(t)) S (Olo(t), IBO(t)),t € [O, 1]}:

where the vectorial inequalities mean that the same inequalities hold between their cor-
responding components.

We present new comparison results and lemmas which are crucial for our discussion.
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Lemma 2.1 [11, 14] Suppose that —0o < a < b < +oo. If there exist M € C[[a,b],R*] and
p € C?a, b] satisfying

-p"(t) <-M(t)p(t), te(0,1),
pla)<0,  p(b) =<0,

then p(t) <0, t € [a, b].

Lemma 2.2 Suppose that (H,) holds. Let x,y € E satisfy

{—x”(t)f—M(t)x(t), y'(t) < -N(E)y(t), te(0,1), 02)

x(0) <0,5(0) <0, 1) < fo t)dA®), (1) < [, x(t)dB(t)
where M(t),N(t) € C[[0,1],R*]. Then x(t) <0, y(t) <0, ¢t € [0,1].

Proof Suppose the contrary. By Lemma 2.1, one easily sees that there are only three cases
to consider:

Case 1. x(1) < 0 and y(1) > 0. By Lemma 2.1, x(¢) < 0 for all £ € [0,1]. Then y(1) <
fol x(t) dB(t) < 0, which contradicts y(1) > 0.

Case 2. (1) < 0 and x(1) > 0. By Lemma 2.1, y(t) <0 for all ¢ € [0,1]. So, we have x(1) <
fo t)dB(t) < 0, which contradicts x(1) > 0.

Case 3. x(1) > 0 and y(1) > 0. There are &, € [0,1) such that

x() <0, t€[0,§], x(t)=0, tel§1]
and
y(#) <0, tel0nl,  y®)=0, te[nll
It follows from (2.2) that
-x"(t)<0, telg1] and ') <0, te[nl].

Hence, we have

50 <5(6) ] +x0){ g =x0I, eele)
and
Ui

1- _ _
9O =)+ O, el

Therefore,

n 1 1
#(1) < /0 (e dA(D) + / O dA() < / »(0) dA(®)
n

n

1, 1
<5 f i_—ZdA(t)sy(l) fo LAA(E) = (D),
n
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and
& 1 1
) < / () dB(E) + / () dB(t) < / () dB(t)
0 & &
1 t— %- 1
< x(l)/ —>dB(t) < x(l)/ tdB(t) = kox(1).
e 1-§ 0

The last two inequalities give

0 <x(1) < #1y(1) < Kk1k(1),
which implies that 1 < k5, a contradiction. Hence, x(¢) <0, y(¢) <0, ¢ € [0,1]. O
Lemma 2.3 Suppose that (H;) holds. Let x,y € E satisfy

—x"(t) = —M(t)x(2), -y"(t) = -N@)y(t), te(0,1),
x(0)=0,  y0)=0, ()= [Iye)dA®),  y(1)= [)x(t)dB(),

where M(t), N(t) € C[[0,1],R*]. Then x(t) = y(t) = 0, t € [0,1].

The proof of Lemma 2.3 is easy, so we omit it.
Consider the differential system of BVPs

:—x”m =g(t),  —y'(&)=h(), tel01], 2.3)

x(0)=5(0)=0,  x()=[yyO)dA®),  yQ)= [, x(t)dB(),
where g,k € C[0,1].

Lemma 2.4 Assume that (Hy) holds. Then (x,y) € E x E is a system of solutions of BVPs
(2.3) if and only if (x,y) € C[0,1] x C[0,1] is a system of solutions of the integral equation

(2.4)

x(t) = [y Gi(t,9)g(s)ds + [y Hi(t,s)h(s) ds,
y(t) = [ Ga(t,)h(s)ds + [y Ha(t,5)g(s) ds,

where

K1t

1 1
Gi(t,s) = 7]() k(s,t)dB(t) + k(t,5), Hi(t,s) = 5/0 k(s,7)dA(T),

1 1
Galts) = / K D) dA®) +K(Es),  Halts) = - / k(s,7) dB(z),
0 0

tl-s), 0<t<s<l,
K= {102y Ost=ss
sI-t), 0<s<t<l.

Proof First, suppose that (x,y) € E x E is a system of solutions of BVPs (2.3). It is easy to
see that (2.3) is equivalent to the system of integral equations

1
x(t) = x(1)t + / k(¢,s)g(s)ds, tel0,1], (2.5)
0

Page 4 of 9
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1
y(t) =y(1)t+/ k(¢,s)h(s)ds, te][0,1]. (2.6)
0
Integrating (2.5) and (2.6) with respect to dB(t) and dA(t) respectively on [0,1] gives
1 1 1,1
/0 x(t) dB(t) = x(l)/.g tdB(t) + /0 /0 k(¢,5)g(s) ds dB(t),

1 1 1 pl
/(;y(t)dA(t)zy(l)/O tdA(t)+/0 /0 k(t,s)h(s)dsdA(t).

Therefore,
—ca 1\ (2 [ [y [y k(t,5)g(s) dsdB(®)
1 - ) o)\ Sy [ k(e s)h(s) dsdA(D)
and so
W\ 1 i 1\ [ [y [y k(t,5)g(s) dsdB(t)
_1 0 Jo , (2.7)
yQ)) Kk \1 k) \ [y [, k(t,s)h(s)dsdA(t)

Substituting (2.7) into (2.5) and (2.6), we have

1 1 1 1
x(t)z%t /o /0 k(t,s)g(s)dsdB(t)+£ /0 /0 k(t, s)h(s) ds dA(t)
1
+ /0 k(z,s)g(s) ds,
~ E 1 1 Kit 1 1
90 == /0 /0 (69809 dsdB(O) + /0 /0 k(t, s)h(s) ds dA(t)
1
+'/0 k(t,s)h(s)ds,

which is equivalent to system (2.4).
Conversely, assume that (x,y) € C[0,1] x C[0,1] is a system of solutions of an integral
equation. Direct differentiation on (2.4) implies

—x"(¢) = g(t), —y"(£) = h().
Making use of the fact k(0,s) = k(1,s) = 0 for s € [0,1], we obtain
x(0) =y(0) = 0.
Simple computations yield
1 1
#(1) = /0 YOdAW,  y(1)= /0 () dB(o)

Hence, (x,y) € E x E is a system of solutions of BVPs (2.3). O
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Consider the linear differential system of BVPs

{—x”(t) =-M@)x(t) +g(®),  —y"(0) =-N(@)y() + h(t), t€][0,1], (2.8)

x(0)=y0)=0,  x(1)=[iy®)dAW),  y(1)= [y x(t)dB(),
where M(t), N(t) € C[[0,1],R*] and g,k € C[0,1].

Lemma 2.5 Assume that (H;) holds. Then there exists a unique system of solutions (x,y)
to BVPs (2.8).

Proof It follows from Lemma 2.4 that (2.8) is equivalent to the operator equation
(x,9) = T(x,9) + @h),

where
1 1
T, )(8) = (— / Gu(6,5)M(s)a(s) ds - / H(t, IN(s)y(s) s,
0 0
1 1
_ / Galt, IN(S)y(s) ds — / Ho(t, )M ()x(s) ds),
0 0

1 1
g:/o Gl(t,s)g(s)ds+/(; H(t,s)h(s)ds,

and

_ 1 1
h:/(; Gz(t,s)h(s)ds+/0 Hj(¢,s)g(s) ds.

By using standard arguments, we can easily show that 7' : C[0,1] x C[0,1] — C[0,1] x
C[0,1] is linear completely continuous. By Lemma 2.3, the operator equation (x,y) =
T(x,y) has only the zero solution. Then, by the Fredholm theorem, for given @,Z) €
C[0,1] x C[0,1], the operator equation (x,y) = T(x,y) + @,Z) has only one solution in
C[0,1] x C[0,1]. Hence, (2.8) has exactly one system of solutions (x,y) € E x E. O

3 Main results
In this section, on the basis of Lemma 2.2 and Lemma 2.5, using the monotone iterative
technique, we shall show an existence theorem of a solution of (1.1).

We list the following assumptions for convenience.

(H2) fi(%,x,y) is nondecreasing in y and there exists M € C[[0,1], R*] such that

fl(t’xlry) _fl(t!x%y) > _M(t)(xl - xZ);

where uo(t) <xy <1 < ap(t), vo(t) <y < Bo(t).

(Hs) f2(t,%,9) is nondecreasing in x and there exists N € C[[0, 1], R*] such that

fZ(t’ x:yl) _f2(t’ x:yZ) > _N(t)()q _y2):

where uo(£) < x < ag(t), vo(t) < y2 <1 < Bo(2).
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Theorem 3.1 Assume that (ug,vo), (o, Bo) are lower and upper systems of solutions of
problem (1.1) such that (2.1) holds, f,,f> € C[[0,1] x R%] and satisfies (H;)-(H3). Then there
exist monotone iterative sequences {(u,,v,)}, {(0tn, Bn)} which converge uniformly on [0,1]

to the extremal solutions of problem (1.1) in the sector .

Proof VY(§,n) € Q, consider (2.8) with
g@t) =fi(LEW, () + MBE®),  h(t) =fo(t,E(6), n(8)) + N()n().

By Lemma 2.5, (2.8) has a unique system of solutions (x,y) € E x E. Denote an operator
S§:Q — E X Eby(x,9) =S(&,n),and

1 1
S(&,m)(6) = (— /O G (6, )M((s) ds - /0 Hi(t, N ($)y(5) ds
1 1
+/ Gl(t,s)N(s)g(s)ds+/ H(t,8)h(s) ds,
0 0
1 1
- f Gy (t, s)N(s)y(s) ds — f Hy(t,s)M(s)x(s) ds
0 0

1 1
+/0 Gz(t,s)h(s)ds+/0 Hz(t,s)g(s)ds).

Then the operator S has the following properties:

(i) (r0,vo) < S(uo,vo), S(eo, Bo) < (@0, Bo)-

Let (u1,v1) = S(uo, vo), p(t) = uo(t) — ur(£) and q(£) = vo(¢) — v1(¢). By (Hz) and (Hs), we
have that

-p'(t) < -M@®)p(t),  -q'() <-N(®)q(t), te(0,1),
p0)<0, ¢0)<0, pQ)<[rq®)dA®),  qQ) < [, p(t)dB(),

which implies, by virtue of Lemma 2.2, that p(t) <0, ¢(¢) <0, Vt € [0,1], i.e., (4o, Vo) <
S(ug,vo). A similar argument shows that S(«g, Bo) < (g, Bo). (ii) S is nondecreasing. Let
(&1, m), (§2,m2) € Q be such that (&, 1) < (&, n2). Suppose that (p,q) = S(&1,m) — S(&2, 12).
By (H;) and (H3), we have

-p'(t) <-MOp(),  -q'(t) <-N@®)q(t), te(0,1),
p(0)=q(0)=0,  p(1) <[l q@®)dA®),  q() <[, p(t)dB(),

which implies by virtue of Lemma 2.2 that p(¢) <0, ¢(t) <0, Vt € [0,1], i.e., S is nonde-
creasing. This together with (i) implies that S: @ — Q.
Now let (1, v,,) = S(y-1, V1), (&, By) = S(@y-1, Bu-1), 1 =1,2,3,.... Following (i) and (ii),

we have

(MOr VO) =< (ulr VO) <= (un—len—l) =< (”n’Vn) Seee S

= (anr ﬁn) = (an—h,Bn—l) <---= (alr ﬁl) =< (O‘O) /30) (31)
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Using the standard arguments, it is easy to show that {(u,, v,)} and {(«,, 8,)} are uniformly
bounded and equicontinuous in £2. By (3.1) and the Arzela-Ascoli theorem, we have

lim (unr Vn) = (u*; V*); lim (amlgn) = (a*xﬁ*),
n—>00 n—>00

uniformly on ¢ € [0,1], and (u,, v), (@*, B*) satisfy (1.1). Moreover, (u,,v,), (a*, B*) € Q.
Thus, (i, v,) and (a*, B*) are solutions of (1.1) in Q.

Next, we prove that (u,,v,) and («*, B*) are extremal solutions of (1.1) in €. In fact, we
assume that (x, y) is any solution of (1.1). That is,

-x"(t) = fi(t, x(2), ¥(2)), -y (t) = fo(t, x(2), y(t)), te[0,1],
x(0)=p(0)=0,  x(1)=[,y()dA®),  y(Q) = [, x(t)dB(¢).

By (H;) and (H3), and Lemma 2.2, it is easy by induction to show that
(U, Vi) < (%,9) < (@w, Bu)y n=1,2,3.... (3.2)

Now, letting n — oo in (3.2), we have (u,, vi) < (x,y) < (o*, B*). Thatis, (u, v«) and (¢*, %)
are extremal systems of solutions of (1.1) in €. O

4 Example
Consider the following problems:

—u'(t) = 8(% —u(®))® +v3(t), te(0,1),
—V'(t) = t — 2v(¢) + arctan® u(¢), t < (0,1), (4.1)
u(0) =v(0) =0, u(l) = 21/(%), v(1) = fol u(t) dt,

_Jo, telo,3), ~
ot(t)—{z’ e, Bt =t.

Obviously,

k1 =1, Ky = —, K=

1
2 2’
{fl(t, u,v) = 8(L —u)® +17,

3 (4.2)
folt, u,v) = t = 2v + arctan® u.

Take (1o (), vo(2)) = (0,0), (o (£), Bo(2)) = (¢, £), then

—ug(t) =0 <3 =8(% —uo(1)* +vi(1), te(0,1),
—V§(£) =0 < t=t—2vy(¢) + arctan® uy(£), t€(0,1),
uo(0) =19(0)=0,  up)=0=2v(3),  vo(1)= 0=, uo(t)dt,

—ag(t)=0>0=8(5—ao(®))®+p3(1), te(0,),
—By(t) =0 > arctant — t > £ — 2f(¢) + arctan® ap(¢), ¢ € (0,1),
@0(0)= Bo(0)=0,  ao)=1=28,(1), o) =121 = [ ao(t)dlt.
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It shows that (u(£), vo(¢)) and («o(£), Bo(t)) are lower and upper systems of solutions of
(4.1).
On the other hand, by (4.2), we have that

[t 2:8),5(0) —fi (£ 21(8), 5(2)) = —68 (x2(8) — x1(2)),
La(6,x(2),32(2)) = fo (£, 2(8),71(2)) = =2(32(2) - 31(2)),

where u0(£) < x1(2) < x2(2) < ao(?), vo(t) < 31(2) < 32(2) < Bo(2).
Thus, all the conditions of Theorem 3.1 are satisfied. Therefore, by Theorem 3.1, (4.1) has
an extremal system of solutions (i, vy), (¢*, 8*), which can be obtained by taking limits

from some iterative sequences.
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