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Abstract

The sampling theory says that a function may be determined by its sampled values at
some certain points provided the function satisfies some certain conditions. In this
paper we consider a Dirac system which contains an eigenparameter appearing
linearly in one condition in addition to an internal point of discontinuity. We closely
follow the analysis derived by Annaby and Tharwat (J. Appl. Math. Comput. 2010,
doi:10.1007/512190-010-0404-9) to establish the needed relations for the derivations
of the sampling theorems including the construction of Green's matrix as well as the
eigen-vector-function expansion theorem. We derive sampling representations for
transforms whose kernels are either solutions or Green’s matrix of the problem. In the
special case, when our problem is continuous, the obtained results coincide with the
corresponding results in Annaby and Tharwat (J. Appl. Math. Comput. 2010,
doi:10.1007/512190-010-0404-9).
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1 Introduction

Sampling theory is one of the most powerful results in signal analysis. It is of great need in
signal processing to reconstruct (recover) a signal (function) from its values at a discrete
sequence of points (samples). If this aim is achieved, then an analog (continuous) signal
can be transformed into a digital (discrete) one and then it can be recovered by the re-
ceiver. If the signal is band-limited, the sampling process can be done via the celebrated
Whittaker, Shannon and Kotel'nikov (WSK) sampling theorem [1-3]. By a band-limited
signal with band width o, o > 0, i.e., the signal contains no frequencies higher than ¢ /27w
cycles per second (cps), we mean a function in the Paley-Wiener space B2 of entire func-
tions of exponential type at most o which are L?(R)-functions when restricted to R. In
other words, f(£) € B if there exists g(-) € L?(~o, o) such that, ¢f. [4, 5],

f(®) = \/% /_: e™g(x) dx. (1.1)

© 2013 Tharwat; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons Attribu-
tion License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction in any
medium, provided the original work is properly cited.


http://www.boundaryvalueproblems.com/content/2013/1/65
mailto:zahraa26@yahoo.com
http://dx.doi.org/10.1007/s12190-010-0404-9
http://dx.doi.org/10.1007/s12190-010-0404-9
http://creativecommons.org/licenses/by/2.0

Tharwat Boundary Value Problems 2013, 2013:65 Page 2 of 24
http://www.boundaryvalueproblems.com/content/2013/1/65

Now WSK sampling theorem states [6, 7]: If f(¢) € B2, then it is completely determined
from its values at the points ; = k7w /o, k € Z, by means of the formula

f® =) ft)sinco(t-t), teC, 1.2)
k=—00
where
sint ¢
sinct=19 t’ ’ 1.3)
1, t=0.

The sampling series (1.2) is absolutely and uniformly convergent on compact subsets of C.

The WSK sampling theorem has been generalized in many different ways. Here we are
interested in two extensions. The first is concerned with replacing the equidistant sam-
pling points by more general ones, which is very important from the practical point of
view. The following theorem which is known in some literature as the Paley-Wiener theo-
rem [5] gives a sampling theorem with a more general class of sampling points. Although
the theorem in its final form may be attributed to Levinson [8] and Kadec [9], it could be
named after Paley and Wiener who first derived the theorem in a more restrictive form;
see [6, 7, 10] for more details.

The Paley-Wiener theorem states that if {;}, k € Z, is a sequence of real numbers such
that

ki
tk — —
o

<X (1.4)

D :=sup s
o

keZ

and G is the entire function defined by

Gl) =t~ to) ]‘[(1 - f) (1 - i), (15)
k-1 k

Lk

then, for any function of the form (1.1), we have

G(@)

JIOE éf(tk)m, teC. (1.6)

The series (1.6) converges uniformly on compact subsets of C.

The WSK sampling theorem is a special case of this theorem because if we choose # =
km/o = —t_g, then

O t £\ (to/n)*\ _sinto SNk
G(t)—tg(l—a)<l+a>—tg(1— k2 >_ L G =

The sampling series (1.6) can be regarded as an extension of the classical Lagrange interpo-

lation formula to R for functions of exponential type. Therefore, (1.6) is called a Lagrange-
type interpolation expansion.

The second extension of WSK sampling theorem is the theorem of Kramer, [11] which
states that if I is a finite closed interval, K(-,¢) : I x C — C is a function continuous in ¢
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such that K(-, ) € L?(I) for all € C. Let {£;}xcz be a sequence of real numbers such that
{K (-, t)}xez is a complete orthogonal set in L2(I). Suppose that

f(t) = ./1 K(x, t)g(x) dx,

where g(-) € L2(I). Then

[ K(x, t)K (x, tr) dx
= ) 1.7
SO = ) e oy 1w

Series (1.7) converges uniformly wherever || K(-,£)| 12, as a function of ¢, is bounded. In
this theorem, sampling representations were given for integral transforms whose kernels
are more general than exp(ixt). Also Kramer’s theorem is a generalization of WSK theo-
rem. If we take K(x,t) = €%, 1 = [-0,0], t = ];—”, then (1.7) is (1.2).

The relationship between both extensions of WSK sampling theorem has been in-
vestigated extensively. Starting from a function theory approach, cf. [12], it was proved
in [13] that if K(x,¢), x € I, t € C, satisfies some analyticity conditions, then Kramer’s
sampling formula (1.7) turns out to be a Lagrange interpolation one; see also [14-16].
In another direction, it was shown that Kramer’s expansion (1.7) could be written as a
Lagrange-type interpolation formula if K(-,£) and #; were extracted from ordinary dif-
ferential operators; see the survey [17] and the references cited therein. The present
work is a continuation of the second direction mentioned above. We prove that in-
tegral transforms associated with Dirac systems with an internal point of discontinu-
ity can also be reconstructed in a sampling form of Lagrange interpolation type. We
would like to mention that works in direction of sampling associated with eigenprob-
lems with an eigenparameter in the boundary conditions are few; see, e.g., [18—20]. Also,
papers in sampling with discontinuous eigenproblems are few; see [21-24]. However,
sampling theories associated with Dirac systems which contain eigenparameter in the
boundary conditions and have at the same time discontinuity conditions, do not ex-
ist as far as we know. Our investigation is be the first in that direction, introducing a
good example. To achieve our aim we briefly study the spectral analysis of the prob-
lem. Then we derive two sampling theorems using solutions and Green’s matrix respec-

tively.

2 The eigenvalue problem
In this section, we define our boundary value problem and state some of its properties.

We consider the Dirac system

Uy (%) — pr(®)un (%) = Au (), o
(%) + pr (s (x) = —danp(x),  x € [-1,0) U (0,1], '
UL (u) := sinauy(-1) — cosauy(—1) = 0, (2.2)

U>(U) := (ay + Asin B)uy(1) — (ag + Acos B)uy(1) =0 (2.3)
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and transmission conditions

Ug(u) =U (0_) —duy (0+) =0, (24)

Us(u) == u(07) - 8u»(07) = 0, (2.5)

where A € C; the real-valued functions p(-) and p;(-) are continuous in [-1,0) and (0,1]
and have finite limits p;(0%) := lim,_ ¢+ p1(x) and p,(0F) := lim,_, o= p2(x); 41,42, € R,
a,8€[0,7);8 #0and p:=ajcos B —asinf > 0.

In [24] the authors discussed problem (2.1)-(2.5) but with the condition sin Bu;(1) —
cos Buy(1) = 0 instead of (2.3). To formulate a theoretic approach to problem (2.1)-(2.5),
we define the Hilbert space $) = H @ C with an inner product, see [19, 20],

2

A o R 8
(U(-), V(-)>ﬁ = /:1 u (x)v(x)dx + 6 /0 u' (x)v(x)dx + ;zw, (2.6)

where T denotes the matrix transpose,

Ue) - (""") V- ("(")) e,
z w
u(x) = 1y (%) V() = v1(x) cH
(%)) va(x) ’
u;(+),vi(-) € L*(-1,1), i = 1,2, z,w € C. For convenience, we put
Ru@)\ [ an(l)-azxux(l) 27)
Rp(u()) ]~ \sin Buy(1) - cos Bur(1) ) '

Equation (2.1) can be written as

£(u) := Ad'(x) — P(x)u(x) = Au(x), (2.8)
where

(0 1 (1) 0 _[m)

A‘(—l 0)’ P"“"( 0 pz(x>>’ "(x)‘(uz(ao)' 29

For functions u(x), which are defined on [-1,0) U (0,1] and have finite limit #(+0) :=

lim,_, 1o u(x), by ©)(x) and u2)(x), we denote the functions

o () = { ulx), x€[-1,0), oy () = iu(x), x € (0,1], (2.10)

u(07), x=0, u(0*), x=0,

which are defined on I'; := [-1,0] and I'; := [0, 1], respectively.
In the following lemma, we prove that the eigenvalues of problem (2.1)-(2.5) are real.

Lemma 2.1 The eigenvalues of problem (2.1)-(2.5) are real.

Page 4 of 24
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Proof Assume the contrary that Ay is a nonreal eigenvalue of problem (2.1)-(2.5). Let

(;’;8) be a corresponding (non-trivial) eigenfunction. By (2.1), we have

d _
T m @) ) - m @)} = Ko 2| @]’ + @]}, xel-1,00U(0,1].

Integrating the above equation through [-1,0] and [0, 1], we obtain

- 0 2 2
(o - /\o)[/ (|t )| + |2 ()] )dx}
-1
=11 (07)%2(07) = % (07) 2 (07) = [s1 (-1)72(-1) — Ty (-Dua(-1)], (2.11)

_ 1 2 2
()»0—)»0)[/ (@] + )| )dx]
0

= u (D12 (1) — (D2 (1) — [11(0%) 2 (0%) — 1 (0*) 2 (0%) . (212)
Then from (2.2), (2.3) and transmission conditions, we have, respectively,

ui (D (-1) = (-Dus(-1) = 0,

p (ko — Ao)|ua (1)

ur (D (1) — w1 (Dup(1) = - 1+ 7o sin B2

and
11 (07)2£(07) — 761 (07)u2 (07) = 8% 11 (0") 2 (0") 7 (0") 2 (0) ]

Since Ao # Ao, it follows from the last three equations and (2.11), (2.12) that
|2

2
/0(|u1(x)‘2 + |u2(x)|2) dx + 82 /l(lul(x)|2 + ’ug(x)yz) dx = po |M2(1) (2.13)
0

9 a1 + Agsin B2

This contradicts the conditions f_ol(|141(x)|2 + lup(%)?) dx + 82 fol(lul(x)|2 +lup(x)]?)dx >0

and p > 0. Consequently, Ao must be real. O

Let D(A) C $ bethesetofall U(x) = (R;('S&))) € $ such that u;(; (), ua(;)(-) are absolutely
continuous on I';, i = 1,2, and £(u) € H, sinau;(-1) — cosauy(-1) = 0, u;(07) — $u;(0%) = 0,
i =1,2. Define the operator A : D(A) — $) by

u(x) £(u) u(x)
A _ , D.A 214
(Rg(u(x))) (—Ra(u(x») (Rﬂ(”(x)))e o o

Thus, the operator A is symmetric in $). Indeed, for U(-), V(-) € D(A),

1

0
(AU(), U, = / 1 (£(u())) V() dx + 8> /0 (£(u))) "V(x) dx

82 —
- ;Ra (u(x))R;; (V(x))

Page 5 of 24


http://www.boundaryvalueproblems.com/content/2013/1/65

Tharwat Boundary Value Problems 2013, 2013:65 Page 6 of 24
http://www.boundaryvalueproblems.com/content/2013/1/65

0

0
- / (1 (x) = p ()0 )1 () b — f () + pa )i () ) i

1 -1

1
+ 82/ (%) — p1 () (x)) V1 (%) dx
0

1
-8 /0 (#4,(x0) + p2(0)us (%)) 7 (x) dx

82 —
- ;Ra (u(x))Rp(v(x))

0

0
- / 2 (6) (7, (5) + po ()7 ) b + / () (7)) — pr ()71 )
B}

1
_ g2 /0 1) (7, (x) + P2 () dx

1
+ 682 f 11 (%) (V3 (%) — pr(x)v1 (%)) dx
0

+ (42(07)¥1(07) = 41 (07)¥2(07)) = (w2 (1)W1 (-1) — w1 (-1)¥2(-1))
+ 8% (ua (DM (1) = (1)7a(1)) = 8% (2 (07)91(0%) — 11 (0*)¥2(07))

82 —
- ;Ra (u(x))Rs(v(x))

1 2

= / u' (x)ev(x)dx - %Rﬁ (u(x))l_eu (V(x))
0

~ (U, AV(),,.

The operator A : D(.A) —> $) and the eigenvalue problem (2.1)-(2.5) have the same eigen-
values. Therefore they are equivalent in terms of this aspect.

Lemma 2.2 Let A and j be two different eigenvalues of problem (2.1)-(2.5). Then the cor-
responding eigenfunctions u(x) and v(x) of this problem satisfy the following equality:

0 1 82
/ u' (x)v(x)dx + 82 / u' ()v(x)dx = —;Ra (u(x))ng (V(x)). (2.15)
-1 0

Proof Equation (2.15) follows immediately from the orthogonality of the corresponding

eigenelements:
U - (""”) V- ("(")) e,
z w
_[(m) ()
u(x) = (uz(x))’ v(x) = (vz(x)> €H. -

Now, we construct a special fundamental system of solutions of equation (2.1) for A not
being an eigenvalue. Let us consider the next initial value problem:

Uy (%) — pr(®)ur (%) = Aoy (%), uy (%) + pr(X)ua(x) = —Aua(x), x € (-1,0), (2.16)

u1(-1) = cos a, uy(~1) = sina. (2.17)
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By virtue of Theorem 1.1 in [25], this problem has a unique solution u = (;;gi; ), which is

an entire function of A € C for each fixed x € [-1, 0]. Similarly, employing the same method

as in the proof of Theorem 1.1 in [25], we see that the problem

Uy (%) — pr(®)ur (%) = Auy (x), uy (%) + pa(®)ua(x) = —rus(x), x€(0,1), (2.18)

u1(1) = ay + Acos B, uy(1) =ay + Asin (2.19)

x12(x4)

has a unique solution u = (xzz(x D

fixed x € [0,1].
Now the functions ¢, (x, A) and y;(x, ) are defined in terms of ¢;;(x,A) and yx(x, A),

), which is an entire function of parameter A for each

i = 1,2, respectively, as follows: The initial-value problem,

uy (%) — pr()u (x) = g (%), wy (%) + pa(®)ua(x) = —Aus(x), x€(0,1), (2.20)
1 1
u1(0) = g¢11(0,)»), uy(0) = g¢21(0,)»), (2.21)
. . P12 (x,1)
has a unique solution u = ( ¢;§(M)) for each A € C. .
o e . . . _ o xu@A)y,
Similarly, the following problem also has a unique solution u = (x; (ka)).
uy(x) — pr()u (x) = g (%), wy(x) + pr(®)ua(x) = —Aup(x), x€(-1,0),  (2.22)
u1(0) = 8 x12(0, 1), 1u3(0) = 8x22(0, ). (2.23)
Let us construct two basic solutions of equation (2.1) as follows:
A A
S 1) = 1 A) , XG) = x1(5 ) ’
¢2(':)") XZ(v)V)
where
X, A x € [-1,0), x,A), x€[-1,0),
b1(0,0) = $u(x, 1) [-1,0) ol 2) = ¢ (x, 1) (-1,0) (2.24)
12(96, A X € (0’ 1]7 ¢22(x! )\)7 RS (0’ 1];
x,1), xe€l[-1,0), x,A), x€[-1,0),
a0 = xu (%, A) (-1,0) o6, 3) = x21(%, 1) (-1,0) (2.25)
XlZ(xv k)’ X € (01 1]7 X22(x; )h), X € (0, 1]
Then
Rg(x(x,1)) = —p. (2.26)

By virtue of equations (2.21) and (2.23), these solutions satisfy both transmission con-
ditions (2.4) and (2.5). These functions are entire in A for all x € [-1,0) U (0, 1].
Let W(¢, x)(-, ) denote the Wronskian of ¢(-, 1) and x (-, A) defined in [26, p.194], i.e.,

d)l(’r)‘-)
Xl('r)\)

¢2(’¢)‘)

W(o, SA) =
(@, x)(-,2) ()

Page 7 of 24


http://www.boundaryvalueproblems.com/content/2013/1/65

Tharwat Boundary Value Problems 2013, 2013:65 Page 8 of 24
http://www.boundaryvalueproblems.com/content/2013/1/65

It is obvious that the Wronskian
w;i(A) := W(, x)(%, &) = dri(x, A) x2:(%, A) — o6, M) x1:(x,A),  xeTi=1,2 (2.27)

are independent of x € I'; and are entire functions. Taking into account (2.21) and (2.23),
a short calculation gives

w1(A) = 8wy (1)
for each A € C.
Corollary 2.3 The zeros of the functions w1 (1) and w,(A) coincide.

Then we may take into consideration the characteristic function w(i) as
o) = w1(0) = 82wy (A). (2.28)
In the following lemma, we show that all eigenvalues of problem (2.1)-(2.5) are simple.

Lemma 2.4 All eigenvalues of problem (2.1)-(2.5) are just zeros of the function w(L). More-
over, every zero of w(A) has multiplicity one.

Proof Since the functions ¢;(x, 1) and ¢, (x, A) satisfy the boundary condition (2.2) and
both transmission conditions (2.4) and (2.5), to find the eigenvalues of the (2.1)-(2.5), we
have to insert the functions ¢ (x, 1) and ¢, (x, 1) in the boundary condition (2.3) and find
the roots of this equation.

By (2.1) we obtain for A, € C, A # ,

d
I {d10x, Mo (x, 1) — 1 (s, (o, 1)} = (= 1) {1 (&, A)r (x, 1) + o, Ao (, ) }.

Integrating the above equation through [-1, 0] and [0, 1], and taking into account the initial
conditions (2.17), (2.21) and (2.23), we obtain

8% (p12(L, Moz (1, ) = Pra(1, oz (1, 1))

0
(-2 ( / (1206 W) bua (o 1) + bon (3, M) (o, 1)

1

1
+68° / (d12(x, M) ra(x, 1) + P (x, M) pa (%, 1)) dx). (2.29)
0

Dividing both sides of (2.29) by (A — 1) and by letting u —> A, we arrive to the relation

52 <¢22(1 A)M 3 (1, )\))

on —¢12(1,)»)T
0
= —(fl (I e V[ + [ o, 2)[*) dix

1
+ 82 / (|1 2| + |aa (e, W[ dx). (2.30)
0
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We show that equation

w(3) = W(g, X)(L,4) = 8> ((ar + Asin f)¢ra(1, 1) — (a2 + Acos f)gaa(1,2)) =0 (2.31)

has only simple roots. Assume the converse, i.e., equation (2.31) has a double root A*, say.

Then the following two equations hold:

(a1 + 2% sin B)pr2 (1, A*) — (az + A" cos B)daa (1, 1%) = 0, (2.32)
sin 1z (1,4%) + (@ + A" sin p) 78%2;/1\’ )
—cos B (1, A*) - (az + A% cos ,3) W =0. (2.33)

Since p # 0 and A* is real, then (a; + A*sin 8) + (ay + A*cos B)> #0. Let a; + A*sin 8 # 0.
From (2.32) and (2.33),

« _ (@2 + 2% cos B)
¢12(1’A )_ (a1 + A*sin B)

0912(LAY)  pdaa(L,AY)  (ap + A" cos B) d¢a(1,17)
oA " (a1 +A*sinB)?  (ay + A*sinB) o ’

¢22 (1) )\*);
(2.34)

Combining (2.34) and (2.30) with A = A*, we obtain

82 1,)\* 2 0
% - —( / (ns 2+ ot )

1
+ 82 /0 (|1 2| + |aa (e, W[ dx), (2.35)

contradicting the assumption p > 0. The other case, when a; + A* cos 8 # 0, can be treated
similarly and the proof is complete. d

Let {1,}52_., denote the sequence of zeros of w(1). Then

B )= PEH) (2.36)
Rﬁ (¢(x’ )‘n))

are the corresponding eigenvectors of the operator .A. Since A is symmetric, then it is
easy to show that the following orthogonality relation holds:

(@A), <I>(~,Am))5.3 =0 forn+m. (2.37)

Here {¢(-, 1)} _., is a sequence of eigen-vector-functions of (2.1)-(2.5) corresponding to

the eigenvalues {,}°_... We denote by ¥(x, 1,,) the normalized eigenvectors of A, i.e.,

W (x, Ay) =

®(x,1,) :< V(% An) ) (2.38)

”(I’(’)"rl)”.ﬁ Rﬁ('/’(x,)‘-n))

Page 9 of 24
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Since x (-, A) satisfies (2.3)-(2.5), then the eigenvalues are also determined via
sina x11(—=1, 1) — cosa x21(~1, 1) = —w(A). (2.39)

Therefore {x(-,%,)}32_., is another set of eigen-vector-functions which is related by
{@(, 1)} with

XAy =cplx,Ay), x€[-1,0)U(0,1],n € Z, (2.40)

where ¢, # 0 are non-zero constants, since all eigenvalues are simple. Since the eigenvalues
are all real, we can take the eigen-vector-functions to be real-valued.

Now we derive the asymptotic formulae of the eigenvalues {A,}°°__ and the eigen-

n=—00
vector-functions {¢(-, 1,,)}52__ . We transform equations (2.1), (2.17), (2.21) and (2.24) into
the integral equations, see [26], as follows:

X

Pulx, ) = cos(A(x +1) + o) — [ 1 sin A(x — )p1(H)pu (L, 1) dt

- f_ j cos A(x — B)pa (£) o1 (£, 1) dt, (2.41)
¢ (x,A) = sin(A(x+1) +a) + /_ ’ cosA(x — t)p1(t)pu(t, 1) dt

- /_j sin A (x — £)pa(£) P (¢, 1) dt, (2.42)
Pra(x, 1) = —%qﬁzl (07,1) sin(Ax) + %¢u (07, 1) cos(rx)

- /0 “in AMx = t)p1 (Do (t, 1) dt — /0 " cos AMx = )pa(t)aa(t, V) dt,  (2.43)

1 1 *
$ra(x, A) = gd’u (07, 1) sin(rx) + g¢21 (07, 1) cos(rx) + / cos A(x — t)p1(t)pr2(t, 1) dt
0

- /x sin A(x — £)pa (t) oo (¢, 1) dt. (2.44)
0

For |A| —> oo the following estimates hold uniformly with respect to x, x € [-1,0) U (0,1],

¢f. [25, p.55],
dulx,A) =cos(A(x+1) + o) + (’)(%), (2.45)
¢ (x,A) =sin(A(x + 1) + ) + (9(%), (2.46)
1 oo 1 _ 1
Ora(x, 1) = —§¢21 (07,1) sin(Ax) + gqbu (07, 1) cos(Ax) + O(X)’ (2.47)

¢22(x,k)——¢11(0 ,A) sin(Ax) + ¢21(0 1) cos(kx)+(9< > (2.48)
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Now we find an asymptotic formula of the eigenvalues. Since the eigenvalues of the bound-
ary value problem (2.1)-(2.5) coincide with the roots of the equation

(ay + Asin B)g1o(1, 1) — (ay + A cos B)pan(1,1) = 0, (2.49)
then from the estimates (2.47), (2.48) and (2.49), we get
. 1 _ . 1 ~
Asin B |:_§¢21 (0 R A) sin A + Sd)u (0 R A) cos k]
1 _ . 1 _
- )Lcosﬁ[gqbu(() ,A) sin A + 54521(0 ,A) cosk] +0(1) =0,
which can be written as
1 _ . 1 _ 1
gqbu (07,) sin(x - B) + §¢>21 (07,1) cos(r - B) + O(X) =0. (2.50)

Then, from (2.45) and (2.46), equation (2.50) has the form

1
sin(2A +a — B) + O<X> =0. (2.51)
For large ||, equation (2.51) obviously has solutions which, as is not hard to see, have
the form
2+ —B=nw+6,, n=0,£1,42,.... (2.52)

Inserting these values in (2.51), we find that siné, = O(%), ie,8,= (’)(%). Thus we obtain
the following asymptotic formula for the eigenvalues:

- 1
Anszro(—), n=0,+1,42,.... (2.53)
n

Using the formulae (2.53), we obtain the following asymptotic formulae for the eigen-

vector-functions ¢(-, A,,):
cos(Ap (x+1)+a)+O( %
¢( A ) _ sin(Ay (x+1)+a)+O %)) xe [_1’ 0)’
Xy Ap) = écoq(}ny,(x+1)+a)+0(%)) xe (0 1]
%sin(kn(x+l)+a)+0(%) ? Ty

(2.54)

where

¢ (x}»,,,)
(gmeory)> % €[-1,0),

12 (X hn)
(¢21§(“ )) x € (0,1].

¢(x: n) = (255)

3 Green’s matrix and expansion theorem

Let F(-) = (’r ) ) where f(.) = (fl ) be a continuous vector-valued function. To study the
completeness of the eigenvectors of A, and hence the completeness of the eigen-vector-
functions of (2.1)-(2.5), we derive Green’s function of problem (2.1)-(2.5) as well as the
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resolvent of A. Indeed, let A be not an eigenvalue of A and consider the inhomogeneous
problem

(A= ADUGR) = Flx),  UQ) = (R;SEL»)’

where [ is the identity operator. Since

£(u) u(x) f(x)
A_ )\41 U = — )\, = ,
(A=A (—Ra(u(x») (&(u(x))) ( w )

then we have
uy (%) — {pr(®) + A} (x) = fi(%),
uy (%) + {pa(x) + Muz(x) = —fo(x), x€[-1,0)U(0,1],

w=-R, (u(x)) - ARg (u(x)) (3.2)

(3.1)

and the boundary conditions (2.2), (2.4) and (2.5) with A is not an eigenvalue of problem
(2.1)-(2.5).
Now, we can represent the general solution of (3.1) in the following form:

Al( éu (0 ) ( xu x?»)) x € [-1,0),

u(x,2) = B i (33)
Az (¢22( ))+B (Xzz( )7 xe(0,1].

We applied the standard method of variation of the constants to (3.3), and thus the func-
tions A;(x, A), B1(x, A) and Ay (x, A), By(x, 1) satisfy the linear system of equations

A/l(x!)‘)(pﬂ(x:)") + Bi(x:)")Xﬂ Uz ) fl( )
A/l(x! )‘)(»bll (x’ )”) + B/l (x: )‘)Xll(x! )\) = __](2 (x)’ X € [_1: 0)’

(3.4)

and

AL (%, Mo (%, 1) + By (%, 1) x22(%, 1) = f(x),

A;(x,k)¢12(x,k) + B/z(x’}‘-)XIZ(x;)‘-) = _fZ(x)’ X € (011]

(3.5)

Since X is not an eigenvalue and w(A) # 0, each of the linear system in (3.4) and (3.5) has a
unique solution which leads to

1 0
Arx ) = @ / KT EFE) dE + Ay,
(3.6)
Bi(x, ) = (M / 6T (E,FE)dE + By, xe[-1,0),

Ax(w,2) m o[ e,
(3.7)

Ba(x, 1) = m /0 67 (6, W)F(E) dE + Byx € (0,1],
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where A;, A, B; and B, are arbitrary constants, and

(¢11(§,A))’ g c [_1, 0)’ (Xu (&, A)) %_ c [_1,0)’
A $21(E.0) 1) = Yo1(E )
pen- (pen)» E€O1), X6 = (7267, &€l

Substituting equations (3.6) and (3.7) into (3.3), we obtain the solution of (3.1)

T(&, () dE
w(}») f ¢ ‘i: )")f(S)dg +A1¢(x’)‘-) +le(x?)‘-) X € [_L 0):

u(x,A) = 524)(“ f (T (e F(E) dE (3.8)
i + DX (R QT (£, )F(E) dE + Ard(x, 1) + Bax (%, 1), x € (0,1].
Then from (2.2), (3.2) and the transmission conditions (2.4) and (2.5), we get
82 1 T W52
A1=@/0 X (g,k)f(é)d‘&—mx B, =0,
ws? 1 o
A2=—@, Bz=m 71¢ (&, Mf(&)dE.
Then (3.8) can be written as
_ows xX®A) [* T
u(x,2) = —w(k)fﬁ(x,)») o ) ag)e’ (&, 1f()dE
A) !
+ L )) f a@)x (& NFE)dE,  x,& €[-1,00U(0,1], (3.9)
where
|1 gerv0),
a(g) = :82, Ec (0], (3.10)
which can be written as
2 1
uts, ) == 2) + [ a6 A e (31)

where

Gl ey - L | X@NSTED), 1<E<x<1x70£70, (3.12)
T 00) | g xTE ), —1<x<E<1x#0,E 0. '

Expanding (3.12) we obtain the concrete form

(¢1(§J~)X1(W~) $2(E1) xa(x,
$1(E2)x2(01) ¢2(6,0) x2(x,
(k) (¢1(ka)x1(&‘,)n) ¢1(xA)x2(E

$2(x1) x1(5,4) p2(x4) x2 (&,

N
Glx,.0) = i? 1<§<x<Lx#0,§ #0, (3.13)
277

) -1<x<§<1,x70,§+#0.

The matrix G(x,&, 1) is called Green’s matrix of problem (2.1)-(2.5). Obviously, G(x, &, A)
is a meromorphic function of A, for every (x,&) € ([-1,0) U (0,1])2, which has simple poles
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only at the eigenvalues. Although Green’s matrix looks as simple as that of Dirac systems,
cf., e.g., [25, 26], it is rather complicated because of the transmission conditions (see the

example at the end of this paper). Therefore

s 1
dx 1) + f_la@)a(x,s,x)f(s)dé) , (3.14)

= — -1 = _%
Ux) = (A - A" F(x) ( Ro(u(x)

Lemma 3.1 The operator A is self-adjoint in ).

Proof Since A is a symmetric densely defined operator, then it is sufficient to show that
the deficiency spaces are the null spaces, and hence A = A*. Indeed, if F(x) = (f (x) €N

and A is a non-real number, then taking

Ve - (V) 2B 0) + [ al6)Glx, &, V(&) d
‘ Ry (u(x))

implies that U € D(A). Since G(x,&,A) satisfies the conditions (2.2)-(2.5), then (A -
A)U(x) = F(x). Now we prove that the inverse of (A — AI) exists. If AU(x) = AU(x), then

(% - MUO,UO), = (U6, UO),, - (U, UC)
= (UC), AU()),, - (AUO),U0)),,

=0 (since A is symmetric).

Since A ¢ R,wehave A—A #0. Thus (U(-), U(-)) 5 = 0,i.e.,U=0.ThenR(A; A) := (A-AI)7},

the resolvent operator of A, exists. Thus
R AF = (A-AD)'F=U.

Take A = 4i. The domains of (A —il)™! and (A + il)™! are exactly $3. Consequently, the
ranges of (A —iI) and (A + iI) are also $). Hence the deficiency spaces of A are

=N(A* +il) =R(A-iD)* = H1 = {0},
N;:=N(A*-il) = R(A +il)" = H; ={0}.

Hence A is self-adjoint. O

The next theorem is an eigenfunction expansion theorem. The proof is exactly similar
to that of Levitan and Sargsjan derived in [25, pp.67-77]; see also [26—29].

Theorem 3.2
(i) ForU(:) e %,

Jue) | = Z (UC), w.40)), (3.15)
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(ii) For U(:) e D(A),
U = Y (UC), W,(0)) ¢ Wal), (3.16)

n=-00

the series being absolutely and uniformly convergent in the first component for on
[-1,0) U (0,1], and absolutely convergent in the second component.

4 The sampling theorems
The first sampling theorem of this section associated with the boundary value problem
(2.1)-(2.5) is the following theorem.

Theorem 4.1 Let f(x) = ( ((3) e H. For » € C, let

A
f2
0 1
F(r) = / fT(x)¢(x,A)dx + 82 f fT(x)¢(x,k) dx, (4.1)
-1 0
where ¢(-, 1) is the solution defined above. Then F()) is an entire function of exponential

type that can be reconstructed from its values at the points {A,}° . via the sampling for-
mula

Foy= 3 Foag @) (4.2)

- )Wl)w/()”n)‘

The series (4.2) converges absolutely on C and uniformly on any compact subset of C, and
w()) is the entire function defined in (2.28).

Proof The relation (4.1) can be rewritten in the form

0 1
F) = (F(.), ‘I’(',)L)>;j = /1 £7(x)p(x, 1) dx + 82/(; fT(x)p(x,A)dx, reC, (4.3)

where

(W (e
F(x) = < 0 )’ <I>(x,)\) = (Rﬁ((b(.%,k))) €n.

Since both F(-) and @(-, 1) are in $), then they have the Fourier expansions

Y ®(x,1,) > D(x,1,)
F(x) = —, ®(x,A)= D, A), P> M) ——— 4.4
@ wa e T 2;] €200 g Y
where L € C andf(n) are the Fourier coefficients
. 0 1
f(n):(F(.),Q(-,An))ﬁ =/ fT(x)¢(x,An)dx+52/ £7 (%) (x, A,,) dx. (4.5)
-1 0
Applying Parseval’s identity to (4.3), we obtain
0 - i Fo ) BON 0Ny (@6)
Pyt 1D(, 215,
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Now we calculate (®(-, 1), ®(-,1,,)) 5 and || ® (-, A,)| s of A € C, n € Z. To prove expansion

(4.2), we need to show that

<<I>(':}\):<I)(")‘«n))f) w()\)

= , neZ, eC.
@A)l (A =)' (X)

(4.7)

Indeed, let » € C and # € Z be fixed. By the definition of the inner product of 53, we have

0 1
(@, 1), (1), = /_ 1 & (%, M) (x, 1) dx + 52 /0 &' (x, \)(x, 1) dx

52
+ ;Rﬁ (¢(x) )‘))Rﬁ (¢(x) )m))
From Green’s identity, see [25, p.51], we have
0 1
(An = 1) [ / ¢ (% \)P(x, 1) dx + 8 / ¢ (%, 1) (x, 1) dx:|
-1 0

=W (¢(07,1),8(07, 1)) - W(h(-1,1),p(-1,1,))
- 82W(¢(0%,1),$(0%, 1)) + > W ($(1, 1), §(1, 1))

Then (4.9) and the initial conditions (2.21) imply

FW(pQ,2), (1, 1,)) '

0 1
[

From (2.40), (2.19) and (2.7), we have

W ($(1,1), (L, 1n)) = 12(L, M2 (L, An) — B2 (L, M)r2 (1, A)
= ¢, [ 121, 1) x22(1, M) — $22(1, A) x12(L, A1) ]
¢, [(Ansin B + a1)dra(1, 1) — (A cos B + az)pa (L, 1) ]

¢, [2w() + (A — MRg((x, 1) ].

Also, from (2.40) we have

2 52 -1

%Rﬁ (900 0)Rs (B0 7)) = R (5, )R (1 052)

Then from (2.26) and (4.12) we obtain

2
‘%Rﬂ (06 2))Rs (b3 1) = =57C; R (b, 1))-

Substituting from (4.10), (4.11) and (4.13) into (4.8), we get

(‘p(r)‘)) <I>(’ }‘-n)>5 = C,,, )\‘n _ )\‘

(4.8)

(4.10)

(4.11)

(4.12)

(4.13)

(4.14)
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Letting & — A, in (4.14), since the zeros of w(}) are simple, we get
2 -1 7
(@, 20, @, 1)) g = [ @G A = —€," ' (1) (4.15)

Since A € C and # € Z are arbitrary, then (4.14) and (4.15) hold for all . € C and all n € Z.
Therefore, from (4.14) and (4.15), we get (4.7). Hence (4.2) is proved with a pointwise
convergence on C. Now we investigate the convergence of (4.2). First we prove that it is
absolutely convergent on C. Using Cauchy-Schwarz’ inequality for A € C,

- (3 EO. 80105 "
= 120,201

[e.¢]

w(A)
2 ‘m“ =) o)

k=-00 k=m0
x i (80,2, 8,205\ (4.16)
S LICEWAI ' |

Since F(-), ®(-, 1) € $, then the two series on the right-hand side of (4.16) converge. Thus
series (4.2) converges absolutely on C. As for uniform convergence, let M C C be compact.
Let A € M and N > 0. Define vy (1) to be

N
w(})
A):=|F(A)— Fr) ———————1|. 417

o (2) ‘ () ;;, O e (417)

Using the same method developed above, we get
N 12 / N 172
F(),(I)(,)\, ) 2 Q(,A),Q(,A ) 2
N (A) < <Z % Z I Y 2k )5 . (4.18)
L =Gl
Therefore
N 1/2
| (F()r q’(’ )‘-k))fJ |2
(A < H<I>(-,kk)H,j<Z L) I (4.19)
el

Since [-1,1] x M is compact, then we can find a positive constant Cy; such that

||<I>(-,A) ||53 <Cy forallx e M. (4.20)
Then

N 1/2
[(E(), B, 20)) 51
ww(d) <C —_ (4.21)
N M(Z;[ @ C, 20l

uniformly on M. In view of Parseval’s equality,

N 2 1/2
<Z|<P(->,o<~,xk>>ﬁ|> 0 asN e o
= 196015


http://www.boundaryvalueproblems.com/content/2013/1/65

Tharwat Boundary Value Problems 2013, 2013:65
http://www.boundaryvalueproblems.com/content/2013/1/65

Thus vy (A) — 0 uniformly on M. Hence (4.2) converges uniformly on M. Thus F (1) is an

entire function. From the relation

0 0
70| < / 10| | (s 1)) e + f 15| |, )| dx
-1 -1

1 1
+82/0 [ﬁ(x)|’¢12(x,k)’dx+82/0 I5@)||p22(x, 1) |dx, 1 €C,

and the fact that ¢;(-,A), i,j = 1,2, are entire functions of exponential type, we conclude
that F (1) is of exponential type. O

Remark 4.2 To see that expansion (4.2) is a Lagrange-type interpolation, we may replace
(A) by the canonical product

it A A
&) = (A = Ao) (1 - —) (1 - ) (4.22)
’ E )\' )\'—Vl

n

From Hadamard'’s factorization theorem, see [4], w(A) = h(A)@(A), where k() is an entire
function with no zeros. Thus,

00)  h)B()
@' (An) - h()‘n)a)/()"n)

and (4.1), (4.2) remain valid for the function F(A)/h()). Hence

> h()@(L)
F)=) Flh, - . 23
0= 2 70— (423)
We may redefine (4.1) by taking kernel % =¢(,A) to get
= F) oz >
F0 =505 = Z}'(An)m. (4.24)

The next theorem is devoted to giving vector-type interpolation sampling expansions
associated with problem (2.1)-(2.5) for integral transforms whose kernels are defined in
terms of Green’s matrix. As we see in (3.12), Green’s matrix G(x, &, 1) of problem (2.1)-(2.5)
has simple poles at {A;}?2_. . Define the function G(x, 1) to be G(x, ) := w(1)G(x, &y, 1),
where &, € [-1,0) U (0,1] is a fixed point and w(A) is the function defined in (2.28) or it is
the canonical product (4.22).

Theorem 4.3 Let f(x) = (283 ) €. Let F(A) = (23; ) be the vector-valued transform

0 1
F) = / G(x, \)f(x) dx + 82/ G(x, M)f(x) dx. (4.25)
-1 0
Then §(L) is a vector-valued entire function of exponential type that admits the vector-
valued sampling expansion

w(A)

(A= M) () (420

3= T
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The vector-valued series (4.26) converges absolutely on C and uniformly on compact subsets
of C. Here (4.26) means

e8] w()h) e8]
Fi(h) = X;O ﬂ(m)m, Fo(r) = X:; Fo(hn)

A
L’ (4.27)
(A= An)a' (An)
where both series converge absolutely on C and uniformly on compact sets of C.

Proof The integral transform (4.25) can be written as

~ f(x) ~ GT(x,A) (4.28)
F(x) = < ) , S(x, ) = (R;;(GT(x,)»))> €9N.

Applying Parseval’s identity to (4.28) with respect to {®(-,A,,)};°_.,, we obtain

> E(), ®(, A,
=Y (es(-,x),qw,xn))ﬁw (4.29)

Let A € C be such that A # A, for n € Z. Since each ®(-, A,,) is an eigenvector of A, then
(A-AD®(x,1,) = Ay — 1) P (x, 1)
Thus

(A-AD)"1®(x0,) = - 1_/\<I>(x, ). (4.30)

From (3.14) and (4.30) we obtain

2 1
_Wtﬁ(%mk) + [1 a(x)G(x, &g, A)d(x, 1) dx = )\nl_ A¢(§0'k")' (4.31)
Then from (2.26) and (2.40) in (4.31), we get
82 —1 1
,Ow(;')‘ d(&o, 1) + /:1 a(x)G(x, o, 1) p(x, A,) dx = P )\‘¢('§>:0!)\n)« (4.32)

Hence equation (4.32) can be rewritten as

0 1
p820;1¢($0,k)+/ G(x,k)¢(x,kn)dx+82/ G(x, \)@(x, Ay,) dx
-1 0
w(A)
= ). (4.33)

The definition of &(-, ) implies

0

1
(QS(.,)L)AI)(-,)L,,))j6 = /1 G(x, M) (x, A,) dx + 82/0 G(x, M) p(x, 1) dox

. %Rﬂ (GT (5, )Ry (b2 1)- (4.34)
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Moreover, from (3.12) we have

Rs(GT(x,1)) = d(&0, MRs (x " (x, 1)) (4.35)

Then from (4.35), (2.26) and (2.40) in (4.34), we obtain

0 1
(6,20, @02, = / Glx ) )+ o7 /0 Glx, M) (x, 1) dx
+ p8%c, d(&o, ). (4.36)
Combining (4.36) and (4.33), yields

w())

s _)\¢(Eo, n)- (4.37)

Taking the limit when A —> A, in (4.28), we get

%'()\n) = )Lllg:l <®(r)\)’F()>g’

T > (‘D(’)‘-k)’l:())fj
= Jim 37 (S (1), 20, 40), et (4.38)

Making use of (4.37), we may rewrite (4.38) as, & € [-1,0) U (0,1],

-7:1()\;1)
o) =
S( ) (FZ()"VI))
(llmx—»An D heoo xk <l51(§0»)L )W

(). F
limy s, D005 o pp A‘ﬁ?(so’)"‘)H(I>(k4))(\\;:l

~ ()1 (B0, 1 nﬁl
= )Ln)F ‘? . (4.39)
—' (L) P2 (&0, A n)”(l,—”zf1

The interchange of the limit and summation is justified by the asymptotic behavior of
®(x, A,) and that of w(). If ¢1(&o, 1,) # 0 and ¢ (&0, An) # 0, then (4.39) gives

<F(): q’('r)‘n))f) __ fl()‘n) (F()! Q(.’)\’Yl)>ﬁ
1G5 i Eotn) [9CADIE
_ -7:2()\71)
" CnbalEorin) (440

Combining (4.37), (4.40) and (4.29), we get (4.28) under the assumption that ¢ (&g, 1,,) # 0
and ¢ (&9, A,,) # 0 for all n. If ¢;(9, 1,,) = 0, for some n,i = 1 or 2, the same expansions hold
with F;(%,) = 0. The convergence properties as well as the analytic and growth properties
can be established as in Theorem 4.1 above. a

Now we derive an example illustrating the previous results.
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Example 4.1 Consider the system

- pX)ug = Mg, up + p)up = —Aup, x€[-1,0)U(0,1],
sinau;(0) — cos au2(0) = 0,

(cos B + Asin B)u (1) + (sin 8 — A cos Buy(1) =
and transmission conditions

u1(07) = 8u1(0%) =0,

ug(O‘) - 8u2(0+) 0.

(4.41)
(4.42)

(4.43)

(4.44)

(4.45)

This problem is a special case of problem (2.1)-(2.5) when p;(x) = p2(x) = p(x) and a; =

cos B, a; = —sinB. Then p =1 > 0. For simplicity, we define

Pi(x) :=/ p(t)dt, Pa(x) :=/ p)dt, xe€[-1,0)U(0,1].
-1 1

In the notations of the above section, the solutions ¢(-, 1) and x (-, A) are

cos[¢1(x,A)] ) x € [-1,0),

%m[cl (x,2)]
x € (0,1],

¢(x: )") =

cos[¢y (%, A )
sin[¢y (x,1)]

(cos[&p (x,1)]+A sin[£2 (x,))])
sin[¢ (,A)]+A cos[{a (x, A)]) xe (0 1]

(
) A)]+A A
(a( sin[¢a (x,1)] + cos[¢a (x, )])) x e [-1,0)
( cos[&o (x,A)]+A sin[¢g (x,4)]

X (xr )‘-) = {
where
@A) =Ax+1) +Pix) + a, O(x,A) = Ax —1) — Py(x) + B.
The eigenvalues are the solutions of the equation
5[ 1 . 1 . .
w(A) =46 g(cos B + Asin B) cos[;l(l, A)] + g(smﬂ — Acos B) sm[{l(l, k)] =0,
which can be rewritten as

cos[¢1(L,A) - B] - Asin[&1(L,A) - B] =0

Green’s function of problem (4.41)-(4.45) is given by

G(x,&,1)
_ 1
~ S[cos[ti(L,A) — Bl — Asin[¢i(1,4) - B]]

(4.46)

(4.47)

(4.48)
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( dcos[21(§,2)](=sin[ga (x,A)]+A cos[¢2 (x,4)]) 8 sin[g1(§,4)](=sin[¢a (x,1)]+2 cos[¢a (x,A)]))
8 cos[g1(§,2)](cos[ga (x,2)]+Asin[ga(xA)]) 8 sin[g1(€,1)])(cos[s2(x,M)]+A sin[g2(x,1)]) /7

-1<&<x<0,

( 8 cos[¢1(x,1)](=sin[52(€,4)]+A cos[¢a2(§,1)]) & cos[¢1(x,2)](cos[£2 (,1)]+2 sin[¢a (& ,k)]))
8 sin[¢1(x,2)](=sin[ga(5,4)]+2 cos[£a(§,4)]) 8sin[g1(x,h)](cos[§2(8,4)]+Asin[¢a(§,4)]) /7

-1<x<£&<0,

( cos[21(8,1)](=sin[¢2 (x,4)]+A cos[¢2 (x,1)]) sin[g1(§,1)](=sin[£2 (x,1)]+2 cos[Fa (x,k)]))
cos[¢1(&,2)](cos[s2 (v,2)]+A sin[¢2 (x,1)]) - sin[41(€,1)](cos[Sa (x,1)] +Asin[52 (x,4)]) /7

-1<£<0,0<x<1,

X (cosm(x,x)](—sin[;z(s,x>]+xcos[cz<s,x)1>cosm(x,m(oos[:z(s,x)]+Asin[cz@,w])) (4.49)
sin[¢y (x,4)] (= sin[¢2 (€,1)]+A cos[¢2 (§,4)]) sin[¢y (x,4)](cos[¢a (§,4)]+A sin[¢2(€,1)]) /7

-1<x<0,0<&<1,

( $ cos[z1(6,1)] (- sin[¢2 (,4)]+4 cos[ga (x,0)]) § sin(z1 (&,4)](- sin[Z2 (1)) +A cos[t (x,m))
¥ cos[¢1(8,0)](cos[ga (x,2)]+Asin[L2(x,A)])  § sinlzy(8,0)](cos[ga (w0)]+Asinlgz (w)]) /7
0<é&<x<l,

( $ cos[21(x,2)] (= sin[£a (8,1)]+4 cos[£a (,4)]) § cos[g1(x,2)](cos[2a (£,4)]+A sin[{z(é,k)]))

L sin[g1 (x,1)](= sin[¢2 (&,1)]+A cos[22 (6,1)]) § sin[g1(xM)](cos[g2 (&, 1)) +A sin(ga (€,2)])) 7
O<x<&<1

By Theorem 4.1, the transform

0
F) = /1 (fl(x) cos[;l(x,k)] +fo(x) sin[{l(x,k)]) dx

1
+ 6/0 (fl(x) cos[{l(x,)»)] + fo(x) sin[;l(x,k)]) dx (4.50)

Figure1 p(x)=1,a=x/3and §=0. 3
2
1

/ l/ |

2
-1
-2
-3
Figure2 p(x)=x?,@=Z and $ =0. 3
2
1
2
-2
-3

B

/A 6 B 1 2
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has the following expansion:

cos[¢1(1,A) — B] — Asin[&1(1,A) - B]
n— )")(2 Sin[;l(lr )"n) - ﬂ] + )\n COS[é‘l(l, )\n) - ,6]) '

Fy=Y FO (4.51)

where {1,}°°__ are the zeros of (4.48). In the view of Theorem 4.3, the vector-valued

transform

(1)

8(=sin[Z2(§0,4)]+2 cos{{z(éo,)\)])f_s? a@)e " (@MF(x) dx+cos[¢1 (§0,1)] fglo a@)x T (@)f(x) dx
B(eos[2a (€0, M)+ sinlz2 (B0, )) [0 ale) T (x,2)F(x) dx+sinl (£0,1)] fglo a@)x T @MF(x) dx
_1 S SO < 0;

)

= 4.52
(= sin[z2 (60,0 +2 cos[2(60.)]) [0 a(x) T (6A)F() dx+ & cos(zi (Eo,0)] J&y a@x T @A) dx) (452)
(cos[¢a(Eo, )]+ sinle2 (G0, )] [0 a(x)e T (2 )F(x) ds L sinl1 (60.,0)] Jig at)x T () () dx ’
0< 50 < 1
has the following vector-valued expansion:
o0 .
cos[¢1(1,A) — B] = Asin[61(1,2) — B]
I =Y I : : (4.53)
= (hn = A)(2sin[¢1(1, An) = Bl + Ay cos[51(L, 1) — BI)

It should be noted that with any choices p(-), &, B, we cannot always compute the eigen-

value of problem (4.41)-(4.45). Hence the eigenvalues are the points of R which satisfy

tan(21 + P(1) + o — B) = A#0. (4.54)

1
)\’Y

This is illustrated in Figures 1 and 2.
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