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1 Introduction
It is well known that a priori estimates and uniqueness results, which are necessary in the
proof of the well-posedness for boundary value problems for elliptic equations in nondi-
vergence form, are based on Aleksandrov type estimates, i.e., on estimates for the maxi-
mum of a solution in terms of the Ln-norm of the right-hand side.
If Ω is a bounded domain in R

n (n > ) and

L =
n∑

i,j=

aij
∂

∂xi ∂xj
+

n∑
i=

ai
∂

∂xi
+ a, (.)

is a uniformly elliptic operator in Ω , the classical result of AD Aleksandrov states that if
u ∈ C(Ω̄) ∩ W ,n(Ω), with u ≤  in ∂Ω , verifies Lu ≥ f , where ai,a, f ∈ Ln(Ω) (a ≤ ),
then

sup
Ω

u≤ c‖f ‖Ln(Ω), (.)

where c ∈ R+ depends only on n, Ω , ‖ai‖Ln(Ω) and on the ellipticity constant.
There have been various directions of developments and extensions of Aleksandrov

estimate. For example, maximum principles have been established in different types of
boundary problems, such as in the stationary oblique derivative problem or in the sta-
tionary Venttsel’ problem. Another direction of development of the Aleksandrov ideas is
the extension of maximum estimates to equations with lower order coefficients and right-
hand sides in other function classes (for example, in spaces with anisotropic norms or
weighted spaces). In particular, a large number of works is devoted to the weakening of
requirements for the right-hand side of the equation considered (see, for example, [] and
its large bibliography).
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In this framework, it is well known that additional hypotheses on the leading coeffi-
cients are necessary to obtain the estimates. Several authors have obtained estimates for
the maximum of a solution through the Lp-norms of the right-hand side (p > n/) under
different conditions on the leading coefficients.
For instance, if Ω is an arbitrary open subset of Rn and p ∈ ]n/, +∞[, a bound of type

(.) and a consequent uniqueness result can be found in []. In fact, it has been proved
that, if the coefficients aij are bounded and locally VMO, the coefficients ai, a satisfy suit-
able summability conditions, and ess supΩ a < , then for any solution u of the problem

⎧⎪⎪⎪⎨⎪⎪⎪⎩
u ∈W ,p

loc (Ω)∩C(Ω̄),
Lu≥ f , f ∈ Lploc(Ω),
u|∂Ω

≤ ,
lim sup|x|→+∞ u(x)≤  if Ω is unbounded,

(.)

there exist a ball B⊂⊂ Ω and a constant c ∈R+ such that

sup
Ω

u≤ c
( 

B

∣∣f –∣∣p dx) 
p
, (.)

where f – is the negative part of f ,
 
B

∣∣f –∣∣p dx = 
|B|

ˆ
B

∣∣f –∣∣p dx,
and c depends on n, p, on the ellipticity constant and on the regularity of the coefficients
of L.
If the boundary of a domain has various singularities, as for example corners or edges,

then, in accordance with the linear theory, it is natural to assume that the lower order
coefficients and the right-hand side of the equation belong to some weighted spaces Lp,
where the weight is usually a power of the distance function from the ‘singular set’ on the
boundary of domain. In these cases, the estimates on the solutions are obtained in terms
of such weight function.
For instance, if ρ is a bounded weight function related to the distance function from a

non-empty subset Sρ of the boundary of an arbitrary domain Ω , not necessarily bounded
and regular (see Section  for the definition of such weight function), in [] has been stud-
ied a problem similar to the problem (.) with boundary conditions and data related to
the weight function ρ . In particular, if s ∈R, Sρ = ∂Ω , the coefficients aij are bounded and
locally VMO, the coefficients ai, a belong to suitable weighted spaces L∞, in [] the author
has proved that the solution u of the problem⎧⎪⎪⎪⎨⎪⎪⎪⎩

u ∈W ,p
loc (Ω),

Lu≥ f , f ∈ Lploc(Ω),
lim supx→xo ρs(x)u(x)≤ , ∀xo ∈ ∂Ω ,
lim sup|x|→+∞ ρs(x)u(x)≤  if Ω is unbounded,

(.)

verifies the estimate

sup
x∈Ω

ρs(x)u(x)≤ c
( 

B

∣∣ρs+f –
∣∣p dx) 

p
, (.)
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where B ⊂⊂ Ω is an open ball and the constant c ∈ R+ depends on n, p, s, ρ , on the el-
lipticity constant and on the regularity of the coefficients of L. As a consequence, some
uniqueness results are also obtained. Results of this type are also established in [] under
the more general hypothesis ∅ �= Sρ ⊂ ∂Ω , but for an operator L with coefficients ai = .
The aim of this paper is to improve the above quoted results in [] by obtaining a similar

estimate under much weaker assumptions. In particular, the main difference lies in the
hypotheses on the coefficients ai, a which are not supposed to belong to weighted spaces
L∞ but just to appropriate weighted Sobolev spacesKr

t (Ω) (see Section  for the definition
of such weighted spaces), which strictly contain the weighted spaces L∞. Moreover, as
in [], we consider the more general hypothesis ∅ �= Sρ ⊂ ∂Ω .

2 Notation
In this section we introduce some notation used throughout this paper. Moreover, we
recall the definitions of a class of weight functions and of some function spaces in which
the coefficients of our operator will be chosen.
Let A be a Lebesgue measurable subset of Rn and let Σ(A) be the collection of all

Lebesgue measurable subsets of A. If F ∈ Σ(A), we denote by |F| the Lebesgue measure of
F and by D(F) the class of restrictions to F of functions ζ ∈ C∞

 (Rn) with F̄ ∩ supp ζ ⊆ F .
Moreover, if X(F) is a space of functions defined on F , we denote by Xloc(F) the class of
all functions g : F → R such that ζ g ∈ X(F) for all ζ ∈ D(F). Furthermore, for g ∈ Lp(A)
(p≥ ), we put

ωp[g,A](t) = sup
E∈Σ(A)
|E|≤t

‖g‖Lp(E), t ∈R+.

Since ωp[g,A](t) is a decreasing function and limt→ ωp[g,A](t) = , we can refer to
ωp[g,A] as themodulus of continuity of g in Lp(A).
LetΩ be an open subset ofRn, n≥ .We denote byA(Ω) the class ofmeasurable weight

functions ρ : Ω → R+ such that

γ –ρ(y) ≤ ρ(x)≤ γρ(y), ∀y ∈ Ω ,∀x ∈ Ω ∩ B
(
y,ρ(y)

)
, (.)

where γ ∈ R+ is independent of x and y, and B(y,ρ(y)) is the open ball of radius ρ(y) cen-
tered at y.
We remark thatA(Ω) contains the class of all functions ρ :Ω →R+ which are Lipschitz

continuous in Ω with Lipschitz constant less than .
Typical examples of functions ρ ∈A(Ω) are the function

x ∈ Ω →  + a|x|, a ∈ ], [,

if Ω =R
n and, if Ω �=R

n and S is a nonempty subset of ∂Ω , the function

x ∈ Ω → a · dist(x,S), a ∈ ], [.

For any ρ ∈A(Ω) we put

Sρ =
{
z ∈ ∂Ω | ρ(x)≤ |x – z| ∀x ∈ Ω

}
. (.)
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We recall that the set Sρ is a closed subset of ∂Ω and

z ∈ Sρ ⇐⇒ lim
x→z

ρ(x) = 

(see []).
It is well known that

ρ ∈ L∞
loc(Ω̄), ρ– ∈ L∞

loc(Ω̄ \ Sρ), (.)

and, if Sρ �= ∅ [, ],

ρ(x)≤ dist(x,Sρ), ∀x ∈ Ω . (.)

Let ρ ∈ A(Ω). For k ∈ N,  ≤ p ≤ +∞ and s ∈ R, we denote by Wk,p
s (Ω) the space of

distributions u on Ω such that ρs+|α|–k∂αu ∈ Lp(Ω) for |α| ≤ k. We observe that Wk,p
s (Ω)

is a Banach space with the norm defined by

‖u‖Wk,p
s (Ω) =

∑
|α|≤k

∥∥ρs+|α|–k∂αu
∥∥
Lp(Ω).

Moreover, it is separable if  ≤ p < +∞, reflexive if  < p < +∞, and, in particular,Wk,
s (Ω)

is an Hilbert space. We put W ,p
s (Ω) = Lps (Ω), and we observe that the space C∞

 (Ω) is
dense in Lps (Ω) (see [, ]).
Amore detailed account of properties of the above defined weighted Sobolev spaces can

be found in [, ] and [].
For any x ∈ Ω , we put

Ω(x) =Ω ∩ B
(
x,ρ(x)

)
. (.)

Let ρ ∈ A(Ω). For  ≤ p < +∞ and s ∈ R, we denote by Kp
s (Ω) the class of functions g ∈

Lploc(Ω̄ \ Sρ) such that

‖g‖Kp
s (Ω) = sup

x∈Ω

(
ρ
s– n

p (x)‖g‖Lp(Ω(x))
)
< +∞. (.)

Obviously Kp
s (Ω) is a Banach space with the norm defined by (.). It is easy to prove

that the space L∞
s (Ω) is a subset of Kp

s (Ω) (see []). Thus, we can define a new space of
functions K̃p

s (Ω) as the closure of L∞
s (Ω) in Kp

s (Ω).
We recall the following characterization of the above defined space (see []):

g ∈ K̃p
s (Ω) ⇐⇒ g ∈ Kp

s (Ω) and lim
t→

(
sup

E∈Σ(Ω)
supx∈Ω

|Ω(x)∩E|
ρn(x) ≤t

‖gχE‖Kp
s (Ω)

)
= ,

where χE denotes the characteristic function of the set E.
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Therefore, we definemodulus of continuity of g in K̃p
s (Ω) as amap ω̃

p
s [g] :R+ →R+ such

that []

sup
E∈Σ(Ω)

supx∈Ω
|Ω(x)∩E|

ρn(x) ≤t

‖gχE‖Kp
s (Ω) ≤ ω̃p

s [g](t),

lim
t→

ω̃p
s [g](t) = .

(.)

Further properties of above mentioned function spaces can be found in [, ], and [].
If Ω has the property

∣∣Ω(x, r)
∣∣ ≥ Arn, ∀x ∈ Ω ,∀r ∈ ], ], (.)

whereΩ(x, r) = B(x, r)∩Ω andA is a positive constant independent of x and r, it is possible
to consider the space BMO(Ω , t) (t ∈ R+) composed by all functions g ∈ Lloc(Ω̄) such that

[g]BMO(Ω ,t) = sup
x∈Ω
r∈],t]

 
Ω(x,r)

∣∣∣∣g –  
Ω(x,r)

g
∣∣∣∣ < +∞,

where
 

Ω(x,r)
g =

∣∣Ω(x, r)
∣∣– ˆ

Ω(x,r)
g.

If g ∈ BMO(Ω) = BMO(Ω , tA), with

tA = sup
t∈R+

(
sup
x∈Ω

r∈ ],t]

rn

|Ω(x, r)| ≤ 
A

)
,

we will say that g ∈ VMO(Ω) if [g]BMO(Ω ,t) →  for t → +. A function η[g] : R+ → R+ is
called amodulus of continuity of g in VMO(Ω) if

[g]BMO(Ω ,t) ≤ η[g](t), ∀t ∈R+, lim
t→+

η[g](t) = .

We say that g ∈ VMOloc(Ω) if (ζ g)o ∈ VMO(Rn) for any ζ ∈ C∞
 (Ω), where (ζ g)o denotes

the zero extension of ζ g outside of Ω . A more detailed account of properties of the above
defined spaces BMO(Ω) and VMO(Ω) can be found in [].
We conclude this section introducing a class of applications needed in the sequel.
From now on we consider ρ ∈ A(Ω)∩L∞(Ω) and we suppose that the following condi-

tion on ρ holds:

(h) there exists a function σ ∈ A(Ω) ∩ C∞(Ω) ∩ C,(Ω̄) which is equivalent to ρ and
such that

∣∣∂ασ (x)
∣∣ ≤ cασ –|α|(x), ∀x ∈ Ω ,∀α ∈N

n
,

where cα is independent of x (see []).
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Weobserve that the condition (h) holds, for example, ifΩ is an unbounded open set with
the cone property, or if the open set Ω has not the cone property but the weight function
ρ is equivalent to the function dist(· , ∂Ω) (see []).
Let us fix g ∈ C∞

 (R̄+) satisfying the conditions

 ≤ g ≤ , g(t) =  if t ≥ , g(t) =  if t ≤ 

. (.)

For each k ∈N, we put

ηk(x) =

k
ζk(x) +

(
 – ζk(x)

) · σ (x), x ∈ Ω ,

where ζk(x) = g(kσ (x)), x ∈ Ω . Obviously, ηk ∈ C∞(Ω) for any k ∈N and

ηk(x) =

{

k if x ∈ Ω̄k ,
σ (x) if x ∈ Ω \ Ωk ,

where

Ωk =
{
x ∈ Ω

∣∣∣ σ (x) >

k

}
. (.)

Moreover, for k ∈N, it is easy to prove that

σ (x)≤ ηk(x) ≤ σ (x), x ∈ Ω \ Ω̄k , (.)

c′kσ (x)≤ ηk(x)≤ σ (x), x ∈ Ωk , (.)(
ηk(x)

)
x ≤ c

(
σ (x)

)
x, x ∈ Ω , (.)

(
ηk(x)

)
xx ≤ c

(σ (x))x + σ (x) · (σ (x))xx
σ (x)

, x ∈ Ω , (.)

where c′k ∈ R+ depends on k and σ , and c, c ∈ R+ depend only on n. Furthermore, for
any s ∈R, we have

(ηs
k(x))x
ηs
k(x)

≤ c
(ηk(x))x
σ (x)

, x ∈ Ω , (.)

(ηs
k(x))xx
ηs
k(x)

≤ c
(ηk(x))x + ηk(x) · (ηk(x))xx

σ (x)
, x ∈ Ω , (.)

where c ∈R+ depends on s and n.

3 Hypotheses and preliminary results
Suppose that Ω has the property (.) and let p > n/. Consider in Ω the differential op-
erator L̃ defined by

L̃ =
n∑

i,j=

aij
∂

∂xi ∂xj
+

n∑
i=

di
∂

∂xi
+ d,

http://www.boundaryvalueproblems.com/content/2014/1/91
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with the following assumptions on the coefficients:

(h)

⎧⎪⎨⎪⎩
aij = aji ∈ L∞(Ω)∩VMOloc(Ω), i, j = , . . . ,n,
∃νo,ν ∈R+ :

∑n
i,j= ‖aij‖L∞(Ω) ≤ νo,∑n

i,j= ξiξjaij ≥ ν|ξ | a.e. in Ω ,∀ξ ∈R
n,

(i)

⎧⎪⎨⎪⎩
di = ai + d̃i, ai ∈ K̃ r

 (Ω), d̃i ∈ L∞
 (Ω), i = , . . . ,n,

d = a + d̃, a ∈ K̃p
 (Ω), d̃ ∈ L∞

 (Ω),
d ≤  a.e. in Ω ,

where r > n if p≤ n, and r = p if p > n.
Fixing xo ∈ Ω and τ ∈R+ such that τ ≤ σ (xo), we put B = B(xo, τ ) and B∗ = B(xo, ).
We observe that under assumptions (h) and (i), the operator L̃ fromW ,p(B) into Lp(B)

is bounded and the following estimate holds:

‖̃Lu‖Lp(B) ≤ c′‖u‖W,p(B), ∀u ∈W ,p(B),

where c′ ∈ R+ depends on n, p, r, ρ , νo, ‖ai‖Lr (B), ‖̃di‖L∞(B), ‖a‖Lp(B), ‖̃d‖L∞(B).
Let v be a solution of the problem⎧⎪⎨⎪⎩

v ∈W ,p(B),
L̃v ≥ h, h ∈ Lp(B),
v|∂B ≤ .

(.)

We want to prove a bound for the solution v of the above problem (see Lemma . be-
low), which will be the primary technical tool in the proof of our main result (see the next
Section). In order to use a classical result of Vitanza (see, Theorem . in []) it is neces-
sary to make an appropriate change of variables which allows to transform the operator L̃
into a differential operator L̃∗ whose lower order coefficients, in particular, belonging to
Lebesgue spaces and their moduli of continuity can be estimated by moduli of continuity
of the corresponding coefficients of L̃. To this aim, let us consider the map T : B → B∗

defined by

T(x) = xo +
x – xo

τ
. (.)

Clearly

z = T(x) ⇔ x = xo + τ (z – xo) = T–(z).

For any function g defined on B, we set

g∗ = g ◦ T–. (.)

Using the equivalence between ρ and σ it is easy to prove that τd∗
i ∈ Lr(B∗) for any i =

, . . . ,n and τ d∗ ∈ Lp(B∗); moreover,

∥∥τd∗
i
∥∥
Lr(B∗) ≤ c

(‖ai‖Kr
 (Ω) + ‖̃di‖


r
L∞
 (Ω)

)
, i = , . . . ,n, (.)

http://www.boundaryvalueproblems.com/content/2014/1/91


Caso and D’Ambrosio Boundary Value Problems 2014, 2014:91 Page 8 of 17
http://www.boundaryvalueproblems.com/content/2014/1/91

and

∥∥τ d∗∥∥
Lp(B∗) ≤ c

(‖a‖Kp
 (Ω) + ‖̃d‖


p
L∞
 (Ω)

)
, (.)

where c ∈R+ depends on n, ρ , r and c ∈R+ depends on n, ρ , p.
On the other hand, for any E∗ ∈ Σ(B∗) and t ∈ R+, we have |E∗| ≤ t if and only if |E|

τn ≤ t
where E = {x ∈ B|x = T–(z), z ∈ E∗}. Thus, we obtain

ωr[τd∗
i ,B

∗](t) ≤ sup
E∈Σ(B)
|E|

σn(xo)
≤t

∥∥τ – n
r di

∥∥
Lr (E), i = , . . . ,n,

ωp[τ d∗,B∗](t)≤ sup
E∈Σ(B)
|E|

σn(xo)
≤t

∥∥τ
– n

p d
∥∥
Lp(E).

(.)

Using again the equivalence between ρ and σ and (.), from (.) we also deduce

ωr[τd∗
i ,B

∗](t)≤ c
(
ω̃r
[ai](t) + ‖̃di‖


r
L∞
 (Ω) · t


r
)
, i = , . . . ,n, (.)

and

ωp[τ d∗,B∗](t) ≤ c
(
ω̃
p
[a](t) + ‖̃d‖


p
L∞
 (Ω) · t


p
)
, (.)

where c ∈R+ depends on ρ , r and c ∈R+ depends on ρ , p.
We are now able to prove the requested a priori bound.

Lemma. Suppose that the conditions (h) and (i) hold.Let v be a solution of the problem
(.). Then there exists co ∈R+ such that

sup
B

v≤ co · τ – n
p
∥∥h–∥∥Lp(B), (.)

where co depends on n, p, r, ρ , ν , ν, [p(aij)]BMO(Rn ,·), ‖ai‖Kr
 (Ω), ‖a‖Kp

 (Ω), ‖̃di‖L∞
 (Ω),

‖̃d‖L∞
 (Ω), ω̃r

[ai], ω̃
p
[a], and where p(aij) are the extensions of aij to R

n in L∞(Rn) ∩
VMO(Rn) for any i, j = , . . . ,n.

Proof Let v ∈ W ,p(B). Taking into account the definitions (.) and (.), it is easily seen
that

(̃Lv)∗ =
n∑

i,j=

a∗
ij(vxixj )

∗ +
n∑
i=

d∗
i (vxi )

∗ + d∗v∗

= τ–
n∑

i,j=

a∗
ijv

∗
zizj + τ–

n∑
i=

d∗
i v

∗
zi + d∗v∗,

and hence

τ (̃Lv)∗ = L̃∗v∗,

http://www.boundaryvalueproblems.com/content/2014/1/91
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where

L̃∗ =
n∑

i,j=

a∗
ij

∂

∂zi ∂zj
+ τ

n∑
i=

d∗
i

∂

∂zi
+ τ d∗.

Let us denote by p(aij) the extensions of aij to R
n such that

p(aij) ∈ L∞(
R

n) ∩VMO
(
R

n), i, j = , . . . ,n (.)

(for the existence of such functions see Theorem . in []). Since

p(aij)∗ ∈ L∞(
R

n) ∩VMO
(
R

n), p(aij)∗|B∗ = a∗
ij, i, j = , . . . ,n, (.)

we have

a∗
ij ∈ L∞(

B∗) ∩VMO
(
B∗), i, j = , . . . ,n. (.)

Moreover, from assumptions (h), (i), and (.), (.) it follows that

⎧⎪⎨⎪⎩
a∗
ij = a∗

ji, i, j = , . . . ,n,∑n
i,j= ξiξja∗

ij ≥ ν|ξ | a.e. in B∗,∀ξ ∈R
n,

τd∗
i ∈ Lr(B∗), i = , . . . ,n, τ d∗ ∈ Lp(B∗), d∗ ≤  a.e. in B∗,

(.)

where r and p are as in hypothesis (i).
Consider now the following problem:

{
L̃∗w = g, g ∈ Lp(B∗),
w ∈W ,p(B∗)∩ ◦

W ,p(B∗).
(.)

Putting together (.) and (.) with Theorem . of [] if n≥  or with Theorem . of
[] if n = , it follows that there exists a unique solution w of (.) satisfying the estimate

‖w‖W,p(B∗) ≤ K‖g‖Lp(B∗), (.)

where K ∈ R+ depends on n, p, ν , ν, [p(aij)∗]BMO(Rn ,·), ‖τ · d∗
i ‖Lr (B∗), ‖τ  · d∗‖Lp(B∗),

ωr[τd∗
i ,B∗], ωp[τ d∗,B∗].

Thus from (.) and classical Sobolev embedding theorems (see Lemma . in [])
we deduce that there exists K ∈R+, depending on the same parameters as K , such that

max
B̄∗

|w| ≤ K‖g‖Lp(B∗), (.)

and hence for each z ∈ B∗ there is a function G(z, ·) ∈ Lp′ (B∗) (/p + /p′ = ) such that

w(z) = –
ˆ
B∗
G(z, y) · g(y)dy. (.)
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The map G(z, ·) is the Green function for the operator L̃∗ in B∗ and it has the following
properties:

ˆ
B∗
G(z, y) · g̃(y)dy ≥ , ∀̃g ∈ Lp

(
B∗), g̃ ≥ , (.)∥∥G(z, ·)∥∥Lp′ (B∗) ≤ K. (.)

Setting g = L̃∗v∗ in (.), we find that the function w – v∗, belonging to W ,p(B∗), is a
solution of the following problem:

{
L̃∗(w – v∗) =  in B∗,
(w – v∗)|∂B∗ = –v∗

|∂B∗ ≥ .
(.)

Moreover, from (.), (.) and Lemma . of [] (see also Lemma . of [] for the case
n ≥ ) it follows that w – v∗ ≥  in B∗. Finally, applying (.) with g = L̃∗v∗ = τ (̃Lv)∗ and
using (.) and (.) we obtain

v∗(z) ≤ –
ˆ
B∗
G(z, y) · τ (̃Lv)∗(y)dy

≤ –τ 
ˆ
B∗
G(z, y) · h∗(y)dy ≤ –τ 

ˆ
B∗
G(z, y) · (h∗)–(y)dy

≤ τ ∥∥G(z, ·)∥∥Lp′ (B∗) ·
∥∥(
h∗)–∥∥

Lp(B∗) ≤ τ  ·K
∥∥(
h∗)–∥∥

Lp(B∗), ∀z ∈ B∗. (.)

From (.), converting back to the x-variables (z = T(x)), we easily deduce the estimate
(.). �

4 Main results
In this section we use the previous result to prove a bound for the solution of our main
problem.
Consider in Ω the differential operator L defined by

L =
n∑

i,j=

aij
∂

∂xi ∂xj
+

n∑
i=

ai
∂

∂xi
+ a,

and put

Lo =
n∑

i,j=

aij
∂

∂xi ∂xj
.

Suppose that the leading coefficients of operator L satisfy the assumption (h) while the
lower order coefficients verify the following condition:

(h)

⎧⎪⎨⎪⎩
ai ∈ K̃ r

 (Ω), i = , . . . ,n,
a ∈ K̃p

 (Ω),
∃ao ∈R+ : ess supΩ σ a = –ao,
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where r and p are as in hypothesis (i). Moreover, assume that the following condition on
ρ holds:

(h) lim
k→+∞

(
sup

Ω\Ωk

((
σ (x)

)
x + σ (x)

(
σ (x)

)
xx

))
= ,

where Ωk is defined in (.). For an example of function ρ whose regularizing function
σ satisfy (h) we can refer to [].
We introduce now a class of mappings needed in the sequel. Let us fix a function α ∈

C∞(Ω) ∩ C,(Ω̄) which is equivalent to dist(· , ∂Ω) (for more details on the existence of
such an α see, for instance, Theorem, Chapter IV in [] and Lemma .. in []). Hence,
for anym ∈N we define the functions

ψm : x ∈ Ω̄ → g
(
mα(x)

)(
 – g

( |x|
m

))
,

where g ∈ C∞(R̄+) verifies (.). It is easy to prove that each ψm belongs to C∞
 (Ω) and

 ≤ ψm ≤ , suppψm ⊆ Em, (ψm)|Ēm = ,

where

Em =
{
x ∈ Ω : |x| <m,α(x) >


m

}
.

Remark . From hypothesis (h) and Lemma . in [] it follows that for any m ∈ N

the functions (ψmaij)o (obtained as extensions of ψmaij to R
n with zero values out of Ω)

belong to VMO(Rn) and

[
(ψmaij)o

]
BMO(Rn ,t) ≤ [ψmaij]BMO(Ω ,t),

for t small enough.

Now we are able to prove our main result.

Theorem . Suppose that conditions (h), (h), (h) hold. Fixing s ∈R, let u be a solution
of the problem

⎧⎪⎪⎪⎨⎪⎪⎪⎩
u ∈W ,p

loc (Ω),
Lu≥ f , f ∈ Lploc(Ω),
lim supx→xo σ s(x)u(x)≤ , ∀xo ∈ ∂Ω ,
lim sup|x|→+∞ σ s(x)u(x)≤  if Ω is unbounded.

(.)

Then there exist an open ball B ⊂⊂ Ω and a constant c ∈R+ such that

sup
x∈Ω

σ s(x)u(x)≤ c
( 

B

∣∣σ s+f –
∣∣p dx) 

p
, (.)

where c depends on n, p, r, ρ , ν , ν, ao, η[ψmaij] (m ∈N), ‖ai‖Kr
 (Ω), ‖a‖Kp

 (Ω), ω̃
r
[ai], ω̃

p
[a].
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Proof Without loss of generality it can be assumed that supΩ σ s(x)u(x) > . For any k ∈N,
we put

wk(x) = ηs
k(x)u(x), x ∈ Ω . (.)

Thus, from the last two conditions of (.) and from (.), (.) and (.) it follows
that there exists yk ∈ Ω such that supΩ wk(x) = wk(yk). Moreover, taking into account
the classical Sobolev embedding theorem (see Theorem . in []), there exists Rk ∈
],dist(yk , ∂Ω)[ such that wk(x) >  for all x ∈ B(yk ,Rk).
Let λ,αk ,αo ∈ R+, with αo >  (which will be suitably chosen later), such that

αk = αoσ (yk), λ ≤ , λαk ≤min
{
Rk ,σ (yk)

}
. (.)

For simplicity of notation, for each k ∈N, we denote by Bk the open ball B(yk ,λαk).
Let us set

ϕk(x) =

⎧⎨⎩ + λ – |x–yk |
αk

, x ∈ Bk ,

, x ∈ Ω \ Bk .
(.)

It is easily seen that

≤ ϕk ≤  + λ ≤ . (.)

Moreover, for x ∈ Bk

(ϕk)xi ≤
λ
αk

, (ϕk)xi · (ϕk)xj ≤
λ

α
k
, i, j = , . . . ,n, (.)

(ϕk)xixj =  if i �= j, (ϕk)xixj = –

α
k

if i = j. (.)

Consider now the function vk defined by

vk(x) = ϕk(x)wk(x) –wk(yk), x ∈ Bk . (.)

Clearly

(vk)|∂Bk = (wk)|∂Bk –wk(yk) ≤ , vk(yk) = λwk(yk). (.)

The first step of the proof is to show that there exists ko ∈N such that, for any k ≥ ko, each
function vk is a solution of a problem of type (.), where the coefficients of associated
differential operator verify the assumptions of Lemma ..
For any k ∈N, it is easy to prove

Lowk – uLoηs
k – 

n∑
i,j=

aij
(
ηs
k
)
xj
uxi +

n∑
i=

ai
(
ηs
ku

)
xi

– u
n∑
i=

ai
(
ηs
k
)
xi
+ aηs

ku = ηs
kLu, x ∈ Ω . (.)
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Since

(
ηs
k
)
xj
uxi =

(
ηs
ku

)
xi

· (η
s
k)xj
ηs
k

–
(ηs

k)xi · (ηs
k)xj

(ηs
k)

· (ηs
ku

)
, i, j = , . . . ,n, (.)

and u is a solution of problem (.), from (.) we deduce

Lowk +
n∑
i=

bki (wk)xi + bkwk ≥ gk in Ω , (.)

where we have put

bki = ai – 
n∑
j=

aij
(ηs

k)xj
ηs
k

, i = , . . . ,n, (.)

bk = a + 
n∑

i,j=

aij
(ηs

k)xi (η
s
k)xj

(ηs
k)

–
n∑

i,j=

aij
(ηs

k)xixj
ηs
k

, (.)

gk = ηs
k f +wk

n∑
i=

ai
(ηs

k)xi
ηs
k

. (.)

We observe that using the hypotheses (h), (h), (h), the equivalence between ρ and σ ,
and (.)-(.), we easily get

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(aij · (ηsk )xj

ηsk
) ∈ L∞

 (Ω), i, j = , . . . ,n,

aij · (ηsk )xi (η
s
k )xj

(ηsk )
 ,aij · (ηsk )xixj

ηsk
∈ L∞

 (Ω), i, j = , . . . ,n,

gk ∈ Lploc(Ω).

(.)

Using now the estimate (.), it is easily seen that

Lo(ϕkwk) –wkLoϕk – 
n∑

i,j=

aij(ϕk)xj (wk)xi

+
n∑
i=

bki (ϕkwk)xi –
n∑
i=

bki (ϕk)xiwk + bkϕkwk

= ϕk

(
Lowk +

n∑
i=

bki (wk)xi + bkwk

)
≥ ϕkgk in Bk . (.)

This last inequality can be rewritten as

Lo(ϕkwk) +
n∑
i=

dk
i (ϕkwk)xi + dkϕkwk

≥ ϕkgk +
n∑
i=

bki (ϕk)xiwk in Bk , (.)
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where we have set

dk
i = bki – 

n∑
j=

aij
(ϕk)xj
ϕk

, i = , . . . ,n, (.)

dk = bk + 
n∑

i,j=

aij
(ϕk)xi (ϕk)xj

(ϕk)
–

n∑
i,j=

aij
(ϕk)xixj

ϕk
. (.)

Hence, putting together (.) with (.) we get

Lovk +
n∑
i=

dk
i (vk)xi + dkvk ≥ hk in Bk , (.)

where

hk = ϕkgk +wk

n∑
i=

bki (ϕk)xi – dkwk(yk). (.)

Observe that using the hypotheses (h), (h), and (.), (.)-(.), it is easy to prove that,
for any k ∈ N, the coefficients dk

i (for i = , . . . ,n) and dk satisfy the first two conditions of
assumption (i) and the function hk ∈ Lp(Bk). We show now that, for a suitable choice of
the constant αo, there exists ko ∈ N such that for any k ≥ ko the coefficients dk verify also
the last condition of (i). To this aim, we firstly observe that using again hypotheses (h),
(h), and (.), (.), from (.) we obtain

bk ≤ –
ao
σ  +

c
σ 

[
(ηk)x + ηk(ηk)xx

]
, a.e. in Ω , (.)

where c ∈R+ depends on νo, n and s.
Thus, from (.), (.)-(.) and hypothesis (h) it follows that there exists ko ∈ N such

that for any k ≥ ko we get

bk ≤ –
ao
σ  , a.e. in Ω . (.)

Now, for k ≥ ko, putting together (.) with (.) and using the assumption (h), the
properties (.)-(.) and (.), we obtain

dk ≤ –
ao
σ  +

νoλ

α
k

+
νo
α
k

≤
[
–

ao
 · γ  +

νo

α
o

]
σ –(yk), a.e. in Bk . (.)

Hence, fixing αo such that


α
o

≤ ao
νo · γ  (.)

from (.) it follows that for each k ≥ ko

dk ≤ –
ao

γ σ (x)
, a.e. in Bk . (.)
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Putting together (.) with (.) and observing that dk = bk in Ω \ Bk , we deduce that
dk ≤  a.e. in Ω . The above considerations together with (.), (.), (.), and (.)
show that for any k ≥ ko the problem⎧⎪⎨⎪⎩

vk ∈W ,p(Bk),
Lovk +

∑n
i= d

k
i (vk)xi + dkvk ≥ hk , hk ∈ Lp(Bk),

vk |∂Bk ≤ 
(.)

satisfy the assumptions of Lemma .. Therefore, there exists a constant c ∈ R+ depending
on n, p, r, ρ , ν , νo, [p(aij)]BMO(Rn ,·), ‖ai‖Kr

 (Ω), ‖a‖Kp
 (Ω), ω̃

r
[ai], ω̃

p
[a] such that

sup
Bk

vk ≤ c(λαk)–
n
p
∥∥(
hk

)–∥∥
Lp(Bk )

. (.)

By (.), the last bound with x = yk becomes

λwk(yk) ≤ c(λαk)–
n
p
∥∥(
hk

)–∥∥
Lp(Bk )

. (.)

Now, in order to obtain the estimate (.), we have to provide a lower bound for the func-
tion hk in terms of the data f . First of all, we observe that, using the definitions (.) and
(.), we can rewrite (.) as

hk = ϕkη
s
kf +wk

n∑
i=

ai
(
(ηs

k)xi
ηs
k

· ϕk + (ϕk)xi

)

– wk

n∑
i,j=

aij
(ηs

k)xj
ηs
k

· (ϕk)xi – dkwk(yk). (.)

On the other hand, by assumption (h), and by (.), (.), and (.) we easily obtain∣∣∣∣∣ ·
n∑

i,j=

aij
(ηs

k)xj
ηs
k

· (ϕk)xi

∣∣∣∣∣ ≤ c
σ (x)

· (ηk)x, (.)

where c ∈ R+ depends on νo, n, s, ρ , ao. Thus, using (.) and hypothesis (h) it follows
that there exists k ≥ ko, with k ∈N, such that for any k ≥ k∣∣∣∣∣ ·

n∑
i,j=

aij
(ηs

k)xj
ηs
k

· (ϕk)xi

∣∣∣∣∣ ≤ ao
γ σ (x)

. (.)

Putting together (.) and (.) with (.) we obtain

hk ≥ ϕkη
s
kf +wk

n∑
i=

ai
(
(ηs

k)xi
ηs
k

· ϕk + (ϕk)xi

)
. (.)

Taking into account (.), from (.) we get

wk(yk)≤ cλ– n
p α

– n
p

k
∥∥(

ηs
k f

)–∥∥
Lp(Bk )

+�k
 +�k

 , (.)
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where we have put

�k
 = cλ– n

p α
– n

p
k

∥∥∥∥∥wk

n∑
i=

ai(ϕk)xi

∥∥∥∥∥
Lp(Bk )

, (.)

and

�k
 = cλ– n

p α
– n

p
k

∥∥∥∥∥wk

n∑
i=

ai
(ηs

k)xi
ηs
k

· ϕk

∥∥∥∥∥
Lp(Bk )

. (.)

To end the proof, we give some upper bounds for the functions �k
 and �k

 (with k ≥ k).
First of all, observe that using (.) and Hölder’s inequality in (.) we obtain

�k
 ≤ cλ– n

r α
– n

r
k wk(yk)

∥∥∥∥∥
n∑
i=

ai

∥∥∥∥∥
Lr(Bk )

, (.)

where c ∈R+ depends on the same parameters as c. Using now (.), the equivalence on
ρ and σ , we get

�k
 ≤ cλ– n

r α
– n

r
o wk(yk)

∥∥∥∥∥
n∑
i=

ai

∥∥∥∥∥
Kr
 (Ω)

, (.)

where c ∈R+ depends on the same parameters as c. If we choose λ such that

λ– n
r ≤ 

cα–n/r
o ‖∑n

i= ai‖Kr
 (Ω)

(.)

from (.), for k ≥ k, we get

�k
 ≤ wk(yk)


. (.)

Arguing similarly we obtain, for each k ≥ k, the following bound on the function �k
 :

�k
 ≤ cλ– n

r α
– n

r
o wk(yk)

∥∥∥∥∥
n∑
i=

ai

∥∥∥∥∥
Kr
 (Ω)

sup
Ω\Ωk

(ηk)x, (.)

where c ∈ R+ depends on the same parameters as c and on s. Thus, using again (.)
and assumption (h), we see that there exists k ≥ k, with k ∈N, such that for k ≥ k we
get

�k
 ≤ wk(yk)


. (.)

Finally, chosen k = k, putting together (.) and (.) with (.) and using (.), (.),
and (.) it follows that

wk (yk ) ≤ c(λαk )
– n
p
∥∥σ +sf –

∥∥
Lp(Bk )

, (.)
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where c ∈R+ depends on the same parameters as c and on ao. Taking into account (.)
and using again (.) and (.), from (.) we get

sup
Ω

σ s(x)u(x)≤ c
( 

Bk

∣∣σ +sf –
∣∣p)/p

, (.)

where c ∈R+ depends on the same parameters as c and on ao.
Finally, if we choose

p(aij|Bk
) = (ψmoaij)o, (.)

where mo ∈ N is such that ψmo |Bk
= , the estimate (.) follows from (.), (.), and

Remark .. �
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