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Abstract

The main purpose of this paper is to establish the existence, uniqueness and positive
solution of a system of second-order boundary value problem with integral
conditions. Using Banach’s fixed point theorem and the Leray-Schauder nonlinear
alternative, we discuss the existence and unigueness solution of this problem, and we
apply Guo-Krasnoselskii's fixed point theorem in cone to study the existence of
positive solution. We also give some examples to illustrate our results.

Keywords: nonlinear system of second-order boundary value problem; integral
conditions; Banach's fixed point theorem; Leray-Schauder nonlinear alternative;
Guo-Krasnoselskii's fixed point theorem in cone

1 Introduction

The systems of second-order ordinary differential equations arise from many fields in
physics, biology and chemistry; for example, in the theory of nonlinear diffusion gener-
ated by nonlinear sources, in thermal ignition of gases, and in concentration in chemical
or biological problems (see [1-3] and the references therein). The main purpose of the
present paper is to investigate sufficient conditions for the existence, uniqueness and pos-

itive solution of the following problem:
u!(t) +ﬁ(t, w(t),..., u,,(t)) =0, O<t<l], (1.1)
with integral conditions

1
ul(o) - kl,iu;(o) = fo gi(& MI(S)’ oo un(s)) dS, (1 2)
1 .

ul(l) + kZ,iu;‘(l) = fo hi(s! ul(s)r e un(s)) dSr
where foralli € {1,...,n}, £ : [0,1] x R" > R, g;: [0,1] x R” > Rand /;:[0,1] x R” - R
are given functions satisfying some assumptions that will be specified later. k;; and k;
are nonnegative constants. The integral conditions have physical significations such as to-
tal mass, moment, etc. Sometimes it is better to impose integral conditions to get a more
accurate measure than a local condition (see [4]). Various types of boundary value prob-
lems involving integral condition have been studied by many authors using fixed point
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theorems on cones, fixed point index theory, the generalized quasilinearization method,
the Leray-Schauder nonlinear alternative and the Leggett-Williams fixed point theorem
[5-10]. In [5] Yang and Sun considered the boundary value problem of the following dif-

ferential equations:

—u"(t)=f(t,v(t) =0, 0<t<],
V") =g(t,u(t)) =0, 0<t<l, (1.3)
u(0) = u(1) =0, v(0)=v(1)=0

and by using the degree theory, the existence of a positive solution of (1.3) is established.
In [6], Ma considered the following system involving second-order ordinary differential

equations:

b(t)g(u(t),v(¢))=0, 0<t<l, (1.4)

where a(-) and b(-) are continuous functions on [0, 1]. By the use of a fixed point theorem
on cone, Ma established the existence of one positive solution of (1.4) in which f and g
satisfy appropriate growth and boundedness conditions. In [7, 8] Khan and Ahmed et al.

considered respectively the following second-order ordinary differentials equations:

u'(t) =f(t,u(t), O0<t<l,
u(0) - Kyt (0) = [ b (u(s)) dis, (15)
u() + ko' (1) = [ o (u(s)) dis,

and

u' @) +ou'(t)+f(Lu()=0, 0<t<l,
u(0) —kyt (0) = [ b (us)) ds, (1.6)
u(1) + kot (1) = [, ho(uls)) ds,

where o € R\{0}. The generalized method of quasilinearization is applied to obtain by
iteration a monotone sequence converging uniformly and rapidly to a solution of (1.5) and
(1.6). In [9] Benchohra studied the existence and uniqueness of a solution of the following

second-order boundary value problem:

u'(t)+f(tu() =0, O0<t<l],
u(0) = 0, 1.7)
u(l) = [, g(s)u(s)ds,

where g : [0,1] — R is an integrable function. Benchohra et al. used the Leray-Schauder
nonlinear alternative to investigate the existence of solutions of (1.7) under the conditions
f is L}-Carathéodory and |f(t,u)| < p(&)|ul* + g(t), « € [0,1], p,q € L}([0,1],R,). In [10]
Belarbi et al. used the Leggett-Williams fixed point theorem to study the multiple positive
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solutions for the nonlinear boundary value problem with integral boundary conditions:

u'(6) +f(u() =0, 0<t<l],
u(0) — k' (0) fo m(u ds, (1.8)
(1 + kzlzl 1) fO h2

For more knowledge about the boundary value problems, we refer the reader to [11-28].
Our aim is to use the Banach contraction principle and the Leray-Schauder nonlinear
alternative to prove the existence and uniqueness solutions of our problem. For this, we
formulate the boundary value problem as the fixed point problem. However, the Schauder
fixed point theorem cannot ensure the solutions to be positive. Since only positive solu-
tions are useful for many applications, motivated by the above works, the existence of pos-
itive solution is obtained by Guo-Krasnoselskii’s fixed point theorem. Our work is more
general than [5-7, 9, 10]; for example, (1.7) investigated in the case n =1, k1; = k3 =0
@ =0, (s, u(s) =g(s)u(s) and (1.3) inthe case n =2, kjy =ky1 =kia = kop =0, g1 =& =
hy = hy = 0. To the best of our knowledge, no one has studied the existence and positive-
ness of solutions for system (1.1)-(1.2).

This paper is organized as follows. In Section 2, we present some preliminaries that
will be used to prove our results. In Section 3, we discuss the existence and uniqueness
of a solution for problem (1.1)-(1.2) by using the Leray-Schauder nonlinear alternative and
Banach’s fixed point theorem. In Section 4, the study of the positivity of a solution is based
on Guo-Krasnoselskii’s fixed point theorem in cone. Finally, we shall give three examples
to illustrate our main results.

2 Preliminaries and lemmas

The Cartesian product of C([0,1];R) can be defined as E = (C([0,1];R))” equipped with
the norm

n
laell = > still s
i=1

where u = (13, ...,u,) € E. The space E is a Banach space. We define, for all x € R”,

n

Il = lasil.

i=1

For all f € L([0,1]),

1
il = fo 1F(s)] ds

and for all g € L2([0,1]),

1 3
||g||Lz=( /0 |g(s)|2ds) .

We define the set R” by R” = {(xy,...,%,) €e R%% e Ry, ..., %, e R}
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Definition 2.1
1. The function u = (i, ..., u,) is called a nonnegative solution of system (1.1)-(1.2) if
and only if u satisfies (1.1)-(1.2) and for all i € {1,...,n}, u;(¢) > 0 for t € [0, 1].
2. The function u = (4, ...,u,) is called a positive solution of system (1.1)-(1.2) if and
only if u satisfies (1.1)-(1.2) and for all i € {1,..., n}, u;(¢) > 0 for t €]0,1[.

Lemma 2.2 Leti€(l,...,n},f;, g and h; are continuous functions. Then u = (uy,...,u,) is
a solution of (1.1)-(1.2) if and only if forall i € {1,...,n},

u;(t) = Pi(t) + /01 Gi(t,s)f; (s, uy(8),..., u,,(s)) ds,

where
(1 -+ /(2 i) 1
P = — i\® e Uy
() btk /0 gi(s,u1(s),..., un(s)) ds
(If + /(1,‘) 1
0 i\S yeees Uy 1
Kot Ko+ 1/0 h; (s 11 (s) u (s)) ds (2.1)

is the unique solution of the problem

u/(t)=0, 0<t<l,
14(0) = k1,i14)(0) = [y gi(s, 11(5), .., tn(s)) s,
ui(1) + kou;(1) = fol hi(s, u1(S), ..., uy(s)) ds,

and

1 (ki + )1 -s+ky;) if0<t<s,

Gi(t,s) = ————
( S) kl,i+k2,i+1 (k1,5+S)(1—t+k2',') lfsftfl

(2.2)

is the Green functions of the corresponding homogeneous problem.

For details of the proof of this lemma, we refer the reader to [7, 8, 10]. Now, let T; be the
operator defined by

T, : E — C([O,l];R)
u Ti(u),

where for all £ € [0,1],

1
TG0 =P+ [ Gt i (9 10(9) s
0
and we denote by T  the operator defined by

T : E — E
U (Tl(u),...,Tn(u)).

We can write Lemma 2.2 in the following form: u = (u, ..., u,) is a solution of (1.1)-(1.2) if
and only if u is a fixed point of the operator T
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3 Existence and uniqueness results
Lemma 3.1 Forallic{l,...,n}, (t,s) €[0,1] x [0,1],

0= Gi(tx S) = Gl(s): (31)

where

Gi(s) = et BLL 7 200 7 2 7 TOREL . (3.2)

,,,,,,,,,,

Proof Letie{l,...,n}.If t <s, then
(ki + )1 —s+ ko) < (ki +8) A —s+ ko).
This implies that

1 1
A )-sa k) < —— (ki + ) (1= 5+ k).
k1,i+/<2,i+1(1'+ YA =5+ ko) k1,i+/<2,i+1(1'+s)( s+ k)

If s <t then -t < —sand
(kpi +8)(1 =t + ko) < (kp;+8) A —s+ ko).

This implies that

1 1
— (kv 1-t+ky) < —— (k1 1-s+kyy).
kl,i+k2,i+1( 1i +5)( +ka,;) kl,i+k2,i+1( 1i +8) 1 —s+ka)

We deduce that for all i € {1,...,n}, for all s € [0,1] and for all ¢ € [0,1], 0 < G,(t,5) <
—L—(ky; +5)(1 — s+ ky;). Since for all i € {1,...,n}, mingeq,. ) ki, < ki < maxieq,.. n ki,

kl,i+k2,i+1 """ — = EE e
and minjeq,. ko < ko < maXieq,.n koo We obtain for all (¢,s) € [0,1] x [0,1], i €
{1,...,n}, 0 < Gi(¢,s) < Gi(s), where G(s) is given by (3.2). O

Now, we prove the existence and uniqueness of solutions in the Banach space E. The

uniqueness result is based on Banach’s contraction principle [29].

Theorem 3.2 Let i,j € {1,...,n}, assume that the functions f;, g; and h; are continu-
ous and there exist nonnegative functions 6;j,¢;j,¥;; € L'([0,1],R,) such that for all x =
15 %0),y=1,-.,90) ER" and t € [0,1],

Lo it 1, %) =fit 31, yu)| < D000 0(0) 1 = s

2. gt %0, %) = G 71y < 20 01 ()l = s

3. it x1, ey x0) = hi(t g, )| < D00 i) = il

4 X Y Wl + KX Y0 el + X0 S G2 1612 < 1,
where

,,,,,,,,,,,,,,,,,,,,

Then problem (1.1)-(1.2) has a unique solution u in E.
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Proof We shall use Banach’s fixed point theorem. For this we need to verify that T is a
contraction function. For all i € {1,...,n}, u = (u1,...,u,),v=(v1,...,v,) € E, for each ¢ €
[0,1], we have

1
| Ti(u)(2) - Ti(w)(8)] < C/O |gi (s, u(s)) — gi(s, v(s))| ds
1
+ I(/ |hi(s, u(s)) = hi(s, v(s))| ds
0
1
+ /0 Gl(s)[fi(s, u(s)) —ﬁ(s, v(s)) | ds

n 1
C 3(8)|ui(s) = vis)| 4
< /21:/0 0i(8)|u;(s) — vy(s)| ds
" 1
Ky / Vi(5) |ui(s) — vi(s)| ds
j1 70
" 1
£y / G1(9)8;(s) |u;(s) — vy(s)| dis
j=1 70
n 1 n 1
C 1i(s)ds + K ij(s)d
S|: ;/0 @ij(s)ds + }Xﬂ:/(; Y, j(s)ds
n 1
G1(8)0;(s)ds ||lu—v].
+/21:/0 1(5)04(s) S} lloe = vl

Then by the Cauchy-Schwarz inequality, for all i € {1,...,n},

| Tiw) - T, < [CZ il + K Y Mgl + Y 1Gul 2 ||6,»,,||Lz}

j=1 j=1 j=1

X [lu—v]|

we deduce that

n

| Tw) -TW)]| <) [CZ il +K Y il + Y G2 ||9i,,«||Lz}
j=1 j=1 j=1

i=1

X |lu—=v|.

Since C Y7y Y0 gl + K X0 Yoy llijll + X Y G2 16:7]1,2 < 1, then T is a
contraction, hence it has a unique fixed point which is the unique solution of (1.1)—(1.2).
The proof is completed. d

We establish an existence result using the nonlinear alternative of Leray-Schauder type.

Lemma 3.3 (Leray-Schauder nonlinear alternative (see [29])) Let F be a Banach space
and Q be a bounded open subset of F, 0 € Q. Let T : Q — F be a completely continuous
operator. Then there exists x € 32, A > 1 such that T(x) = \x, or there exists a fixed point
x* e Q.
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From this theorem we have the following result.

Theorem 3.4 Let i € {1,...,n}, assume that the functions f; € C([0,1] x R",R) g; €
C([0,1] x R",R) and h; € C([0,1] x R",R) are continuous such that there exist contin-
uous and nonnegative functions q}{, ¢f, and ¢f’ e L'([0,1],R,), W{, 1//;g and I/Iih e CR,,R,)
nondecreasing on R, and r > 0 such that for all (xy,...,x,) € R", forall t € [0,1]

filt, 21, x0)| < B @Y (Ixll), (3.3)

@it %1, .o x0) | < 05 (OWF (I1x11), (3.4)

it %1, ..o %0)| < SE @Y (I1x10), (3.5)

1Gillz > Wl )] ¢]] 2 + €Y Wi 6] o + KD vl k] 2 <7 (3.6)
i=1 i=1 i=1

Then the boundary value problem (1.1)-(1.2) has at least one nontrivial solution u* € E.

Proof First let us prove that T is completely continuous.

(i) It is easy to see that for all i € {1,...,n}, T; are continuous since f;, g;, 4;, and G; are
continuous. T maps bounded sets into bounded sets in E; to establish this step, we use the
Arzela-Ascoli theorem [29]. Let B, = {u € E; ||u|| < n} be a bounded subset in E. We shall
prove that T(B,) is relatively compact.

For u € B, and using (3.3), (3.4), (3.5) and Lemma 3.1, we get for all i € {1,..., n}, for all
t€[0,1],

1 1
1.00)] < [ GO v (luo],)ds+C [ g (] ds
0 0
1
oK [ ot (o)) s (37)

Since wif, w;-g, and wih are nondecreasing, then (3.7) becomes for all i € {1,...,n}, for all
te[0,1],

1 1
10| < [ GO (lu)ds+C [ gHou (lul)ds
0 0
1
PK / (s (lul) ds
0
1 1
</ ) / G(s)¢,(s) ds + CY () f $£(5)ds
0 0

1
cKul) [ ol
0
Using the Cauchy-Schwarz inequality, we have for all i € {1,...,n}, for all £ € [0,1],

I Tiw)(@)] < v, G2 ¢ [ + CUE |65 1 + K| 2] 1.

Then, foralli e {1,...,n},

| T, = ¥/ G @ ] 2 + Cof 5] 2 + Kul )¢t ] -

Page 7 of 13
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Consequently,

| 7@ < 1Gl2 Y w2+ C Y wim|ef |+ K Y vk .-
i=1

i=1 i=1

We deduce that 7' maps bounded sets into bounded sets in E. It is easy to show that T
maps bounded sets into equicontinuous sets of E. By means of the Arzela-Ascoli theorem
[29], we deduce that T is completely continuous.

(ii) Now, we apply the Leray-Schauder nonlinear alternative to prove that T has at least
a nontrivial solution in E. We define Q = {u € E;||u|| < r}. Then, for u € dQ such that
u=AT(u),0<X<1,wehave

lul = 2| T@)| < | T@)| < 1Gill2 Y wl )] ¢]] 2+ Y wim)]6f]
i=1 i=1

3 OIRAC 2 e

i=1

Using (3.6) we deduce that

leell < 1Gull2 YW O]+ CY Wi |1+ K Y vl of] o <.
i=1 i=1 i=1

which is a contradiction to the fact that # € Q2. Lemma 3.3 allows us to conclude that T
has a fixed point u* € Q, and then problem (1.1)-(1.2) has a nontrivial solution z* € E. This
achieves the proof. O

4 Existence of a positive solution
In this section, we will give some preliminary considerations and some lemmas which are
essential to establish sufficient conditions for the existence of at least one positive solution
for our problem. We make the following additional assumption.
(H1) The functions f;: [0,1] x R? — R, g;:[0,1] x R? — R, and #; : [0,1] x R} — R,
are continuous.
(H2) Forallie{l,...,n}, there exist [o;, B;] C]0,1[ and m,; > 0 such that f;(¢, u) > m;;
forall t € [o;, Bi], u € RY.
(H3) Forallie{1,...,n}, there exist M;; > 0, M,; > 0 and M3; > 0 such that
fit,u) < My, hi(t, u) < My, and g;(t,u) < M, for all u € R.
Now, we need some properties of the Green functions G;(¢,s) fori € {1,...,n}.

Lemma4.1 Leta €]0,1[, b €]0,1][, then for all (t,s) € [a,b] x [a,b], foralli e {1,...,n}, we
have

Gi(t’ S) > L(&Z, b);
where

Lab)ys——rr———

,,,,,,,,,,
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The proof of Lemma 4.1 is similar to that of Lemma 3.1.

Definition 4.2 Let E be a Banach space. A nonempty closed convex C C E is called a cone
if it satisfies the following two conditions:

1. x€C, 1 >0implies Ax € C;

2. x€C,—xe Cimpliesx = 0.

Remark 4.3
C= {u: (u1,...,u,) € E,u;(t) >0,t €[0,1],i € {1,...,n}}
is a cone of E.

Theorem 4.4 (Guo-Krasnoselskii’s fixed point theorem in cone [30]) Let E be a Banach
space, and let K C E be a cone. Assume that Q2 and Q; are two bounded open subsets of E
with 0 € Q1 and Q1 C Q. Let A: KN (Q\Q)) — K bea completely continuous operator
such that:

1. JJA@)| < |lull, u e KN and ||A(m)| > ||u|l, u € KNI, or

2. NA@)|| = ull, u e KNy and ||Am)|| < |lull, u € K NIQ;,.
Then A has a fixed point in K N (Q\21).

We employ Guo-Krasnoselskii’s fixed point theorem in cone to prove the existence of a

positive solution of our problem, we have the following theorem.

Theorem 4.5 Assume that conditions (H1), (H2) and (H3) hold. Then equation (1.1)-(1.2)

has at least one positive solution.

Proof Remark 4.3 shows that C is a cone subset of E. Lemma 3.1 and (H1) show that T :
C — C.Inaddition, a standard argument involving the Arzela-Ascoli theorem implies that
T is a completely continuous operator.

Leti e {l,...,n}. From (H1) and (H2) there exist [«;, 8;] C]0,1[ such thatforalls € [a;, 8;],
fi(s,u) = my; for all u € RY. Then, for all ¢ € [0,1], Ti(u)(£) > (B; — a;)my,;L(ct;, B;). Now, we
choose a positive constant R; such that R; < Z:’zl(ﬁi — a;)my;L(a;, B;) and define 2 =
{u € E: |lu|| < R1}. For any u € CN 9£2;, from the condition || Ti(u)|loc > Ti(u)(t) > (B —
ag)myL(a;, B;) we get | T(w)ll = Y7 (Bi — ai)myiL(e, B;) = Ry = ||ull. Thus, for any u €
CN a2, we find that

| T@)| = llull. (4.1)
Let Ry = max{} ", My, fol Gy(s)ds + KM,; + CM3,;,2R,} and we define Q, = {u € E: ||ul| <
R,}. Clearly, Q) C € and for any u € C N 32, we obtain || T;(u)|co < My, fol Gi(s)ds +
I(szi + CMg,l', then ||T(L£)|| < Z:‘il Ml,i fol GI(S) ds + 1<M2‘l‘ + CM3,Z‘ < R2 = ||bt|| Thus, for

any u € CN 9%y, it implies that

| T@)]|| < llull. (4.2)
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Based on Theorem 4.4, we get from (4.1) and (4.2) that the operator T has at least one
fixed point. Thus, it follows that (1.1)-(1.2) has at least one nonnegative solution and from
(H1) and (H2), (1.1)-(1.2) has at least one positive solution. a

Finally, we give some examples to illustrate the results obtained in this paper.

Example 4.6 Consider the following system of boundary value problem:

uf (&) + fi(t, m (£), ua(8), us(t)) =0, O0<t<1,ie{l,2,3},
u;(0) — ki u; 0) fo gils, u1(S) uy(s), u3(s)) ds,
ui(1) + ko (1 fo (s, u1(s), ua(s), us(s)) ds,

with

(t+i)4x N (t+i+1)
1

1
filt, 1,0, %3) = %9 + —— cos(w3),

240 240 120:
¢ (t+1)*
gi(t’xl,nyxB) = m?ﬁ + sz + m cos(x3),
hi(t,xl,xz,xg) = ( L l)lxl + (t * I)BX2 + L963,
240 240 960
kl,l = 6,2%’ klyz = 8,8%’ klyg = 1’2%, k2,1 = 2,1%, k2,2 2300 and k23 = m \X/e have

(6, 20, %2, %3) = fi(t, 31,92, 93) | < 050 (Ol = y1| + 032 () 2 — 3| + 0:3(8) | — y31,
|gi(t, %1, %2, %3) = fi(t, 71, ¥2,¥3) | < @ia (Ot = 1] + @i2(8) %2 — | + @i3(8) %3 = y3l,

|hi(t, %0, %2, %3) = fi(6, 91,52, ¥3) | < Win(O1x1 = 31 + Vi ()12 = y2| + Viz(0) a3 = y31,

: 3 i
where 6;;(¢) tzzl()) s Oin(t) = “EZ&) 2 0i3(8) = o @i () = 555, @ia(0) = t;io » @i(t) =

_ 1
- 240’
Yin(0) = S o (1) = G2 () = 5k, € =1.99963 and K = 0.999586.

3 3 3 3 3 3
CY Y Wil + K YD il + Y Gl 211612 = 0.959871 < 1.

i=1 j=1 i=1 j=1 i=1 j=1

Then from Theorem 3.2 we conclude that the system of boundary value problem has a
unique solution u* € E.

Example 4.7 Consider the following system of boundary value problem:

u!(t) + fi(t,m (t), ua(t), us3(t)) =0, O0<t<lie{l,23},
i (0) — k1t (0) = [ gils, ua(s), us(s), u3(s)) dis,
ui(1) + ko, (1) = [ hils, u(s), ua(s), u3(s)) s,

with

ﬁ(txxl:x2yx3)2< ! ) - L

2+ 282 ) i+ ellll+lxl+lx))’
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(1 1
gi(t)xl,xZ)xf’)) = 2 +2€it (1+ei(|x1|+|x2\+\x3|))4’

1 1
h;(t, %1, %9,%3) = - ,
b0, 25) <1+2t)1+z(|x1|+|x2|+|x3|)

kyy = 132, 651’ kiz = 140, 608’ ky =
0.954547. In this case we have

k21 k22 k23

1 1
148877’ § 21—9, : Z%, § 21, C—19593231’1d1<—

[filt, 21, 22,%3)| < [ (OW] (121 + 2l + I3 1),

where

A=y W=

]
1+ i+er

|gi(t, 1,52, x3)| < GF (VWS (1] + |x2] + |xs]),

where

gy 1 gy 1
¢i(t)_1+ei:’ I/’i(’")—(1+eir)4’

| Bt 31, %0, 23) | < @LOYL (11| + 12| + |x31),

where

hepy_ L Wy _ L
¢i(t)_l+t’ wi(r)—l

+ir

For r = 4, we find
3 3 3
1Gll2 Yl @) + C O Wi 6§, + K Y wltr)] o], = 0838 <4.
i=1 i=1 i=1

Then from Theorem 3.4 we conclude that the system of boundary value problem has at

least one solution u* € E.

Example 4.8 Consider the following system of boundary value problem:

(t)+2+2 e e (@6 _ o 0<t<l,
W(0)+5 + e 0007 Z0, 0<rcl,

1 sin(s(lug (s)]+]u2(5)])
(0 =kt = o vl 45
(ur(9)|+ |y (s) e I lua (s
u (1) + ko uy (1) = fo IJ(‘HT()|+|MZ(S))+1 ds,

1 cos(s(|u1(s)|+|u2(s)])
u2(0) — ki 2u5(0) = [y 7|u © |1+|MZ(32T) = ds,

1 p=s(lug (9)|+uy(s)))
u2(1) + kz,zuz(l fO m dS,
where k;; > 0 for all i,j € {1,2}. Let
1
ﬁ(t’xbe) =2+ —ei(x%+x%)+mx

24/1 + t*
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1 2,.2
2(t,9€1,7€2) = 5 + 76_(’61 +x2)’
% YD
(b, 5) = sin(¢(|x1| + |x2]))
1I\HALAR2) = 7 N9 4
(Jer| + [x2)? + 1

Bl + [ep|)e il

and

hl(t;xl)xz) =
V(@ + [x2)? +1
(61 ) = cos(e(|a1| + [x2]))
O (Y PP
e~ t(x1l+lx2])
hZ(trxbe) =

(Ix1] + [a2)2 +1°

We can easily show that conditions (H1), (H2) and (H3) are satisfied. Hence, by Theo-
rem 4.5 this problem has at least one positive solution.
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