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Abstract

The matrix Sturm-Liouville operator with an integrable potential on the half-line is
considered. The inverse spectral problem is studied, which consists in recovering of
this operator by the Weyl matrix. The author provides necessary and sufficient
conditions for a meromorphic matrix function being a Weyl matrix of the
non-self-adjoint matrix Sturm-Liouville operator. We also investigate the self-adjoint
case and obtain the characterization of the spectral data as a corollary of our general
result.
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1 Introduction and main results
Inverse spectral problems consist in recovering differential operators from their spectral
characteristics. Such problems arise in many areas of science and engineering, i.e., quan-
tum mechanics, geophysics, astrophysics, electronics. The most complete results were
obtained in the theory of inverse spectral problems for scalar Sturm-Liouville operators
—y" +q(x)y (see monographs [1-4] and the references therein). The greatest progress in the
study of Sturm-Liouville operators on the half-line has been achieved by Marchenko [1].
He studied the inverse problem for the non-self-adjoint locally integrable potential by the
generalized spectral function by using the method of transformation operator. We also
mention that Marchenko solved the inverse scattering problem on the half-line. Later
Yurko showed that the inverse problem by the generalized spectral function is equiva-
lent to the problem by the generalized Weyl function [4]. These problems are closely re-
lated to the inverse problem for the wave equation u; = uy, — g(x)u. When the potential
is integrable on the half-line, the generalized Weyl function turns into the ordinary Weyl
function. Yurko has studied inverse problems for the Sturm-Liouville operator with the
potential from L(0, o) by the Weyl function and, in the self-adjoint case, by the spectral
data. He has developed a constructive algorithm for the solution of these problems and
obtained necessary and sufficient conditions for the corresponding spectral characteris-
tics. The details are presented in [4]. In this paper, we generalize his results to the matrix
case.

The research on the inverse matrix Sturm-Liouville problems started in connection with
their applications in quantum mechanics [5]. Matrix Sturm-Liouville equations can be
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also used to describe propagation of seismic [6] and electromagnetic waves [7]. Another
important application is the integration of matrix nonlinear evolution equations such as
matrix KdV and Boomeron equations [8]. The theory of matrix Sturm-Liouville prob-
lems has been actively developed during the last twenty years. Trace formulas, eigenvalue
asymptotics and some other aspects of direct problems were studied in the papers [9-13].
The works [14—18] contain results of the most resent investigations of inverse problems
for matrix Sturm-Liouville operators on a finite interval.

For the matrix Sturm-Liouville operator on the half-line, Agranovich and Marchenko
[5] have made an extensive research on the inverse scattering problem, using the trans-
formation operator method [1, 2]. Freiling and Yurko [19] have started the investigation
of the inverse spectral problem for the non-self-adjoint matrix Sturm-Liouville operator.
They have proved the uniqueness theorem and provided a constructive algorithm for the
solution of the inverse problem by the so-called Weyl matrix (the generalization of the
scalar Weyl function [1, 4]). Their approach is based on the method of spectral mappings
(see [4, 20]), whose main ingredient is the contour integration in the complex plane of
the spectral parameter 1. We mention that a related inverse problem for the matrix wave
equation was investigated in [21].

In this paper, we study the inverse problem for the matrix Sturm-Liouville operator on
the half-line by the Weyl matrix. We present the necessary and sufficient conditions for the
solvability of the inverse problem in the general non-self-adjoint situation. As a particular
case, we consider the self-adjoint problem, and get the necessary and sufficient conditions
on the spectral data of the self-adjoint operator. Our method is based on the approach
of [19].

We proceed to the formulation of the problem. Consider the boundary value problem
L = L(Q(x), 1) for the matrix Sturm-Liouville equation

LY :=-Y"+Qx)Y =AY, x>0, @)

U(Y):=Y'(0) - hY(0)=0. (2)

Here, Y(x) = [yx(x)];_i;; is a column vector, X is the spectral parameter, Q(x) = [Qj(x)] ;‘}(zl
is an m x m matrix function with entries from L(0,c0), and / = [h,»k]j’]”k:l, where /i are
complex numbers.

Let A = p%, p = 0 + i1, and let for definiteness T := Imp > 0. Denote by ®(x,A) =
[P (v, A)]j’f}(zl the matrix solution of equation (1), satisfying boundary conditions U(®) =
I, (1,,, is the m x m unit matrix), ®(x, A) = O(exp(ipx)),x = 00, p € L:={p: Imp >0,p #
0}. Denote M(1) = ®(0,1). We call the matrix functions ®(x,1) and M(1) the Wey! so-
lution and the Weyl matrix of L, respectively. Further we show that the singularities of
®(x,A) and M (L) coincide with the spectrum of the problem L. The Weyl functions and
their generalizations often appear in applications and in pure mathematical problems for
various classes of differential operators. In this paper, we use the Weyl matrix as the main
spectral characteristic and study the following problem.

Inverse problem 1 Given the Weyl matrix M(A), construct the potential Q and the coef-
ficient A.

The paper is organized as follows. In Section 2, we present the most important proper-
ties of the Weyl matrix and briefly describe the solution of Inverse problem 1 given in [19].
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By the method of spectral mappings, the nonlinear inverse problem is transformed to the
linear equation in a Banach space of continuous matrix functions. In Section 3, we use this
solution to obtain our main result, necessary and sufficient conditions for the solvability
of Inverse problem 1. In the general non-self-adjoint situation, one has to require the solv-
ability of the main equation in the necessary and sufficient conditions. Of course, it not
always easy to check this requirement, but one cannot avoid it even for the scalar Sturm-
Liouville operator (examples are provided in [4]). Therefore we are particularly interested
in the special cases, when the solvability of the main equation can be easily checked. First
of all, there is the self-adjoint case, studied in Sections 4 and 5. We introduce the spectral
data and get their characterization. We also consider finite perturbations of the spectrum
in Section 6. In this case, the main equation turns into a linear algebraic system, and one
can easily verify its solvability.

2 Preliminaries
In this section, we provide the properties of the Weyl matrix and the algorithm for the
solution of Inverse problem 1 by the method of spectral mappings. We give the results
without proofs, one can read [5, 19] for more details.

Start with the introduction of the notation. We consider the space of complex column
m-vectors C” with the norm

1Yl = max |yl, Y = [yl

15j<

the space of complex m x m matrices C"*" with the corresponding induced norm
m
IAI = max Y lawl, A= [ay] s
SEm

The symbols 7, and 0,, are used for the unit m x m matrix and the zero m x m matrix,
respectively. The symbol § denotes the conjugate transpose.

We use the notation A(Z; C"*™) for a class of the matrix functions F(x) = [fx(%)];-17z
with entries f; (x) belonging to the class A(Z) of scalar functions. The symbol Z stands for
an interval or a segment. For example, the potential Q belongs to the class L((0, oo); C"™*™).

Denote by IT the A-plane with a cut A > 0, and IT; = IT\{0}; note that here IT and IT;
must be considered as subsets of the Riemann surface of the square root function. Then,
under the map p — p? = A, I1; corresponds to the domain Q = {p: Imp >0, p #0}.

Let us introduce the matrix Jost solution e(x, p). Equation (1) has a unique matrix solution
e(x, p) = [ex(x, p)]j”’}(zl, p € Q, x> 0, satisfying the integral equation

e(x, p) = exp(ipx)L,y — % f (exp(ip(x — 1)) —exp(ip(t — x))) Q(t)e(t, p) dt. 3)

The matrix function e(x, p) has the following properties:

(i) Forx — 00, v =0,1, and each fixed § > 0,

eV (x, p) = (ip)" exp(ip®) (I + o(1)), (4)

uniformly in Q5 := {Imp > 0, |p| > §}.
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(i) Forp — 00,0 €R,v=0,1,

eV (x, p) = (ip)" expl(ipx) (1 + %;C) + o(p’l)), w(x) := 1 /“X’ Q) dt, (5)

T2
uniformly for x > 0.
(i3) For each fixed x > 0 and v = 0,1, the matrix functions e (x, p) are analytic for Im p > 0
and continuous for p € Q.
(i) For p € R\{0} the columns of the matrix functions e(x, p) and e(x, —p) form a funda-

mental system of solutions for equation (1).

The construction of the Jost solution in the matrix case was given in the Appendix of
[22] for an even more general situation of the matrix pencil. In principle, the proof is not
significantly different from the similar proof in the scalar case (see [4, Section 2]).

Along with L we consider the problem L* = L*(Q(x), k) in the form

0Z:=-7"+7ZQ(x)=rZ, x>0, (6)

U*(2):=Z'0) - Z(0)h =0, (7)

where Z is a row vector. Denote (Z,Y) := Z'Y - ZY'. If Y (x, 1) and Z(x, 1) satisfy equations
(1) and (6), respectively, then

d
a(Z(x,k), Y(x,1)) =0, (8)

so the expression (Z(x, 1), Y(x, 1)) does not depend on x.
One can easily construct the Jost solution e*(x, p) of equation (6) satisfying the integral

equation

€*(x, p) = exp(ipx) Ly — ﬁ / (exp(ip(x — 1)) —exp(ip(t — x)))e* (£, P)Q(B)dt  (9)

and the same properties (i;)-(i4) as e(x, p).
If p € R\{0}, then

(e*(x, —p), e(x, ,0)) = -2ipl,,. (10)

Indeed, by virtue of (8), the expression (e*(x,—p), e(x, p)) does not depend on x. So one
can take a limit as x — 0o and use asymptotics (4) in order to derive (10).

Denote u(p) := U(e(x, p)) = €'(0, p) — he(0, p), A(p) = detu(p). By property (i3) of the Jost
solution, the functions #(p) and A(p) are analytic for Im p > 0 and continuous for p € .

Introduce the sets

A={r=p* peQ,Alp)=0},
A ={r=p’: Imp>0,A(p) =0},

A = {)L:,oZ: Imp=0,p #O,A(P):0}~
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It is known (see [19]) that the spectrum of the boundary value problem L consists of the
positive half-line {A: A > 0} and the discrete bounded set A = A’ U A”. The set of all
nonzero eigenvalues coincides with the at most countable set A’. The points of A” are
called spectral singularities of L.

One can easily show that the Weyl solution and the Weyl matrix admit the following

representations:
O (x, ) = e(x, p) (u(p)) ", (11)
M) = e(0, p) ()™ (12)

Clearly, singularities of the Weyl matrix M() coincide with the zeros of A(p).

Lemma 1 ([19, 22]) The Weyl matrix is analytic in I1 outside the countable bounded set
of poles A, and continuous in Ty outside the bounded set A. For |p| — 00, p € ,

M) l(lm o, k)

o0
= +— 4+ —), k(p) = —i/ Q)e* Pt dt + O(p’z). (13)
ip o p 0

Let p(x, 1) = [ (x, )»)]j’]‘}(zl and S(x, 1) = [Sj(x, 1) ﬁ(:l be the matrix solutions of equation
(1) under the initial conditions ¢(0,A) = I,,,, ¢’(0,A) = i1, S(0, A) = 0,,, S'(0, 1) = I,,. For each
fixed x > 0, these matrix functions are entire in A-plane. Further we also need the following
relation:

D(x, 1) = Sx, 1) + o(x, A)M(A). (14)

Symmetrically, one can introduce the matrix solutions ®*(x, 1), $*(x, 1) and ¢*(x, 1) of
equation (6) and the Weyl matrix M*(A) := ®*(0, 1) of the problem L*. Then

D (x,A) = S*(x, 1) + M* (L™ (x, 1). (15)

By virtue of (8), the expression (®*(x, 1), ®(x,1)) does not depend on x. Since by the
boundary conditions

(@*(x, 1), @(x, 1)), = U*(@*)D(0, 1) — ©*(0, )U(P) = M(1) - M*(2),

xllrrolo(cb*(x,)»), ®(x,1))=0,, Imp>0,
we have M(L) = M*()).

Now we proceed to the constructive solution of Inverse problem 1. Let the Weyl ma-
trix M(A) of the boundary value problem L = L(Q, &) be given. Choose an arbitrary model
problem L = L(Q, ) in the same form as L, but with other coefficients. We agree that if a
certain symbol y denotes an object related to L, then the corresponding symbol y with
tilde denotes the analogous object related to L. We consider also the problem L* = L*(Q, /1).

Denote

1
M*(1) = lim  MOEiz), V)= ﬁ(M-(A) -M*(}), A>0.

z
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Figure 1 Contour y.

.
NI

Suppose that the following condition is fulfilled:

<

o0
A 2 A

f |V || “dp <o, V=V - (16)

p*
for some p* > 0. For example, if Q € L,((0, 00); C"*™), then k(p) in (13) is L,-function.
Therefore one can take any problem L with a potential from L((0, co); C"*™) N Ly((0, 00);
C™*m) and h = h in order to satisfy (16).

Introduce auxiliary functions

(70 ), 50 0)
A= N
M) = M() = M(p), 7 A, 1) = M()D(, A, ).

Dl ) = /0 (66 dr,

17)

Let ¥’ be a bounded closed contour in A-plane encircling the set of singularities A U A U
{0}, let " be the two-sided cut along the ray {A: A >0,A ¢ inty'},andlety =y’ Uy” be a
contour with the counter-clockwise circuit (see Figure 1). By contour integration over the
contour y, Freiling and Yurko [19] have obtained the following result.

Theorem 1 For each fixed x > 0, the following relation holds:

P 2) = gl ) + 5 / 0, 1), 2o 1) 18)
Tl y

which is called the main equation of Inverse problem 1. This equation is uniquely solvable
(with respect to ¢(x, 1)) in the Banach space B of continuous bounded on y matrix functions
z(A) = [ij(l)]ﬁzl with the norm ||z||g = SUp; ¢, MAX;; i |Zjx (A)].

Corollary 1 The analogous relation is valid for ®(x, A):

("0 ), D)

, AE€Jy, 19
PRy I Ty (19)

- 1 N
b02) =001+ 5 [ ot it

where J, :={\: L ¢ y Uinty'}.

Proof Following the proof of Theorem 4.1, from [19] we define a block-matrix of spectral
mappings P(x, L) = [P (%, 1)]jx-1,2 by the relation

|:¢(x,k) é(x,)»)j| |:(p(x,k) dD(x,A):|
Plx,A) | © - = .
@' (x, 1) D'(x, 1) @' (x,A) D(x, 1)
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In particular,
(%, ) = Py, A)D(x, 1) + Pra(, 1) D' (x, 1).

Substituting formulas (4.4) from [19],

Puy(x, 1)
A=

1
P, 1) = il + — du, rejy,
2mi v

where 8 is the Kronecker delta, we get

D(x, 1) = D(x, 1) +

L / Pll(x) M)q>(x’)‘-) +P12(x, /'L)Cb (x;)‘-) d//L, A E]y. (20)
14

2mi A=W

Note that the matrix functions ®(x, 1) and ®(x, 1) do not have singularities in J, .

By virtue of relations (3.12) from [19] we have

Pry(x, 1) = 9, 1) B* (%, 12) — D, ) (x, ),

Py (x’ /L) = (D(x! M)QZ*(JC, ) — (/)(x! /’L)&)*(xr /’L)

Substitute these relations into (20) and group the terms as follows:

D) = bl 1)+ 5 /y (0l 1) (B (3, 1) B3, 1) - B (3, 1) B (3, 1)

~ 7 ~ - d
- D, 1) (¢ (6, 1) P, 1) — G (3, M)CD/(x,/\)))ﬁ

L/ w(x,u)(é*(x,u),ds(x,)»))—@(x,u)(gb*(x,u),é(x,k)) dM
Y

= d(x, A
(x,2) + PR

If one expands ®(x, 1) and d*(x, 1), using (14) and (15), the terms with S(x, ) and S*(x, )

will be analytic inside the contour and vanish by the Cauchy theorem. Therefore we get

D(x, 1) = D(x, 1) + 1

2mi
y / (%, ()M () (G* (x, 1), P, 1)) — @, )M () (§* (%, 1), Dlx, 1) "
v A—p '
Since M*(u) = M(p), we arrive at (19). O

Solving the main equation (18), one gets the matrix function ¢(x, 1) and can follow the
algorithm from [19] to recover the original problem L. But further we need an alternative
way to construct the potential Q and the coefficient /.

Let

o) = 5o [ Wl RGO G )it ) = =264, 1)
Y
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Then, similarly to [4, Section 2.2], one can obtain the relations
Q) = Q@) + &),  h=h-g(0). (22)

Using formulas (21), (22), one can construct Q and / by the solution of the main equation

(18) and solve Inverse problem 1.

3 Necessary and sufficient conditions
In this section, we give the necessary and sufficient conditions in a very general form, with
requirement of the solvability of the main equation.

Denote by W the class of the matrix functions M(A), satisfying the conditions of

Lemma 1, namely

(iy) M(A) is analytic in IT outside the countable bounded set of poles A’, and continuous
in IT; outside the bounded set A;
(iz) M()) enjoys the asymptotic representation

ML) = i<1m+ ﬁ +o(,0_1)), [p| = 00, p € Q. (23)
ip ip
Theorem 2 For the matrix function M(A) € W to be the Weyl matrix of some boundary
value problem L of the form (1), (2), it is necessary and sufficient to satisfy the following
conditions.
1. There exists a model problem L such that (16) holds.

2. For each fixed x > 0, the main equation (18) is uniquely solvable.
3. e(x) € L((0, 00); C™ ™), where e(x) was defined in (21).

Similarly one can study the classes of potentials Q with higher degree of smoothness,
then the potential of the model problem Q and ¢ should belong to the same classes.

Proof By necessity, conditions 1 and 3 are obvious, while condition 2 is contained in The-
orem 1. So it remains to prove that the potential Q and the coefficient /4, constructed by
formulas (22), form a problem L with the Weyl matrix, coinciding with the given M(A).

Step 1. Let M € W, the model problem L satisfy condition 1, ¢(x, 1) be the solution of
the main equation (18), and Q, / be constructed via (22). Let us prove that

Lo(x, A) = Ap(x, A), (24)

where the differential expression £ was defined in (1).
Differentiating (18) and using (17), we get

5 1 -
(1) = Lol ) + - f 0, 1) (e, 2o ) e
Tl y

o [ 0 I o )3 2) A
Tl y

+ @, M) (F* (%, )G, 1)) ) dpe.
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Since by (22)

Q) = Q(x) — 2¢((x)
1

= Q) - o— / (20 (6, 1MW) G* (x5, 12) + 20 (%, WM ()@ (v, 1)) dpt,
Tl y

we obtain

_ 1 ~
00 0) = tplx, 1) + / £, 1P, o 1) it
Tl y

1 N - -
+omp [ 0BG ), 05 0)
wiJ,
Taking (17) and the relation {¢ = ¢ into account, we conclude that

1
Ap(x,A) = Lp(x, A) + — /
27

5 1 -
o s o )+ / (h = 1), )7 (e, 2o 1) .
% T Jy

Substituting (18) into this relation, we arrive at the equation

1 -
w5 / 0 P A i) djt = Oy 1€ 7, (25)
Tl y

with respect to n(x, 1) = £o(x, A) — Ap(x, 1).

Suppose f;f oIV dr < oo (in the general case, under assumption (16), we have
f/\o*o V(M) dA < 00, A* = (p*)2). Then, using the same arguments as in the scalar case [4],
one can show that the matrix function n(x, A) belongs to the Banach space B for each fixed
x> 0. Consider the operator R(x): B— B acting in the following way:

LR = 5 / )i oo ) .

14

Here and below in similar situations, we write an operator to the right of an operand, be-
cause the action of the operator involves noncommutative matrix multiplication in such
order. For each fixed x > 0, the operator I~€(x) is compact, therefore it follows from the
unique solvability of the main equation (18) that the corresponding homogeneous equa-
tion (25) is also uniquely solvable. Hence 7(x, 1) = 0, and (24) is proved.

Step 2. In the general case, when (16) holds, the proof of equality (24) is more com-
plicated, so we only outline the main ideas. Introduce contours yx = ¥ N {|A| < N2} and
consider operators

Ry(x): B— B, Z(MRy (%) = i / zZ(w)7(x, A, ) dpu.
W

The sequence {Ry(x)} converges to R(x) in the operator norm. In view of the unique solv-
ability of the main equation, the operator (/ + R(x)) is invertible for each fixed x > 0. So, for
sufficiently large values of N, the operators (I + Ry (x)) are also invertible, and the equations

- 1 -
P 2) = on () + / on 6, )7, 2 1)
Tl YN
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have unique solutions ¢y (x, 1). Since f;\f ol V(M) di < 0o, one can repeat the arguments of
Step 1 for the matrix functions ¢y (x, A), and prove the relations —¢3,(x, ) + Qn(x)pn (%, A) =
Apn(x, ) with matrix potentials Qu(x) = Q(x) + en(x), where

en(x) = —2(% / on G, )M G (x, 1) du) .
Tl N

The sequence {¢n(x, 1)} converges to ¢(x, A) uniformly with respect to x and A on compact
sets, and the sequence {Qy(x)} converges to Q(x) in L-norm on every bounded interval.
These facts yield (24).

Analogously one can prove the relation £®(x, 1) = A®(x, 1) for the matrix function
®(x, A) constructed via (19).

Step 3. Substituting x = 0 into the main equation (18), we get (0, 1) = I,,,. Differentiate
the main equation

~/ ! 1 / ~
@'(x,A) =@ (x, 1) + Y f @ (%, W)r(x, A, 1) din
wiJ,

1 N

t oo (e, WM(p)@* (%, )@ (x, A) dp.
Tl y

Taking (17), (21) and (22) into account, we obtain
2mi

¢%ax>=a«xm——iifwmduﬁﬂum#mJUdu=é—edm=h.
Y

Similarly, using (19), one can check that U(®) = I,,,.
The following standard estimates are valid for v = 0, 1:

[ 6], o] < Clor, n=6%ey,

’

[ Y6, 1) < Clol" " exp(-zlx), & ¢ AU{0).

In view of (23), M(p) = O(u™), || = o0, w € II. Taking A ¢ inty and substituting these
estimates into (19), we derive

*® d
| @(x, ) exp(~ipx) | < C(l +f 7“) <G
e MIA =
Thus, we have ®(x, 1) = O(exp(ipx)), so P(x, A), constructed via (19), is the Weyl solution
of the problem L(Q, /).
It follows from (19) that

_ 1 [ M®)

Using the Cauchy integral formula, it is easy to show that
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Consequently, ®(0,1) = M(A), i.e., the given matrix M(A) is the Weyl matrix of the con-
structed boundary value problem L(Q, /). d

4 Self-adjoint case: properties of the spectral data

In this section, we assume that the boundary value problem L is self-adjoint: Q(x) = Q' (x)
a.e. on (0,00), & = h'. We show that its spectrum has the following Properties (i;)-(ig).
Similar facts for the Dirichlet boundary condition were proved in [5].

Property (i;) The problem L does not have spectral singularities: A" = @.
Proof We have to prove that detu(p) # 0 for p € R\{0}. In view of (3) and (9),
. 1 o
e'(x, p) = exp(~ipx)L, + % f (exp(=ip(x —t)) —exp(ip(x - £)))e' (¢, p)Q(t) dt
x
=e" (x’ —,0)

for p € R\{0}, therefore u'(p) = u*(—p) for such p. Suppose that there exist a real py # 0
and a nonzero vector a such that u(py)a = 0 and, consequently, a'u*(—po) = 0. On the one
hand,

a'(e* (%, —po), e(x, po))a = [a"u*(~po)]e(0, po)a — a' e*(0,—po)[u(po)a] = 0.
On the other hand, using (10), we obtain
ﬂT<e*(x’ _IOO)’ e(x’ PO))‘Z = —2i,00dTLZ #0.
So we arrive at the contradiction, which proves the property. g

Property (iy) All the nonzero eigenvalues are real and negative: Ay = p,f <0, px = it

e > 0.

Indeed, the eigenvalues of L are real because of the self-adjointness. In view of [19, The-

orem 2.4], they cannot be positive.

Property (i3) The poles of the matrix function (u(p))™" in the upper half-plane are simple.
(They coincide with ity.)

Proof Start from the relations

—¢"(x, p) + Qe(x, p) = pe(x, p), (26)

—e*"(x, p) + €* (%, p)Q(x) = p>e*(, p). (27)

Differentiate (27) by p, multiply it by e(x, p) and subtract (26) multiplied by %e* (x, p) from
the left:

d d VA *
—e*(x, p)e’ (x, p) — —€*"(x, pe(x, p) = 2pe*(x, p)e(x, p).
dp dp
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Note that the left-hand side of this relation equals —% (%e* (%, p), e(x, p)). Integrating by x

from 0 to oo, we get

e ¢]

d *
<%e (x, ), e(x, p)>

~2p / e*(x, pel, p) d.
0 0

Let Im p > 0. Then the matrix functions e(x, p), %e*(x, p) and their x-derivatives tend to

zero as x — 00. Consequently, we obtain

%u*(pw(o, p)- %e*(o,p)um) “2p /0 " e, pelx, p) d. (28)

Let p be equal to py = v/Ag, where A is an eigenvalue, and u(pg)a = 0, a # 0. For purely
imaginary p, one has e*(x, p) = e'(x, p) and u*(p) = u'(p). So we derive from (28)

d . o
—aT%u' (p0)e(0, po)a = 2poa’ / e’ (x, po)e(x, po) dxa # 0. (29)
0

In order to prove the simplicity of the poles for (u(p))™, we adapt Lemma 2.2.1 from [5]:

The inverse (u(p))™* has a simple pole at p = py if and only if the relations

d
u(po)a =0, u(po)b + d—u(po)a =0, (30)
P

where a and b are constant vectors, yield a = 0.

Let vectors a and b satisfy (30). Then

—aT%Lf(po)e(O, po)a = b'u’(p)e(0, po)a.
Since

{e*(x p) elx, 0)) = (" (x, p) e, 0)),_,, =0, Imp >0,
one has

b'u’ (po)e(0, po)a = b'e*(0, po)u(po)a = 0,

but this contradicts (29). So a = 0, and a square root of every eigenvalue p = py is a simple
pole of (u(p))7L. O

The next properties take place if the additional condition holds

/0 %] Q)| dx < co. (31)

Property (i4) The number of eigenvalues is finite.

Proof Prove the assertion by contradiction. Suppose that there is an infinite sequence
{Ak}32, of negative eigenvalues, px = VA, and {Yx(%)}22; is an orthogonal sequence of
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corresponding vector eigenfunctions. Note that there can be multiple eigenvalues, their
multiplicities are finite and equal to m — rank u(px). Multiple eigenvalues occur in the se-
quence {A;}72; multiple times with different eigenfunctions Yx(x). The eigenfunctions can
be represented in the form Yj(x) = e(x, px)Ni, | Nkl = 1.

Using the orthogonality of the eigenfunctions, we obtain for k # n,

0- /0 Y ) dx
0 A
= N} /A e’ (%, pr)e(x, pu) dx N, + /0 Y, () Yi (%) dx
A
+/ Y]j(x)(Yn(x)— Yk(x)) dx ::Il +Iz +Ig. (32)
0

Similarly to the scalar case [4, Theorem 2.3.4], one can show that e(x, px) = exp(—txx) X
(I + ax(x)), where ||ax(x)|| < % as x > A for all k > 1 and for sufficiently large A. Conse-

quently,

T = N;/,; exp(—(tk + t,,)x) (Im + ,Bky,(x)) dx Ny

| W

+ Nk+ [A CXP(_(U( + tn)x) (Im + ,Bkn(x)) dax (N, = Ni), ”'Bkn(x) ” =

Since the vectors Ny belong to the unit sphere, one can choose a convergent subsequence
{Ni, }22,. Further we consider Ny and N,, from such a subsequence. Then, for sufficiently

s=

large k and #, we have

’N; /,; exp(—(tk + T)x) (L + Bin (%)) dx (N, — Ni)

3 - A - DA
_3ew((nen)A) o exp(r s r)d)
2(tx + T4) 8(tx + Tn)
Hence
7> exp(—(tx + t)A) - exp(—2AT)

, T :=max .
2(tr + Tp) - 4T P

Clearly, Z, > 0. Using arguments similar to the proof of [4, Theorem 2.3.4], one can
show that Z3 tends to zero as k, n — oo. Thus, for sufficiently large k and n, 7; + 7, + Z3 > 0,

which contradicts (32). Hence, the number of negative eigenvalues is finite. O
Property (i5) A =0 is not an eigenvalue of L.
Proof It was proved in [5] that if condition (31) holds, the Jost solution e(x, p) exists for

p = 0.So equation (1) for A = 0 has the solution e(x, 0) = I,,, + o(1) as x — 00. One can easily

check that the matrix function

2(x) = e(x, 0) / x(e*(t, 0)e(£,0)) " dt
0
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is also a solution of (1) for A = 0, and it enjoys asymptotic representation z(x) = x(Z,,, + o(1))
as x — 00. Thus, the columns of the matrices e(x, 0) and z(x) form a fundamental system
of solutions for equation (1) for A = 0. If » = 0 is an eigenvalue of L, then the corresponding
vector eigenfunction should have an expansion Yy (x) = e(x, 0)a + z(x)b, where a and b are
some constant vectors. But in view of asymptotic behavior of e(x,0) and z(x), one has
limy_, 0 Yo(x) = 0 if and only if a = b = 0. So A = 0 is not an eigenvalue of L. a
Property (is) p(u(p))™! = O(1) and M(L) = O(p™ ) as p — 0, p € Q.

Proof Consider the matrix function g(p) = 2ip(u(p))~L. It follows from (10) that

u*(—p)e(0, p) — e*(0,—p)u(p) = —2ipl,.
Hence
g(p) = €(0,~p) — u*(=p)e(0, p) (u(p)) .
In view of (12) and the equality M()) = M*(1), one has
e(0, 0)((p)) ™ = M(1) = (*(p)) '€ (0, p).
Consequently,
g(p) =€*(0,~p) ~ £(p)e* (0, p),  &(p):=u*(~p) (' (p)) . (33)

Let p € R\{0}. Expand the solution ¢(x, A) by the fundamental system of solutions with
some matrix coefficients A(p) and B(p):

p(x, 1) = e(x, p)A(p) + e(x,—p)B(p), (34)

@'(x,1) = € (x, p)A(p) + € (x,—p)B(p). (35)

Multiplying (34) by e*'(x,—p) and (35) by e*(x, p) from the left and using (10), one can
derive

Alp) = —ﬁ (&' —p)(,2) — € (3 —) (3, 1),

(e g 1) — € (5 ) 5, 0).

B(p) = %

Since A(p) and B(p) do not depend on x, one can take x = 0 and obtain

1 1
A(p) = —%u*(—p), B(p) = %u*(p).

Finally,

1
p(x,2) = —ﬂ(e(x,p)u*(—p) — e(x,—p)u*(p)).
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Since U(p) = 0, we get

u(p)u*(-p) = u(—p)u*(p).

Therefore

£(p) =1 (=p) (' (p)) " = (w(p)) " u(=p).

One can easily show that u*(p) = u'(—p) for real p and, consequently, £(p) is a unitary
matrix for p € R\{0}. Then it follows from (33) that the matrix function g(p) is bounded
for p € R\{0}.

Consider the region D := {p: Imp > 0,|p| < v*}, where 7* is a number less than all 7
(by Property (is), there is a finite number of them). Obviously, g(p) is analytic in D and
continuous in D\ {0}. Ifit is also analytic in zero, p = 0 is a removable singularity. Then g(p)
is continuous in D, so g(p) = O(1). In the general case, one can approximate the potential
Q(x) by the sequence of potentials

Qkx), 0<x<§p,

Qp(x) = N w5 f,

and use the technique from [5] (see Lemma 2.4.1).
Since under condition (31) the Jost solution exists for p = 0, we have (0, p) = O(1) as
o — 0. Taking (12) and g(p) = O(1) into account, we arrive at M(L) = O(p™}), p — 0. O

We combine the properties of the Weyl matrix in the next theorem.

Theorem 3 LetL = L(Q,h), Q=Q', h=h', Q € L((0, 00); C"™*™), and condition (31) holds.
Then the Weyl matrix of this problem M(X) is analytic in T1 outside the finite set of simple
poles A’ = {Mi}e_1, M = pi < 0, and continuous in T\ A. Moreover,

o :=ResM(r) >0, k=1,P,
A=Ak
MK =0(p™), p—0.
The matrix function pV (L) is continuous and bounded for ) > 0 and V(1) > 0 for . > 0.

Proof Fix an eigenvalue Az, k = 1, P. Consider two representations (11) and (14) of ®(x, 1),
and take for both of them the residue with respect to the pole Ax. Then we obtain the

relation
@, Mo = e, pr)ur, ik = 2k Eii(u(p))_l. (36)
Note that the columns of the left-hand side and the right-hand side of (36) are vector

eigenfunctions, corresponding to the eigenvalue Ay.
Further we consider p such that Re p = 0, Im p > 0. It is easy to check that

(e, o), e(x, ), — (€"(x, 1), e(x, ), o = (A = 1) /0 e*(x, pr)e(x, p) dx.
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Using asymptotics (4) for e(x, p) and e*(x, px), we get

lim
A=Ak A= )\'k

(6* (?C, Pk): e(x’ p))x:oo = Om

By virtue of the self-adjointness, e*(x, p) = e’ (%, p), @* (%, A) = 9T (x, 1), A < 0. Therefore

up (et (x, o), ex, p))u
A=Xo ’

o0
S:= u,t/ ef(x, pr)e(x, pr) dxug = — lim
0 A—=AQ
Substituting (36), we obtain

o (@0, 21)e(0, p) — 97(0, 11)€ (0, p))
S=-lim
A—Ag A=Ak

S— Jim (he(0, p) — €(0, 0)) (u(p)) ™" = .

+Jlim 6= ) (u(p))

Obviously, S = ST > 0. Hence oy = o:,i > 0.
Now consider V(L) = ﬁ(M‘ (A) = M*(A)), A > 0. Taking the relations (12) and M(}) =
M*()) into account, we have

M) = (' (=p)) €' (0,—p),  M* (1) =e(0,p)(u(p))”, p>0.

Consequently,

1

V() = —ﬁ(u*(—m)*(e*(x, —p), elx, p))(u(p))

-1

Substituting (10), we get
V) = £ -0) " (o))

For real values of p, one has e*(x,—p) = e'(x, p), u*(-p) = u'(p). Since in the self-adjoint
case the set of spectral singularities A” is empty, detu(p) # 0, p € R\{0}. Hence V(&) =
Vi) > 0.

The remaining assertions of the theorem do not need a proof. O

We call the collection ({V(A)}550, { A ak}le) the spectral data of L. Similarly to the scalar
case (see [4]), the Weyl matrix can be uniquely determined by the spectral data

[e¢] V p c
M) :/ ﬂdw > % aema. (37)
0o A-H P
5 Self-adjoint case: the inverse problem
Now we are going to apply the general results of Section 3 to the self-adjoint case.
Let us rewrite the main equation (18) of the inverse problem in terms of the spectral

data. Denote

)\n() = )‘m )\nl = )Wn Opo = Oy, Oyl = &n:

Oui®) = 9@ hn)s i) =G0 k), M={m0)}_ U{(n, 1)}{;
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Then the main equation (18) can be transformed into the system of equations

00 h) = o 1) + /0 (6 1) V(WD 1, 1) dpt

P P
+ Y gro@aroD@, A hko) = Y pra@aa Dl 2 k), 2> 0, (38)
k=1 k=1

i) = o) + /0 06 1) V(D Do 1) s

P p
+ Z @0 (*)tko D%, Ay Mko) — Z %) D, Aiy Aia), - (m i) € M, (39)
k1 1

with respect to the element ¥/ (x) := ({¢(%, 1) }550, {@ni(®)}(n,9em) Of the Banach space Bs of
pairs (Fj, F,), where

F e C((Or oo);mem), F, = {ﬂli}(n,i)e/\/[; _f;qi (S] mem’
with the norm

|(Fu, F>)

= max( max |[fm||)

5
System (38)-(39) has the form v (x)(I + R(x)) = ¥ (x), where R(x): Bs — Bs is a linear com-
pact operator for each fixed x > 0. By necessity, we have the unique solvability of the main
equation (18), so the equivalent system (38)-(39) is uniquely solvable, and the operator
(I + R(x)) has a bounded inverse. Now we are going to prove that all these facts follow

from some simple properties of spectral data.
We will say that data ({V(A)}150, {2k ak}le) belong to the class Sp if

(iy) Ak are distinct negative numbers,

(iy) ax are nonzero Hermitian matrices, ax > 0,

(i3) the m x m matrix function p V(1) is continuous and bounded as A > 0, V(1) > 0 and
M() = O(p7!) as p — 0, where M() is defined by (37),

(ia) there exists a model problem L such that (16) holds.

Note that the spectral data of any self-adjoint boundary value problem L(Q, /) belong to
Sp.

Lemma 2 Let data ({V(A)}iso, {Ak,ak}le) belong to Sp. Then, for each fixed x > 0, system
(38)-(39) is uniquely solvable. In other words, the operator (I + R(x)) is invertible.

Proof Fix x > 0. The operator R(x) is compact, so it is sufficient to prove the unique solv-
ability of the homogeneous system (38)-(39). Let ({B(x, A)}xs0, {Bni(*)}(nyem) € Bs be a
solution of the homogeneous system

B ) + /o B, 1)V () Do, s ) dpt

+ Z ,3/(0 (x)akof)(x, A )W(O) - Z /3/(1 (x)aklb(x» A, }"kl) = Omx A>0, (40)
k=1 k=1
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Buls) + /O B, 1) V() Do, s 1) it

P P
+ Z Bro(®)atko D, Ai, hxo) — Z Bra (¥) et D(x, Aiy At
k-1 k=1
=0,,, ((nieM.

Note that formula (40) gives an analytic continuation of the matrix function 8(x, A) to the
whole A-plane. Clearly, B(x, 1,;;) = Bui(x).

Using the standard estimate ||l~)(x,k,kk,)|| < C exp(||x) (see [4,19]) together with (16),
one can show that

| B2 < — exp(lflx) (41)

Define the function

/ B 1) V(1 (%W¢@)hm

) (G5, dx,1) & (@, (), Bx, 1)
Z Biox a0 o + ; Bia (x)oia T (42)

Using the relations d(x,1) = S(x, 1) + ¢(x, \)M()) and (40), one can easily derive the fol-
lowing formula:

) S )
r6) = B 00 - [ plas) Vi )M i

(@1, ), S(x,x) P (@), S(x, 1))
—Zﬂko(x) (07 e — ko Zlg ( kl}»_i)‘kl

Since (@* (%, 11), S(%, \))x—0 = —1,, we have

5 (x, ,S' A 1, * <
gl p) S A) + f ¢ (&, w)S(4, 1) dt.
h—p kmwJo

Consequently, we can represent I'(x, A) in the following form:

() = s, 1) + [ PV
0 -u
+ i Bro(®)etko i ﬂkl(x)akl Ly ),

A= Ako A= Ar

k=1 k=1

where the matrix function I'1(x, 1) is entire by A, since S(x,1) is entire. Taking (37) into
account, we obtain

['(x,A) = Blx, A)M(A) + T1(x, A) — Ta(x, A),
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where
* (B, 1) — Blx, ) V() L (B, 1) — Bro®)ako
Iy(x, M) = d
0= [ — T

p
Z x; ﬂkl ))akl
- )» Ak '

Obviously, the function I'y(x, A) is entire in L. Therefore, the function I"(x, 1) has simple
poles at the points A’ and

Res F(x;)‘-) = ﬂkO(x)akm k= L_P~
A=hko

Furthermore,

#(F’(k) - F*(A)) = Bx, 1)V (), () := Zﬁ(l)ﬂr{relz> (A tiz), A>0.

Using (41) and the standard asymptotics for ¢*(x, 1) and ®(x, 1), onearrives at the estimate
TG0 < Clol?exp(=Izlx), 2] — oc. (43)

Introduce the matrix function %(x, 1) := I'(x, A) 87 (x, 1), and consider the integral

I = — 1 Bx, 1) dAr
2mi

VR

over the contour ng = (y N{A: A <R}) U{A: |A| = R} (see Figure 2). For a sufficiently
large radius R, .# = 0,, by the Cauchy theorem. In view of estimates (41), (43), we have
| B(x, )| < C|p|2, |A| = oco. Hence

1
lim — B(x,\)d) = 0,,,
R—o0 271 |A|=R

1
— %’(x, YdX =0,

Figure 2 Contour ;. 0

[~
E
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The last integral over y can be calculated by the residue theorem. It equals

o]

> BroWanoBio) + 5 [ Awrdr+ f T B VOB 0,

par 22 e

where ¢ > 0 is sufficiently small. Note that since M(X) = O(p!) as A — 0, the second term
in the sum tends to zero as ¢ — 0. Finally, we obtain

S BroWaiafBl) + / B VOB (5, 2) di = 0,

k=0

Since axp > 0, V(1) > 0, we get Bro(x)ako = 0y, B(x, A)V(X) = 04y, and B(x, 1) = 0 for 1 > 0.
Since B(x,A) is an entire function in A, we conclude that S(x,1) = 0,,. Consequently,
Bro(x) = B(x, Axo) = 0,,. Thus, the homogeneous system has only a trivial solution, so sys-
tem (38)-(39) is uniquely solvable. d

Solving the main equation, one can construct the following matrix functions:

P P

colw)i= [ o 10 V000 0) i+ Y raWasodiol) — Y- oW (),
0 k1 P (44)

e(x) := —2¢4(x),
and then recover Q(x) and /1 via (22). Theorem 2 and Lemma 2 yield the following theorem.

Theorem 4 Fordata S := ({V(A)}iso0, (A ak}izl) to be the spectral data of some self-adjoint
boundary value problem L(Q, h), Q = Q', h = h', satisfying (31), it is necessary and sufficient
to belong to the class Sp and to have such a property that (1 + x)e(x) € L((0, 00); C"™*™),
where e(x) is constructed via (44) by the unique solution of system (38)-(39) ¢(x, A).

6 Perturbation of the discrete spectrum

Return to the general non-self-adjoint problem, and consider one more particular case,
when the solvability of the main equation (18) can be easily checked. Let the problem L be
given, and M(}) is its Weyl matrix. Consider the matrix function

P my

ML) = M) + Z‘ Z (45)

klvl

where A € C are some distinct numbers and o, € C"*", k =1,P, v = 1, my. Then f/(k) =
0,,, and by virtue of the residue theorem, the main equation (18) takes the form

P mp-1 al my

ox, 1) = @(x, A) + Z Z ﬁ (%, Ag) Z Ay Dio,v-i-1) (%, A, Ak),
k=1 i=0 v=i+1l
3i+j

where DW) (A, ) = D(x, %, 1b). Differentiating this relation with respect to A, we

FYYEY
arrive at the following system of linear algebraic equations with respect to the unknown
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variables {%gﬁ(x, A}

5° 98 P om-1 ai M B
TP ) = i) + D Y =B ) D i Diaion (62 1) (46)
k=1 i=0 v=i+1

n=1,P, s =0,m, — 1. System (46) has a unique solution if and only if its determinant is

not zero. Having the solution of (46), one can construct

P mp-1 ai my v—iz1
o)=Y > W‘P(& M)y akuwtﬁ*(x, M), elx) = —2g5(x), (47)
k=1 i=0 v=i+l

and then find Q(x) and / via (22).

Theorem 5 For the matrix function M()) in the form (45) to be the Weyl matrix of a
certain boundary value problem L, it is necessary and sufficient that the determinant of
system (46) differs from zero, and e(x) € L((0, 00); C"™*"), where ¢(x) is defined in (47).

There is an example, provided in [4, Section 2.3.2], showing that even in the simple case
of a finite perturbation, the condition £(x) € L((0, o0); C"™*"™) is essential and cannot be

omitted. So it is crucial in Theorems 2, 4 and 5.
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