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Abstract

In this paper we study a class of singularly perturbed interface boundary value
problems with discontinuous source terms. We first establish a lemma of lower-upper
solutions by using the Schauder fixed point theorem. By the method of boundary
functions and the lemma of lower-upper solutions we obtain the existence,
asymptotic estimates, and uniqueness of the solution with boundary and interior
layers for the proposed problem.
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1 Introduction

We consider the interface boundary value problem with discontinuous source terms

2" = fou), x¢€lad)Ud,bl, (L1)
[ed|(d)=c1,  [ul(d)=ca, (1.2)
u(a) = A, u(b) = B, 1.3)

where ¢ is a small and positive parameter, A and B being given constants, and

o~ [0 xclad)
folx,u), xe€(d,b].

The functions f; and f; are smooth enough on [4,d] x R and on [d,b] x R, respectively,

and fi(d, u) #f2(d, u) for u € R. We denote by [w](d) the jump of a function w at the point

d, i.e. [w](d) = w(d*) — w(d~). The solution of the problem and its first order derivative

have a jump at x = d € (4, b). The original problem can be regarded as the coupling of the

left problem and the right problem.

In recent years, the boundary value problems with interface conditions have appeared
in applications such as heat transfer in layers composite material [1], the one dimen-
sional metal-oxide-semiconductor structure [2], and population genetics [3]. The study
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of boundary value problems with interface conditions has attracted much attention, es-
pecially in numerical aspects; see [2, 4—8] and references therein. For instance, de Falco
and O’Riordan [2] considered singularly perturbed reaction-diffusion equations with dis-
continuous data and interface conditions, where one of the problems was given as follows:
Find u, € C°[0,1]1 N C%((0,d) U (d,1)) such that

—(e@)) + r(@u, =f, x€(0,d)U(d,1),
u:(0)=Bo,  u:(1)=By,

-leu,]@) = Q,,

[f1(d) = Qa, [rl(d) = Qs,

) >r>0, x>0, xe(0,d)U(d1),

with the diffusion coefficient

)= | 2@ x<d W) g 0,d) U,
epx), x>d, px)

They suggested a parameter-uniform method based on piecewise-uniform Shishkin
meshes to solve the problem above.

In this paper, we are devoted to the study of the existence, uniqueness, and asymptotics
of the singularly perturbed interface boundary value problem (1.1)-(1.3), whose solution
exhibits an interior layer due to the discontinuity of the source term. By using the Schauder
fixed point theorem, we first establish a lower and upper solutions lemma which is an
extension of classical theory of lower and upper solutions (see [9], for instance). By the
method of boundary functions (see [10, 11], for example) and the lemma of lower-upper
solutions we obtain the existence, asymptotic estimates, and uniqueness of the solution
with boundary and interior layers for the proposed problem.

The remainder of this paper is organized as follows. In Section 2 we establish the lemma
of lower-upper solutions for a class of two-point boundary value problems with interface
conditions by the Schauder fixed point theorem, which will be used to prove our main
result. With the asymptotic expansions and the lemma of lower and upper solutions es-
tablished in Section 2, the asymptotic estimates, existence, and uniqueness of the solution
for the problem (1.1)-(1.3) are obtained in Section 3.

2 Basiclemmas
For j = 1,2, we define the vector spaces Q'[a, b] of functions by

Qla, bl = [u(x) € Cj([a, b]\ {d}) | lir‘?i u(x) = u(di) eR, lir:ili u(x) = u’(di) € R}.
We define Q*[a, b] by
Q*[a,b] = {u(x) € Cz([a,b] \ A) | u(di),u(xii),u/(di),u'(xii) eR,i= 1,2,...,k},

where A = {d,x1,%,,...,%¢} and k is a given positive integer.
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It is easily verified that Q'[a, ] is a Banach space endowed with the norm |ju|| = ||| +
Izt || oo The following lemma is a generalized Arzela-Ascoli theorem on families of func-
tions in Q'[a, b].

Lemma 2.1 Assume that a bounded set E in Q'[a, b) is piecewise equicontinuous, that is,
El|aa) = {tl[aa) : u € E} is equicontinuous on [a,d) and E|up) = {4tl@ap) : v € E} is equicon-
tinuous on (d, b]. Then E is a relatively compact subset of Q'[a, b].

Proof The proof follows almost the same lines as that of the classical Arzela-Ascoli theo-
rem (see, for instance, [12]), noting that for u € Q![a, b], u, and u’ both have left and right
limits at x = d. Thus, details are omitted here. O

Let us consider the two-point boundary value problem with interface conditions

u' =f(x,u), x€lad)U(d,Db], (2.1)
W]d=c,  [Wld)=cs 22)
u(a) = A, u(b) = B, (2.3)

where the constants A, B, c1, ¢, and the function f(x, #) are given in (1.1)-(1.3). Obviously,
all solutions to (2.1)-(2.3) belong to Q?[a, b].

Definition 2.1 We say thata function« € 62 [a, b] is a lower solution of the problem (2.1)-
(2.3) if

o"(®) = f(xa(x), x€(ab)\A,
o/(d*) - a’(d’) > 1,

( ) ( )_627 (24)
o(a7) < (%), i=1,2,...k
aa) <A, a(b) <B.

We say that a function g € 62 [, b] is an upper solution of the problem (2.1)-(2.3) if

B (%) <f(xB(®), x€(ab)\A,
B(d*)=p'(d") <cr,

B(d*) - B(d") =ca 2.5)
B(x7) =B (%), i=12,...k
Bla)=A,  B(b)=B.

Lemma 2.2 Assume that o« and B are lower and upper solutions of the problem (2.1)-(2.3)
such that a < B. Then the problem (2.1)-(2.3) has at least one solution u € Q'[a, b] such
that for all x € [a,d) U (d, b],

a(x) < u(x) < B(x).
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Proof Let us consider the modified problem

u —u :f(x, y(x, u)) —-yx,u), xé€la,d)U(d,Db], (2.6)
[W]d)=c,  [wld)=c,, (2.7)
u(a) = A, u(b) = B, (2.8)

where y (x, ) is defined by

Bx), ifu>pB(x),
y(x,u) =13 u, ifa(x) <u < Bkx), (2.9)
alx), ifu<alx).

The homogeneous problem of (2.6) and (2.8) can be divided into the following two initial
value problems:

u/ —uy =0, x€lad), (2.10)

u(a)=A (2.11)
and

uy, -y =0, x€(d,bl, (2.12)

uy(b) = B. (2.13)

Obviously, the problems (2.10)-(2.11) and (2.12)-(2.13) have general solutions

vi(x) = prexp(x —a) — prexpla—x), x€la,d) (2.14)
and

vo(x) = psexpx — b) — paexp(b —x), «x€(d,b], (2.15)
respectively.

Consider the modified problem (2.6)-(2.8). Let us write the boundary value problem as
an integral equation

b
u(x) = v(x) + / G(x, s)[f(s, y(suls)) -y (s u(s))] ds,
where

V) = {Vl(x), a<x<d,

nx), d<x<b,

(exp(x — a) — exp(a — x)) (2.16)
1 x (exp(s—b) —exp(b—3s)), a<x<s<bh,
W(s) | (exp(s — a) — exp(a —s))

Glx,s) =

x (exp(x—b) —exp(b-x)), a<s<x<b
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and

exp(x —a) —exp(a—x) exp(x—b)—exp(b-x)
exp(x —a) + expla—x) exp(x—b) +exp(b—x)|

If x € [a, d), the integral equation becomes

b
u(x) = vi(x) + / G(x,s)[f(s, y (s, u(s))) -y (s, u(s))] ds

) + / * (expls ~ @) ~ expla - 9)(expl = ) ~explb - D)f61) v

W (s)

s /d (exp(x — a) — exp(a — x))(exp(s — b) — exp(b — 3))[f (s, ¥) — v] Js
x W (s)

s /b (exp(x — a) — exp(a — x))(exp(s — b) — exp(b - s))[f (s, ¥) — V] Js
d W (s) ’

If x € (d, b], the integral equation becomes

b
u(x) = vp(x) + / G 9)[f (s, 7 (s:u())) — v (s, uls)) ] ds

d _4)— _ _p)— _ _
) + /a (exp(s — a) — exp(a s))(expé;c(s)b) exp(b—x))[f(s,y) - v] s
s / * (exp(s — a) — exp(a — s))(exp(x — b) — exp(b — x))[f (s, ¥) — ¥]
d W (s)
s /b (exp(x — a) — exp(a — x))(exp(s — b) — exp(b - s))[f (s, ¥) — V]
x W (s)

ds

ds.

In order that the solutions of the two problems satisfy the interface conditions (2.7) at
x = d, we must have

W (@) -u(d) -,
u(d+) - u(d‘) =c.

(2.17)

(2.18)

Substituting the integral equations into (2.17) and (2.18), and considering (2.11) and
(2.13), we must have

p—p2=4,
p3s—pa=B,
p3exp(d —b) + paexp(b —d) — prexp(d — a) — prexpla—d) = ¢,
psexp(d — b) — paexp(b —d) — prexp(d — a) + paexpla — d) = c,.

Consequently, we obtain

—(c1 + ¢r)exp(b —d) + (c; — ¢3) exp(d — b) —2A exp(a — b) + 2B

- 2(exp(b — a) — exp(a — b)) ’
—(c1 + o) exp(b—d) + (c; — ¢o) exp(d — b) —2A exp(b —a) + 2B
2(exp(b — a) — exp(a — b)) ’

P

pPr=
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(c1 + cx)expla —d) + (c1 — co) exp(d — a) + 2Bexp(b — a) — 2A
2(exp(b — a) — exp(a — b)) ’

—(c1 + cp)expla —d) + (c1 — c2) exp(d — a) + 2Bexp(a — b) — 2A
- 2(exp(b — a) — exp(a — b)) ‘

P3

Pa

Define an operator T : Q'[a, b] — Q![a, b] as follows:

b
(Tu)(x) = v(x) + / G(x, s)[f(s, y(s, u(s))) -y (S, u(s))] ds.

Observe that f(x,y (x,u)) — y(x,u) : ([a,d) U (d,b]) x R — R is uniformly bounded in
u € Q'[a, b]. It follows that from Lemma 2.1 that the set T(Q![a, b]) is a relatively compact
subset of Q'[a, b]. Moreover, T is continuous. Hence, it follows from the Schauder fixed
point theorem that T has at least one fixed point u(x) € Q'[a, b].

We are now ready to prove that each solution u(x) of the problem (2.6)-(2.8) satisfies
a(x) <u(x) < Bx) forx € [a,d) U (d, b].

Let us first prove that u(x) < B(x). Suppose, on the contrary, that the function k(x) =
u(x) — B(x) has a positive maximum at some xg € [a,d) U (d, b]. First, if xy # di,xli, we
have h(xg) > 0, 7' (xg) = 0, i’ (x9) < 0, then

H'(x0) = u”(x0) = B”(x0)
> u(xo) +f (%0, ¥ (%0, u(%0)) ) — v (%0, u(x0)) — f (%0, B(%0))
= u(xo) — y (%0, u(x0)) + f (%0, ¥ (%0, u(x0))) —f (%0, B(x0))
> 0,

which yields a contradiction. Second, if xy = d~ or xy = d*, we have
W(d*) —h(d") = u(d®) - B(d*) —u(d") + B(d") =0,

so we can see that the function /(x) = u(x) — B(x) is continuous. Then we have
W (d) - K (d) <0.

But

W(d') - (d) =u(d) - p(d") -u(d) +B'(d)
W (d) = (d) = (B'(d) - p'(d))

>0,

which yields also a contradiction. Third, if ¥y = x; or xp = x], we can similarly reach a
contradiction. Therefore, we prove that u(x) < 8(x) for all x € [a,d) U (d, b].

In a similar way, we can prove that «(x) < u(x) for all x € [a,d) U (d, D].

Therefore, the solution of (2.6)-(2.8) is also that of (2.1)-(2.3) and satisfies «(x) < u(x) <
B(x) for x € [a,d) U (d, b]. The proof of the lemma is completed.

O
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Lemma 2.3 Assume that function f(x,u) is given in (1.1)-(1.3), and f(x,u) is strictly in-
creasing with respect to u. Then the problem (2.1)-(2.3) has at most one solution.

Proof Assume u and w are distinct solutions of the given problem (2.1)-(2.3). Without loss
of generality, we can assume that there is some x € [a,d) U (d, b] such that u(x) > w(x). Let

u(x) — w(x), x € [a,d) U (d, b],

h(x) =
u(d?) -w(d?), x=d.

Since

and

=
—_
QU
+
~
|
=
—_
&
~
Il
R\
—_
QU
+
~
|

w(d")—u'(d)+w(d")

W (d”) - (w(d) -w(d))

1l
R\
—_
QU
+
~
|

we have /(x) € C'[a, b]. Owing to h(a) = h(b) = 0, h(x) achieves the positive maximum at
some xg € (a, b).
First, if xo # d, we have

h(xo) >0, H (x0) = 0, h'(x0) < 0.
However, on the other hand,

W' (x0) = u" (x0) — W (x0)

=f(x0¢ M(.?C())) _f(x()’ W(X()))
> 0.
This is a contradiction.

Second, if xy = d, noting that /4(a) = 0 and h(d) > 0, there exists some x* € [a,d) such
that &(x) > 0 for x € [x*,d] and /#'(x*) > 0. However, on the other hand,

d
0> I(d)— i (x) = / [/ (x) — w ()] dx > 0,
which yields a contradiction. Then the proof is complete. d

3 Main results

In this section, we are interested in the asymptotic behavior of solution with respect to the
small parameter ¢, as well as the existence and uniqueness for the problem (1.1)-(1.3). For
the sake of simplicity, we only consider the approximation of zero order.
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Because of discontinuity at x = d, the original problem (1.1)-(1.3) can be viewed as the

coupling of the left problem

eul =filx,ur), a<x<d, (3.1)

ur(a) = A, ur(d) = y1(e), (3.2)
and the right problem

e*uly = fo(w,ug), d<x<b, (3.3)

MR(d) = )/R(S), MR(b) =B, (34)

where y; (), yr(g) are constants dependent on ¢ which will be determined later.
We first make the following basic assumptions.
(H1) The functions f; € C*([a,d] x R), f» € C*([d, b] x R), and

fild,u) #f(d,u), forueRR,
oh

a—(x, u) >09>0, for(x,u)ela,d xR,
u

b
a—f2(x, u)>o09>0, for(x,u)eldb]xR.
u

(H2) The reduced problem f(x,x) = 0 has a solution

o), x€la,d),

ux) =
V(x), x€(db],

such that ¢(x) € C?[a,d] and ¥ (x) € C*[d, b].
Let us construct the formal asymptotic solution of the left problem (3.1)-(3.2). We seek

the formal solution of the form
ur(x,e) =Ur(x) + Qu(z) + Vi(n), t=K-a)le,n=x-d)le, (3.5
where

Up(x) = ug_)(x) + sui_)(x) + e2u(2_)(x) e,
Q)= Q) (@) +eQ” (D) + QT (@) + -,

Vi) =V )+ VO m) + 2V ) + -,

y(e) = yé_) + 8]/1(_) + 82)/2(_) Foeen
Putting (3.5) into (3.1) and equating the coefficients of like powers of ¢ we can obtain
a series of recursive equations determining these coefficients. From (H2) it follows that

ugf)(x) = ¢(x), x € [a,d). The left boundary layer term QE;) (1) solves

42 (=)
df;’ =fi@ pla) + QF)(1), (3.6)
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subject to the boundary conditions
QO =A-¢(,  lim Q(x)=0. (3.7)

The right boundary layer term Véf)(n) solves

d*vy)
dn?

=fild, p(@d) + Vs (), (3.8)
subject to the boundary conditions

VO =y —el@),  lim Vi) =o. (3.9)
Therefore, the formal approximation of zero order for the left problem (3.1)-(3.2) reads

i(x6) = ) + QY () + V), x€lad).

In a completely similar way, we can get the formal approximation of zero order for the
right problem (3.3)-(3.4), where Qg)(n) solves

d? (+)
d(,ji’ =f(d v @) + Q5 m), (3.10)
@O =n’ -y,  lm Q=0 (3.11)

and Vé” (£) solves

d2 V(+)
gz LBV 7)), (3.12)
V') =By @), lim ViU =o. (3.13)

The following two lemmas are concerned with the asymptotic behavior of the boundary
layer terms for the left problem, whose proofs are essentially similar to that of Lemma 3.2

in [13] and thus are omitted here.

Lemma 3.1 Under the assumptions (H1) and (H2), for sufficiently small ¢ > 0, the problem
(3.6) and (3.7) has a solution Qf{)(t) satisfying the following estimate:

’Qf)_)(‘()’ < !A —(p(a)’e_mf, 7>0.

Lemma 3.2 Under the assumptions (H1) and (H2), for sufficiently small & > O the problem
(3.8) and (3.9) has a solution Vé_)(n) satisfying the following estimate:

V& )| < |vs” - e(d]ev™, p<o.
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In a similar way, we can prove that Qg)(n) and Vé”(é ) satisfy the following estimates:
Q57| < [ye” - w@]e~™, n>0
and
Vo] < [B-y®)e™, &<o0.

In order that the solutions of the two problems satisfy the interface conditions (1.2) at

x = d, we must have

dI/tR dth _
s%(d,e) - sa(d,s) =, (3.14)
ur(d) —ur(d) = cp. (3.15)

By substituting the formal solutions into (3.14) we have

dQy’ vy’
- =,
dn n=0 dn n=0
dal| AT _dal) V) (316)
dx x=d dﬂ n=0 dx x=d dn n=0
In view of (3.9), multiplying (3.8) by
avy’ )2 /0 O [ 4V
=2 d,o(d)+V, (r))< )dr]
( dn ) |, _ooﬁ( Y o ) dn
0 8f dV(_)
2 Lav@)vs ()( - )dn+A1
d
fl(d (@) (17 - o)’ + Ay, (3.17)
where
A G4V
A = Ny — (4, o(d)+ 0,V ())(v0 ) i dn, 0<v <l
Analogously, it follows from (3.10)-(3.11) that
dQy’ 0 +)
| [ gl Q)
m 1y=0 +00
d
- P4 @) - @)’ + o 18)
where

9 d
Ay = / fz(d ¥ (d) + 92057 () (QF () < Q)‘; >dn, 0<<l.

oo O
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- )\ avs (4,42
Noting that V(1) d‘; >0 for n <0 and Qy (1) dg < 0 for n > 0 we have from (3.17)
and (3.18)
avy) _ 9 B
| =san(yg - w(d))\/ U @) (s - pld) + o, (3.19)
n ly=o ou
d (+) . 9 R
e ’)\/ P (@) (7 - wd))? + . (3:20)
N ly=o u

Putting (3.19)-(3.20) into (3.14) yields

a
sen(y(d) - yé”)/ L @y @) (s @) + g

—sgn(ys - w(d))\/ g—ﬁ (d,0@) (1 - @)’ + A = 1. (3.21)

Substituting the formal solutions into (3.15) we have

Y9 _ 0 ey, (3.22)

Noting that y()(+), yé_) can be determined by (3.21) and (3.22). We suppose that:

(H3) The system of equations (3.21) and (3.22) has a solution (yé”, )/0(_)).

Likewise, yi(i) (i > 1) can be determined recursively.

Thus, we obtain the formal asymptotic solution of the problem (1.1)-(1.3). Now we are
in a position to state our main result.

Theorem 3.1 Let the conditions (H1)-(H3) hold. Then for sufficiently small ¢ > O the
boundary value problem (1.1)-(1.3) has a unique solution u(x, ) € Q'[a, b] satisfying:

u(x, &) = u(x, ) + O(e),

where

~ i (x ) = o(x) + Q) (x) + V§ (), x€la,d),
ulxe) = @) @)
g, €) = () + QY () + V§P(§), xe(d,bl.

Proof In order to prove our main result we need to construct suitable upper and lower
solutions. To this end, we need to make some necessary preparations.
Firstly, from the construction of asymptotic solution and the assumption (H1)-(H3) we
know that there is a positive constant M such that
lo" )| <M, «x¢€lad),
M(a +et,pla+et)+ QE)_)) -A (a,go(a) + QE)_))| <Mete V7, xelad),
[i(d +en,o(d +en) + Vé_)) —fi(d, o(d) + Vé_))‘ < MeneV,  x € [a,d),
|v"(x)| <M, xe(dbl,
[fo(d +en, ¥ (d +en) + fo)) —fold, ¥ (d) + Qg))! <Mene Vo, xe(d,b],
[fo(b+e&,y(d+e8) + Vi) —fo (b, (b) + V)| < Megev™S,  x € (d,b],
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and, moreover,
cilp(d,e) —ety(d,e) =1,  url(d,e) - (d,e) = ca. (3.23)

Now we select the barrier functions as follows:

fir(x,8) - eQ(7) ~ Ti(w)e — dae,  x € [a,x1),

o) | @0 —eVi ) = T@e —hae, € [x,d),
Z~416(9’6’8) - 8Q§+)(77) —Tr®)e —2ze, xe€(d xl,

fir(x,€) — e V{)(E) ~ Tra(w)e — e, x € (2, ],

ur(x,e) + 8Q§_)(‘E) +Tn)e + g,  x € la,x),
iz (x,e) + eV () + Tio@)e + dae,  x € [01,d),

X) =
PO=) ) +0Q00) + T + hse, € (o),
iR(x,€) + e VIV(E) + Tra(®)e + dag, x € (%, B],
where
o (x—x1)
Ipx) = M+le G x € [a,x1),
0
oq (x—d) o (x1—x)
T@) =™ +e™ 7 ], xelnd),
F(x) = 0 oq(d-x) o0 (x—x9)
Trax) = @[e—"s e 0], xe(dxl,
o0 (x9—x)
Tra(x) = ’f;ge o, x € (%2, b]
and
Mt (ot + Jog)e V0T
QP(r) = M0 . . xelad).
! 403/2
- Mn(oon — \/To)eY7or
Vi) = 3 , x€lad),
4o,
Mn(oon + /og)e V70"
Q) = e . xe(db),
4o,
ME (o0& — /T0)ev0os
RGE v , xe(dbl,
4oy
b+d

with x; = “;d and x; = %%, and p051tlve constants A (i=1,2,3,4) to be determined later.

It is easily verified that Q1 ( ), V, 1 (17), Q1 ( ), and Vl(”(é ) have the following proper-

ties:
(i) QY)(T), VIH n), Q§+)(17) and Vf*)(g ) are nonnegative functions;
(ii)
av? M aqt” M
21 -——— <0, & =— 50
dn |, 409 dn |, 400

(iii) Vl(_)(n) and Vf”(é ) are solutions of the equation

4y
de?

+0y(t) + MteVool = 0
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and QY) (1), Qﬁ”(n) are solutions of the equation

d*y(t
—%g) +ooy(t) — Mte V0! = 0,

In order to make sure the functions « and 8 are continuous at x;, x; and meet
Ol(d+) —Ol(di) =Cy, ﬁ(d+) —,B(di) = Cy,

the constants A; (i = 1,2, 3,4) that we select must satisfy

M+1 oobi-d
A=A+ e” = =Xy +0O(e?),
1=kt 2+ 0(e?)
M+1 o0
ha=A3+ e” ¢ =i3+0(e%),
4 3 40_02 3 ( )
M+1 ookf-d M+1 oold—=3)
)\,2 + 3 e ¢ = )\,3 + 5 e = .
400 40’0

With (3.23) and the definitions of « and 8, we easily verify that

alx) < Bx), x€lad) Ud,bl,

o/ (d) —co/ (@) 2, ef(d) e (d) <
ad)-a(d)=c,  B(d)-Bld)=c

o (x7) < (xf),  B(x7)>B(xf), i=L2,
al@) <A=<pla),  alb)<B=pD).

Using the above properties (i)-(iii) and the assumptions (H1)-(H3), if x € (a,x;) we have

e%a” (x) - fi (%, (%))
42 Qg—) 42 Vé—) 42 Qi—)

=e2¢"(x) + s i e - T, (x) —fi (%, (%))
vy’ © )
20 (%) + e +fi(a @)+ Qy (1)) - fila+et,pla+et) + Qy (1))
) #q’
+fi(% @) + Qy (1)) - fi(x () — & - eI}, (x)
9 42 (=)
> -_Me? + a—ﬁ(u,w(a) +0, Vé’)(n)) VO () - Mete VT — ¢ d?; - &I, (%)
d _ _ _
+ a—]:t(x,sv(x) +QY(x) + 6203) (Mg + 6T + Q7 (2) = |V ))
dZQ(*)

> -Me? - 01|yé_) - <p(d)|e*/%” —Mete V0T _¢ d‘L’; - &7, (%)

+ 09 (kls +elp + EQg_)(I) - |y(§_) - go(d)|e*/‘%’7)

> (A1 + T (&) - Me = 6T, (x))e - (00 + 01)| vy - () [e¥™”



Lin and Xie Boundary Value Problems (2015) 2015:47 Page 14 of 16

= (M + (1-0d)Tnx) - Me)e — O(?)

>0,
provided ¢ is small enough and A, is large enough, where 0 > 6,6, > 1, and
V3 =te+eln + ng_)(r) - Vé_)(n).
If x € (x1,d) we have

&% (x) - fi(% (%))

, d2 Q(— d2 V(—) d2 V(—) .
= &2 (x) + d‘L’g + d’)g -¢ d’712 - &I, (%) = fi(x, ()

(=)
0
dr2

2 n

= &% (x) + +fi(d o(d) + V() = fi(d + en, o(d + en) + V3 ()

(=) d2 Vl(i) 3/
+fi(xo@) + Vo () - filxax) —& A - &)

d2 Vl(—)
dan?

> _Me? + i(d o(d) +03Q0 ( ))Qf)_)(t) +M8ne~/%” -

— &I, (x)

ad
+ ﬁ(x,go(x) + V) +0294) (hae + eTpa + eV () - |Q5 ()

ou
d2v(*)
> —Me* - 01|A - p(a)|e V" + Menev" — anZ - &7, (x)
+Uo()»28+8FL2+8V |A o(a) |e \/_0’)

> (o + Ta(x) — Me — 821"22(96))5 —(og + 01)|A - <p(cz)|e_*/"_°r
= (A2 + (1= 03)T12(x) — Me)e — O(?)

>0,
provided ¢ is small enough and A, is large enough, where 0 > 63,0, > 1, and
Va=Xoe+eln+ SVIH(n) - Qé_)(r).
Similarly, we have for ¢ small enough
e’ (x) - fo(x,0(x)) = 0, x€(d,b)\ x,.
We can prove in a similar way that for sufficiently small ¢ > 0,
& B"(x) —f (%, Bx) <0, x€(ab)\{dx,x}.

It follows from Lemma 2.2 and Lemma 2.3 that the boundary value problem (1.1)-(1.3)
has a unique solution u(x, £) € Q'[a, b] such that

alx) <ulx,e) <Bx), x¢€lad)Ud,Db].

The proof is completed. d
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Finally, we present an example to illustrate our results. Consider an interface two-point

boundary value problem:

&2u(x) = f(x,u), x€[0,1)U(1,2],
81/(1+) - su’(l_) =1,
u(1*) -u(17) =1,

u(0) =1, u(2) =2,
where

JAixwuw) =u-x x€[0,1),
N Aa@w) =u+x, xe@,2].

S u)

The left reduced problem f; (x, #) = # — x = 0 has a unique smooth solution

ox)=x, x€][0,1),

and the right reduced problem f; (x, ) = # + x = 0 has a unique smooth solution

Yx)=—x x€(1,2].

The problems (3.6)-(3.7), (3.8)-(3.9), (3.10)-(3.11), and (3.12)-(3.13) for the boundary

layer terms have the solutions

Q) =¢,
vl = (v -1)e,
QY () = (v +1)e™,

VD (E) = 4€t.

Putting (3.24)-(3.27) into (3.21) and (3.16), we can see that

By Theorem 3.1 the above problem has the unique solution
u(x, &) = ux, ) + O(e),

where
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