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Abstract

This paper is concerned with the Cauchy problem for a compressible viscous fluid in
one-dimensional (1D) space. By means of the weighted initial density, we obtain the
global-in-time existence of a unique classical solution with large initial data. The initial
density can be compactly supported or decays to zero not too slowly at infinity.
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1 Introduction
The viscous isentropic compressible fluid in one-dimensional (1D) space is governed by
the compressible Navier-Stokes equations,

Pt + (pu)y =0,

1.1
(ou); + (ou)x + Py = tkyy, x€R,E>0, (L)

where the unknown functions p(x, ), u(x,£), and P = Kp¥ (K > 0, y > 1) are the density,
velocity, and pressure, respectively. The viscosity coefficient p > 0 is a given constant.
We are interested in the existence of a classical solution to (1.1) with the far field behavior

(p,u) = (0,0) as|x| > oo,t>0, (1.2)

and initial data
(0, u)(x,0) = (0o = 0,u0)(x), xeRR. (1.3)

We first review briefly the well-posedness of solutions for (1.1). Non-vacuum small per-
turbations around a constant have shown that the solutions are classical and globally de-
fined in time if the initial data are sufficiently regular; see [1-4]. If the initial vacuum is
allowed, the global weak solutions were first obtained by Lions [5] for the isentropic fluids
(see also Feireisl [6]) for large initial data. Later, some regularity information was obtained
in [7, 8]. When it comes to the strong/classical solutions, Kim et al. [9-11] proved the lo-
cal existence and uniqueness for both bounded and unbounded domains 2 C R3 (this also
holds for bounded domains in R or R?). Based on the a priori estimates developed [9-11],
Ding et al. considered the initial-boundary-value (IBV) problem in 1D space, and mak-
ing use of 1D properties, they [12] obtained the global existence of classical solution with
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large initial data and vacuum. Similar results was obtained for the annular (or exterior)
domain in R? and R® under the spherically symmetric assumption; see [13, 14]. Huang et
al. [15] showed that for the 3D Cauchy problem there exists a unique classical solution in
the case when the initial total energy is small, but there possible are large oscillations and
a vacuum.

However, the existence of a classical solution for the Cauchy problem in 1D (or 2D)
is another issue. In particular, the argument in [9-11] could not be directly applied if the
domain (N = 1,2) becomes unbounded since the L”-norm (p > 2) of the velocity cannot be
controlled just in terms of the L2-norm of the gradient of it. Li and Liang [16] obtained the
local existence and uniqueness of strong and classical solutions to the 2D Cauchy problem
with the vacuum as a far field density. The key idea in [16] is to control || pu||.», instead

of |||, in terms of || p/?

ul|;2 and || Vu| ;2 by introducing a weight to the initial density.
Recently, Li and Xin [17] showed that the classical solution for 2D Cauchy problem exists
globally in time in the case of small initial energy; furthermore, some large-time decay
rates of solutions are first presented.

In this paper, for 1 <r < co and integer k > 0, we adopt the simplified notations for the

standard homogeneous and inhomogeneous Sobolev spaces
I'=U'®R), D'={feli®): 8]0 <00},  H =1’nD.

The concern of this paper is the existence, uniqueness, and large-time behavior of clas-
sical large solutions to the Cauchy problem (1.1)-(1.3), with the vacuum as a far field state,
even for the compactly supported density.

Theorem 1.1 Define

1/2

X = (e + xz) ln(e + x2). (1.4)

Assume that the initial functions (po, uo) satisfy for a € [3,p)

X po € L' N HY, odPuo € L2, up € D'ND?,
(1.5)
POxxr POxx € LZ; )O(l)/puo € Lp, u€/2 S Dl,
and the following compatibility condition:
—Uthos + Poy = pi/*g,  forsomeg e L*. (1.6)

Then the Cauchy problem (1.1)-(1.3) admits a unique classical solution (p, u), which satis-
fies for any T € (0, 00)

p € C([0, T); L N H?), PeL>(0,T;H?),

Xp e L0, T; L' N HY), pu e L>®(0, T; L' N HY),

uy € L0, T; L N HY),

pYPu e L0, T; L?), 0, (u?'?) € L*(0, T; L?),

¥ lu e L0, T; L> N L™), XMy e IP(0, T; LP N L),
p2i e L0, T; L?), i, € L*(0, T;L?),

20y 8200, L, € L0, T3 L2),

tp?ii € L®(0, T; L?), tii, € L*(0, T;L?),

(1.7)
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where
U=u;+uu, and =i+ u, (1.8)
denote the material derivatives of u and i, respectively.

Remark 1.1 We can check that the solution (p, #) in Theorem 1.1 satisfying (1.7) is in fact
a classical one.

Remark 1.2 We mention [18] by Xin, where the author shows the solution (p,u) €
C([0, T]; H3(R)) must occur with blowup phenomena in the case that the non-trivial initial
density has a compact support.

Remark 1.3 The hypothesis Py,, € L? in (1.5) can be removed when y > 2.

Following some ideas developed by Li and Xin [17] for the multi-dimensional case, N =
2,3, we give the following L"-norm (r > 2) estimate on the pressure.

Corollary 1.1 Let (p, u) be one of the solutions described in Theorem 1.1. Then it satisfies

[ e

This work was initially motivated by Ding et al. [12], where the authors considered the

L dt<C, Vre[2+1/y,+00). 1.9)

global existence of classical solution for the 1D IBV problem. In contrast with [12], the
problem under our consideration lies in an unbounded domain, and thus the L”-norm
of the velocity u could not be dominated just in terms of the L>-norm of the gradient of
it. In this connection, we follow some ideas in [16] and introduce a weight function to the
initial density. However, the usage of a Sobolev embedding inequality in R is very different
from IR2. For this, we use some special properties in one-dimensional space (see (2.18)).
With these preparations, as well as some ideas in [1, 9, 12, 17, 19], we establish the global
existence and uniqueness of the classical solution to the Cauchy problem (1.1)-(1.3).

In the rest of this paper, we first derive some global a priori estimates in Sections 2 and 3.
This is necessary when we extend the local solution to all positive time in Section 4, and
thus complete Theorem 1.1. Finally, Corollary 1.1 is proven in Section 5.

2 Apriori estimates (I)
We suppose that (p, &) is a classical solution to (1.1)-(1.3) over the interval [0, T] with T €
(0, 00). For simplicity reasons, we may choose ||pol|/;1 =1, which implies

No
/_ polw)de > | A; polw)dx = 2.1)

No

for some large number Nj.
First of all, multiplying (1.1); by # and integrating by parts, we get

Lemma 2.1 We have

T
sup (|92 » + IPlls) + fo sl de < C, 2.2)

0<t<T
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where as below C denotes a generic constant depending on 1, y, K, a, and the initial data;

particularly, the expression C(a) emphasizes that C depends on a.
The next lemma derives the bound on the density p(x,t) from above.

Lemma 2.2 We have
ox,t)<C, (xt)eR x[0,+00). (2.3)

Proof The proof is almost exactly the same as that in [19], Lemma 2.3. Here we state the

details for completeness. By (1.1);, one has for ¢ € [0, 00)
lo@],1 = llpollz = 1. (2.4)
Put

()= [ putnidy (25)

We express (1.1), in the form

Ext + (:Ouz)x = (Mux - P)x:

which, along with (1.1);, provides us after integration in variable x with

9 1
&+ pu” =uuy,—P= —M;(Pt +upy) —P.
Hence

d d
E& (X(5%),t) = “n In p(X(¢,%),t) — P(X(t,%), £)
d
<-p—_In p(X(t,x),¢), (2.6)

where X(t,x) is the particle trajectory satisfying

%X(t,x) =u(X(t,x),t), t>0,
X(0,x) = x.

Integration of (2.6) in time gives
wlnp(X(t,%),t) + & (X (%), £) < Inp(x, 0) + £(x,0).
Making use of (1.5), (2.2), (2.4), and (2.5), we find

wlnp(X(¢,%),t) < wlnp(x,0) + £ (x,0) + & (X (£, %), 2)

SMMMW+/MWMM+/MWM
R R
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1/2 1/2 1/2 1/2

SMIOO"—“/OO uOHLZHP()HLl +||p u”LZ”p”Ll
<C.
This finishes the proof. O
Lemma 2.3 We have
T 2
ll24s 1 2 + / |0V, de < C(T). (2.7)
0

Proof Multiplying (1.1), by i and integrating by parts give rise to

d
dt Js

=/Pz'4xdx—uf Uy (Utty), dx
R R

=/paxd -ﬁ/ugdx
R 2 Jr

d
=— Puxdx—/(Pt+(Pu)x)uxdx+fPu§dx—E/uidx
dt Jr R R 2 Jr

d
=—/Puxdx+y/Puf‘dx—ﬁ/uidx, (2.8)

where the last equality comes from

ﬁ|ux|2dx+ f plit? dx
2 R

P; + Puu+ yPu, =0, (2.9)
owing to (1.1);. By virtue of (2.2), (2.3), and the Sobolev inequality, it satisfies

llatx oo + [|Pllzoc
< Cllpsts = Pl + C||P| g
< Cllaallp> + C|| (it = P)ic| 2 + CIPll2 + CIIP| 1o

< C(luxllpz + | 0" ) + C. (2.10)

So, it follows from (2.8) that

d .
E8m+nﬁ%wifcu+anm+MmmMmm;

1 L2
= Cllwellpz + Cllaalizz + = |0 2 (2.11)
where
mn:/(ﬁmm—P%>m (2.12)
r\2
satisfies

nw
ZWA;—mm@sBm§uwm;+am@. (2.13)
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Noting (2.2), (2.3), and (2.13), we integrate (2.11) to get

T T
112
et 2 gy + / [ o120t oy dt < C(T) + C / et 2 gy dts
0 0

which completes the proof in view of the Gronwall inequality and (2.2). g

Lemma 2.4 Forallt € [0, +00),

A
/ p(x,t)dx >

A

(2.14)

N

where A = No(1 + t)In(e + £), and Ny is taken from (2.1).

Proof The idea is borrowed from [17]. Using (2.2) and (2.4), we multiply (1.1); by |x| to
obtain

d
G | plslds = c[Rmm dx < CllpllV2 ] o2, < C.

This together with (1.5) brings about
/ px, t)|x|dx < C(1 +£). (2.15)
R

Define a cut-off function ¢ (x) € C}(R) satisfying

1, |x<1,

4 . 2.1
0, |x>2, |¢1|§C 216)

0<¢lx) <1, wl(x)=[
Multiplied by ¢ (y) with y = nx[(1 + £) In(e + £)] 7}, from (1.1);

d ’ /
— | ppr(y)dx = / PPy dx + / pUQY; Yy dx
dt Jp R R

plxldx oluldx

27 n
2_(1+t)21n(e+t)/R _(1+t)1n(e+t)/R
Cn

> NN
— (Q+¢t)In(e+1)

where the last inequality is due to (2.15) and (2.2). Integrating the above inequality in time
we conclude that

1
/pwl(y)dxzfpowl(nx)dx—cnzE,
R R

This proves (2.14) by choosing 1 = (Np + 4C) 7. a

Our next object is to derive some weighted L? estimate on u, which plays a key role in

our analysis.
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Lemma 2.5 We have for all p € [2,00)

0supTH ux 2|7, < Cp, T)(| 0"7ull?, + | (@), ] 2)- @.17)
<t<

Proof Multiplying (1.1), by p|u|?~2u with p > 2, we obtain

d 4/L(p—1)/ 2\ 12
e 12 il P
; Rp|u| dx + R’(u )x} dx

=2(p—1)/Pu(p’2)/2(up/2)xdx

R

< M/|(up/2)x|2dx+C(p)/leuV’_zdx
p R R

< —2”(’”_1)/|(upfz)x|2dx+C(p)/p|u|de+c,
p R R

where in the last inequality we have used (2.2) and (2.3). Integrating in time leads to

T
lo"ril,, + [ 162, 1 de <t @19

Let

On account of the Poincaré inequality and (2.14), we infer

e No No o No
uI"§4/ ,ow”dx§4/ p|up—up|dx+4/ olul? dx
-Nop -Np -No

No
§C/ |up—ﬁ|dx+C/ plul? dx
- R

No

51W+C(N0)/|(up/2)x|2dx+C/ olulf dx,
2 R R

that is,

N
/ Ou”dxfC(No)/’(up/z)x|2dx+C(No)/p|u|"dx. (2.19)
- R R

No

Next, a straight computation shows for an even number p = 2,4, ...

1-@)u? -1\
2 %dxf/ (1—)u? dx

R x21In” |x| r \xIn|x|
1_ /
d=e) dx—/ A pax

* r xIn |x|
_ p
- (1 - @1)u

) uﬂ/Z(up/Z)
d p/2 2d / ? dx,
<) e x+C/R|(u ),| dx+C ; |ulP dx

r xIn|x|
<lxl=2}
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where ¢ is defined in (2.16). This together with (2.19) gives rise to

_ P
/ (1 (pl)u deC/i(up/z)x|2dx+C/. p|u|pdx’ p:2,4,....
R R R

x21n? |x|
In terms of the Cauchy inequality, (2.20) holds true for all p > 2.

Lemma 2.6 We have

sup ”’_CapHleHl = (1)
0<t<T

Proof 1t follows from (1.1); that
(pa_c“)t + (upa_c“)x = aupx*(Inx),.
Observe (2.18) and the following simple facts:

|0:%] + |9x%| < Cln(e +2?),

| PP n(e +*)|,.. <C, fora<p,

[

and integrate (2.22) to obtain for p > 2

4 pxtdx < C'/ plulx D in(e + %) dx
dat Jr R
< Cllp"7ul, [ 0¥ VPE D (e + %) |
= Cloul,, |8 infes )] [ o)
R
(-Dip
< C</ 0x* dx) ,
R
and hence

sup | px’||, < C(T,p).
0<t<T

Differentiating (2.22) in variable x once more we get

(,oa_c“)xt + u(pa’c“)xx + 2, (,oa_c“)x + px? (uxx - ,u_IPx)

= —u P px" + a[ux,oa_c“(lna'c)x + u(pa'c“)x(lnfc)x + upa'c“(lna_c)xx].

Notice that
P,px® = Kyp" [(pa_c“)x - apa_c“(lna_c)x]

and

“uxx - ,U;lPx“Lz S C”:O”[“L2 S Cle/ZI;t“LP

(p-D/p

Page 8 of 18

(2.20)

(2.21)

(2.22)

(2.23)

(2.24)

(2.25)
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it satisfies from (2.25) after multiplication by 2(px?),

H( Vel 2 = CQ* Nl + [ulin®da] ) [ (05°), [ 2

172

+Clp| o |2

+ Cllpx] (14 fus(tnz)s] oo + i B)ns] c)-

Inequalities (2.7), (2.17)-(2.18), and (2.23) ensure that for p € (2, 00)

|u(in®)s + u(in %)) o
< Cp)|ux?]
< CE)(Jlux] , + [ (x>, [ )

<CE D) (0"l + [ (2), 72 + sl + ™ 2)

=C. D+ @"),[;7)
and that for p =2

|57 oo < CD([|0"2u]| 1o + Nuall12) < C(D).

Thanks to (2.27), (2.7), (2.10), and (2.24), we conclude from (2.26) that

%H(p%‘l)x}hz = O+ o i o+ @) N )+ [ (03), ] 2),

which implies by using (2.7), (2.18), and the Gronwall inequality
(%), | = C(T).
This together with (2.24) finishes the proof.
Lemma 2.7 We have
T
0" + fo it 12, dt < C(T)
and
lotxllzoe + llttaxll 2 < C(T).
Proof Operating 9; + 9,(u-) to (1.1),, using (2.9) and (1.1);, we obtain

:Ol:tt + puux - /’Luxx = _H(|ux|2)x - (Pt + (Pu)x)x + (uxp)x

= _M(|ux|2)x + ¥ (U P)y.

Page 9 of 18

(2.26)

(2.27)

(2.28)

(2.29)

(2.30)

(2.31)
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Integration of (2.31) after multiplication by # leads to

5 dt ||,01/2u||L2 +M||ux||L2 = ,U«/ ’;lx|ux|2dx_7// UuyuyP dx,
R R
which combining with (2.2), (2.3), (2.7), and (2.10) lets us conclude that

d
Enp”zuuﬂ + 1172 < Cllsellfa + CIPI

2 2
< Clluxllzoo |l > + ClIP 12

< C||p"2u|}, + C. (2.32)

Remembering (1.6), we integrate (2.32) to obtain (2.29).
Next, by virtue of (2.21) and (2.29), it follows from (1.1), that

| tnxll 2 < Cue) ”uxx - M_lpx”Lz + 1Pyl 2

< Cllp"u .+ Clpa| 0 <C
which together with (2.10) yields (2.30). O

3 Apriori estimates (Il)
In this section, we derive the higher-order regularity estimates of the solutions.

Lemma 3.1 We have

T
sup_ el + / (|| + lieeel%2) d < C(T). (3.1)
0

0<t<

Proof Multiplying (2.31) by ii leads to

1
—/ ,olillzdx:,u/ ﬂxxﬁdx—u/(luxlz)xﬁdx+y/(uxP)xiidx. (3.2)
2 Jr R R R

We estimate the terms on the right-hand side of (3.2) as follows. First,

xxd = xxa xd = =N . -5 xd
MAuuquu([u+uux 2dt /uux

Second,
—M/(qulz)xildx

R

— f 0t PGt + i)
R
d . . : 2

=n [th| "t A — 200 | 1 (6 — vutay) it d + o | || “ (uity) dx
tJr R R

d
:u—/ qu|212xdx—2M/uxzitidx
dat Jr R
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+21 / U (Uthy)xlhy A% + 4 / |4 (thity)
R R
d
=M—/ |ux|21'4xdx—2,u/ uxitfcdx+2u/(ux)3itxdx.
dt Jr R R

By (2.9), the final term becomes

f (uxP)y 1k dx
R
= —/ U P(it; + uity), dx
R
d ) .9 .
=—— | uyPitydx+ | (#2P + e[ Py + (uP), — Pu,)) dx
+ / Uy Punt, dx — / Pu,(uity), dx
R R

d
=—— / uPit, dx + / (i2P - yit,u Pu,) dx — / it P dx.
dt R R R

Substitute the last three inequalities into (3.2), take (2.2), (2.3), and (2.30) into account,

and we arrive at

d 1
I . 2
_t () + —2 /Rplul dx

< C(1+ llstallzo + 1Plloe) il 72 + C(llellSs + 1PN S6)

< Clliell} + C, (3.3)
where
no.on 2. .
I(t):/<§|ux| — |ty | ux"'ypuxux) dx
R

satisfies

M. .02

leuxlle—Cil(t)SCIIMxIILz+C-

Thanks to (2.29), we multiply (3.3) by ¢ and integrate the resulting expression to deduce

T
. ]2
sup £]|ie]| +/ t]| o't dt < C(T). (3.4)
0

0<t<T
It follows from (2.31) that
lldtxll 12 < Cllpiill 2 + C(llsxllzoo + 1Pllzoe ) (Ilhaell 2 + 1Pl 2)

< C”pllzii”Lz + Cllttall 2 + C”p"_ca ”H1

= ("] +1) 65)



Liang and Lu Boundary Value Problems (2015) 2015:100 Page 12 of 18

in which (2.2), (2.3), (2.21), and (2.30) have been used. Integrating (3.5) gives

T
/ Elitesl% di < C(T),
0

owing to (3.4). O

Lemma 3.2 We have

sup (Il pxellz2 + I Paxll 2 + tllttaaxll72) < C(T). (3.6)
0<t<T

Proof Differentiating (1.1); with respect to x twice we get

Pxxt = —UPxxx — 3ux;0xx - 3uxx,0x — Uxxx P>

which satisfies after multiplication by 2,

T lPuxlliz = Cllttlliooll puellz2 + Cllpxllzoe ttallzz + Cliolloe |t 2

< Cllpxxllpz + Cllttanxll 2 + C, (3.7)

where the last inequality follows from (2.3), (2.21), and (2.30).
A similar argument to (3.7) lets us deduce from (2.9) that

dit”Pxx”Lz < CllPxxllz2 + Cllttaxxl 12 + C. (3.8)
In order to examine ||u,,|;2, we differentiate (1.1); and obtain
Mlhxy = Pxlh + Plhy + Pry,
which, along with (2.3), (2.21), (2.28), and (2.29), leads us to conclude

lotasall 2 < C(Ilpsttll 2 + I pitall 2 + 1 Paxll 2)

IA

C(| 0% | %] oo + Nlitcllz2 + 11Pexl )
< C1+ lltell 2 + 1Pl 2)- (3.9)
Once (3.9) is obtained, inequalities (3.7) and (3.8) imply that
d .
E(HPMHLZ + ||Pxx||L2) =< C(||,0xx||L2 + ”Pxx“Lz) + Cllige|l 2 + C,

which generates by using (2.29) and the Gronwall inequality
loxxllz2 + I1Prxll2 < C(T). (3.10)
As a result of (3.10) and (3.1), we have from (3.9)
Hlthane |17 < C(T).

This inequality as well as (3.10) completes the proof. d
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Lemma 3.3 We have

T
sup (| Vi) + [ 2N de < (3.11)
<t< 0

Proof Utilizing (1.1); and (2.9), operating by 9; + 9,(u-) to (2.31), it yields after a straight-
forward but tedious calculation

,012;: + puux - l/”./ixx = _3M(uxux)x + Zﬂ(ui)x + V(Pux)x - )/()/ + 1) (ugch)xﬁ

which gives after multiplication by i

p|ﬁ|2dx+u/ iy 2 dx
R

=3pL/ iixuxitxdx—2u/ iixuidx—y/ Uyt Pdx + v (y +1)/ iixuchdx,
R R R R

2dt Jy

from which, together with (2.3), (2.7), (2.30), and the Cauchy inequality, one deduces

d 12 .. .
S0l + ikl < €+ Cllinel - (3.12)
Recalling (3.1), integration of (3.12) and multiplication by £? yields
) T
2o il} + [ Pl de < ()
0
Consequently, it follows from (3.5) that

sup litxll2 < C(T).
0<t<T

The proof is finished. 0

4 Proof of Theorem 1.1
Now we are ready to prove Theorem 1.1. For this we first state the local-in-time existence
and uniqueness of the classical solution to (1.1)-(1.3).

Lemma 4.1 Under the hypotheses in Theorem 1.1, the Cauchy problem (1.1)-(1.3) admits
a unique classical solution (p, u) over R x (0, T] for some small T, > 0, which satisfies the
properties (1.7).

Proof The existence part is exactly the same procedure as in [16]. For the sake of brevity,
we only prove the uniqueness. Assume that (p, %) and (p, %) are two different solutions
with the identical initial data. Minus (1.1), satisfied by (p, #) and (p, &) yields

pUy; + pully — plyy = —pUit, — H(ity + uidy) — (P(,O) - P(/S)) (4.1)

x’
with

H=p-p, U=u-u.
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By virtue of (1.7), we multiply (4.1) by U and conclude

i 2 2
dt/]R,oL[ dx+,tL/H;dex
=< C‘/R,ouzdx+ C/R \H||U ||| dox + C”P(P) —P(ﬁ)| iz; (4.2)
where i = i1, + iii1,. Holder’s inequality together with (2.28) and (2.29) shows
/RIHIIUIIftldx < Cllaa™ | o |HR| 2 | UE™ 2
< Ce) 1+ litell2) | HE 2 + £ (] 072U 12 + NLLZ). (4.3)
Next, from the mass equation we have
H; +uH, + Hu, + pU, + Up, = 0.
Multiplied by Hx*, it satisfies
d . o2 _ ___ (2
I = Cll ] o + 557 o) [ HE] 2
+ CHR | o (| 0% oo Nl z2 + [ UE o | % ] 12)
< CEL+ [ (@), ,2) [HZ 32 + e (1172 + | 02U ), (4.4)
where the second inequality comes from (2.2), (2.21), (2.27), (2.28), and (2.30). O

Remark 4.1 The restriction 4 > 3 is from (4.4), i.e.,
[#p:l 2 = Cl#pll 0 = Clxp]l,n = €
Substituting (4.2) and (4.3) into (4.4), choosing & small, we discover
d 7212 12772 2
2 I I+ o] o) + L
< CUliteliz + | @) o) (1HE 2 + 10U 2) + CPG) - PG 45)
One deduces from (2.9) that
(P(p) - P(p)), + u(P(p) = P(p)),, + UP(p)x + y (P(p) — P(p)) i + y P(p)Uy = O,
which gives rise to
%Up(m =P(p)] ;2 = C[[P(0) = P(B) > + CllUill2 + C|| o™ U .-

Hence,

|P(p) - P(p)|,» <C /0 (I1Ullz2 + | oMU | ) ds. (4.6)
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Inserting (4.6) back into (4.5) yields

d - .
EGS C(l + ||Mx||L2 + || (u2)x ”LZ)G’

with
t
G(t) = |HZ| . + | 0] +/0 (o™t} + 1Us117,) ds.

In view of (2.18) and (2.29), from the Gronwall inequality one concludes G(¢) = 0, which
implies that H(x, t) = U(x, t) = 0 almost everywhere (x,£) € R x (0, T).

Next we show that the solution exists globally in time. Suppose T* > T is the maximal
time of existence. We claim that

T* = o0. (4.7)

If (4.7) is violated, i.e., T* < 0o. Then the a priori estimates in Sections 2 and 3 guarantee
that the conditions (1.5) make sense at 7 = T*, and, moreover, the compatibility condition
(1.6) could be replaced by

_/'L”xx( ’ T*) + Px(x’ T*) = )01/2 (x, T*)g*,

with g* = —p'2ii(x, T*) € L*. However, the local existence result Lemma 4.1 tells that (p, u)
could be extended to (0, T* + T,] with another small T, > 0. The contradiction implies that
(4.7) is true, and thus Theorem 1.1 is completed.

5 Proof of Corollary 1.1
In this final section the generic constant C is independent of T'. Following [15], we define

T

L2

AlT) = sup ollull?, +f o o], dt
te[0,T) 0

and

T
12 .
Ay(T) = sup 02||p1/2uHL2+/ 62||ux||i2 dt,

tel0,T 0

]

where o € min{t, 1}.
Remember (2.8); one has

d

B(t)+/p|u|2dx:y/1>|ux|2dx-ﬁ/uﬁdx, (5.1)

where B(¢) is taken from (2.12). Multiplied by o, it yields from (5.1) after integration
T T
A(T) < Co||P|2, + C/ o'B(t) dt + C/ J/(P|ux|2 + |ux?) dxdt
0 0 R
T T
<C|P|?, + Cf | ? dt + C/ 0/ || dx dt
0 0 R

T
<C+ C/ o lluxll?; dt, (5.2)
0
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where we have used (2.2), (2.3), and (2.13). If we multiply (2.32) by o2, we obtain
T
AxT) =CANT) + € [ o (Il + 1PIE) . (53)
0

In view of and (1.1); and (2.3), the Sobolev inequality ensures that

lexllzs < Clipaaas = Plla + CIIPl 4
< Clipirllz2 (Ilusll7> + I1PII72) + CIPIILs

< C||pl/21'4||Lz(||ux||iz +1P13,) + CIIP|I s
By this we estimate
T T
Cf 02 |lux s dt < C/ 02[”01/251”Lz(||ux||i2 + ||P||22) +1PN}s] dt
0 0
T
< CAV(T)AY(T) fo o2 12, dit

T
+CAL(T) + / o(IPN1S, + IIPll7.) dt
0

=

T
Ao(T) + CAL(T) + / o (IPI%, + [1PI1%) dt,
0

N | =

which guarantees that (5.3) satisfies
T
Ay =CaD)+ [ 02121 + 1P de
0
T T
<C+ C/ o llolls dt+/ o> (IP1%, + IPIl}s) dt, (5.4)
0 0

where in the second inequality we have used (5.2).
In order to examine the last term on the right hand-side of (5.4), we integrate (1.1), and

obtain

X

Pt = s~ [ pit
which implies

P(x,t) < plux| + [|pitllp < plual + | 072 -

By this we compute

/P(2y+l)/y:1<1/y/pp2
R R

<c [ pluiec [ ool
R R

< Cllua|%, + C|| oY% . (5.5)



Liang and Lu Boundary Value Problems (2015) 2015:100 Page 17 of 18

Because of y > 1, combination of (2.3) and (5.5) gives
”p”i3 < / pey+ily ply-Dly
R
<c [ P < iy + ol
R
and thus

IPI3> + IPIjs < CIPIZ. (IPI7 +1)

.2
< C|IPll}s < CIPIP}s < Clluxl}s + C|| 0"t 2 (5.6)

Inserting (5.6) into (5.4), using (2.2), (5.2), and the definition of A;(T’), we obtain
T
A|T)+Ay(T) < C+ c/ o [|uxll?5 dt. (5.7)
0

It is only left for us to deal with fOT o ||ty ||i3 dt. Notice that

loxller < Cllpetas = Pllzr + ClIP|

L (r=2)]
< Cllpiel 572" (lux 24 + 1PI2Y) + CIIPl

.|| (r=2)/
<Cllp"ul| s (Nl 2y + |1PIZY) + CIPllr (r=3,4). (5.8)

This, along with (2.2) and (5.5), guarantees that

a(T) a(T)
Cf o lluell3s dt < C/ o | o] 2 (el 72 + |1PII72) di+ C
0 0

o(T)
< CAY(o(T)) / (luegllZs + |PI%) de + C
0

< CAY*(o(T)) + C < eAx(T) + C (5.9)

and that
T
C/ o luxl?; dt
o(T)

T T
< / lagll dt + Ce) / it 12 dt
o G(T)

(1)

T
<e f (T)(Hp“zuniz a2 + || 0720 12 IPIZ, + 1PI%) + Cle)

T

58<A2<T)+A1(T)+ / ||P||§4) + Cle)

(1)

< &(Ax(T) + Ai(T)) + Cle), (5.10)

where in the last inequality we have used (5.6).
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Substituting (5.9) and (5.10) back into (5.7), and selecting ¢ so small as to
A +A4, <C. (5.11)

Having (5.11) in hand, we use (2.2), (2.3), and (5.5) to get

oo (2y+1)/ * * 2
N ,
/ IPIl; 30y, dt < C+ / lluas |17, At + / | "2, de < C.
0 1 1

This together with (2.3) yields (1.9) as desired.
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