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Abstract

The solution of the Stokes problem in a polygonal domain of R? is in general not
regular. But it can be written as the sum of a regular part and a linear combination of
singular functions. We propose a numerical analysis of the Strang and Fix algorithm
by mortar spectral element methods which leads to an Inf-Sup condition on the
pressure in a non-conforming decomposition. We prove optimal error estimates for
the velocity and the pressure.
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1 Introduction

In a polygonal domain of R?, the solution of the Stokes problem is decomposed into a reg-
ular part and a singular one. Since the singular functions of elliptic problem of fourth order
(bilaplacian with homogeneous boundary conditions) are explicitly known (see [1, 2]), we
deduce the singularities of the velocity and the pressure [3]. For the approximation of these
singular functions we mention the work of Babuska and Suri [4] for the p-version of the fi-
nite elements method. In their work [5], Bernardi and Maday extended the approximation
to the spectral method. They proved that the polynomial approximation order is double
contrary to what is expected by the general approximation theory.

This work is an extension of our previous one where we dealt with Laplacian opera-
tor [6]. We carried out the numerical analysis of the mortar spectral element method for
the stokes problem. The domain is decomposed into a union of finite number of disjoint
rectangles. The discrete functions are polynomials of high degree on each rectangle and
are enforced to satisfy a matching condition on the interfaces. This technique is non-
conforming because the discrete functions are not continuous. We refer to Bernardi et
al. [7] for the introduction of the mortar spectral element method.

We define the discrete spaces of the velocity and the pressure. The latter is free of spu-
rious modes since we adopt the Py x Py_y method. We prove the Inf-Sup condition in a
non-conforming geometry [8]. We also prove that the order of the error is doubled if we
consider separately the regular part and the two first singular functions of the velocity and
the pressure. We handle the Strang and Fix algorithm [9] that permits one to add the first
singular function to the discrete space of the velocity. This algorithm was widely used for
the finite element method (see [4, 10, 11]).

We define the discrete problem with two bilinear forms. The bilinear form, defined only
in the velocity space, contains singular integrals. This integrals are not well estimated by
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the Gauss-Lobatto quadrature formula on each sub-domain. We prove that the continuity
and the coercivity of the bilinear form which are obtained by two different equivalent
norms. The equivalence constant tends to 0 when N tends to infinity. When using the
continuity norm, we prove two Inf-Sup conditions on the two bilinear forms. One of them
is proven on the kernel, the other gives the compatibility between the new space of the
velocity and the pressure space. We obtain an optimal estimation of the error with the
norm H' which is the approximation order of the second singular function.

An outline of this paper is as follows. In Section 2, we present the geometry of the do-
main and the continuous problem. In Section 3, we define the discrete problem. Section 4
is devoted to the numerical analysis and the error estimation of the mortar spectral ele-
ment method of the Strang and Fix algorithm. Finally, in Section 5, we conclude our paper.

2 Geometry of the domain and continuous problem
We denote by Q a polygonal domain in R? such that there exist a finite number of open
rectangles Q, 1 < k <K, satisfying

K
S_Z:US_Zk and N =0 fork#l, (2.1)

and such that the intersection of each €,1 < k < K, with the boundary 9€2 is either empty
or a corner or one of several entire edges of ©2x. We choose the coordinate axes parallel to
the edge of the ;. We are interested in non-convex domains; we assume that there exists
an angle equal either to 37” or to 27 (case of the crack). Handling the singular function is a
local process, so that there is no restriction on the supposition that the non-convex corner

is unique.

Assumption1 Let w be the value of the non-convex angle equal either to 37” orto2m,abe
the corresponding corner of Q and A be the open domain in € such that A is the union
of the Q which contains a. We choose the origin of the coordinate axes at the point a, we
introduce a system of polar coordinates (r,0) where r stands for the distance starting from
a and 6 is such that the line 6 = 0 contains an edge of 2. For reasons which will appear
later, we are led to assume the following. If the intersection of Qrand Q, k #1, contains a,
it contains either or both an edge of € and ;.

We consider the velocity-pressure formulation of the Stokes problem on the domain €.
Find the velocity u and the pressure p such that

—-vAu+Vp=f inQ,
diva=0 in Q, (2.2)
u=0 onTl,

v is the viscosity of the fluid that we suppose to be a positive constant, f is the data which
represents a density of body forces. Then for f in [H71(2)]?, the functional spaces are
[H}(2)]? for the velocity and L3(2) for the pressure where

L?,(SZ) = {qeLz(Q),/ q(x)dxdy:O}.
Q

The problem (2.2) is equivalent to the following variational formulation.
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For f in [H}(Q)]?, find u in [H}(£2)]? and p in L3(L2) such that for all v in [H}(2)]* and
for all g in L2(Q):

{ a(w,v) + b(v,p) = (f,v), (2.3)

where

a(u,v) = v‘/QVqudxdy
and

b(u,q) = - A(div u)q dxdy,

where the (-,-) denotes the duality pairing between H~1(£2) and H}(2). The bilinear form
a(-,-) is continuous on the space [H}(2)]? x [HA(£2)]? and elliptic on [H}(€2)]2. The bilinear
form b(-,-) is continuous and verifies the following Inf-Sup condition [12, 13]: there exists
a positive constant 8 such that

b(v,
Vq € Lg(Q), sup M
verrp@pz Wl @p

> Bllgl 2

Then we conclude that for all f in the space [H~1(R2)]?, the problem (2.3) has a unique
solution (u, p) in [H}(2)]*> x L3(2). This solution verifies the following stability condition
([14], Chapter 1):

Il + Bllpl2@) < Clifll-1@)2s (2.4)
where C is a positive constant.

3 The discrete problem

In this section, we recall some basic notions related to the spectral element method and
the mortar matching condition. Since the discretization is essentially a Galerkin method,
we have to define the discrete space and give the quadrature formula which is used to
compute the integrals of polynomials.

The discretization parameter is a K-tuple of integers Nj, ..., and N larger than or equal
to 2, denoted by 8. For any nonnegative integer » and for 1 < k < K, we denote by P, ()
the space of polynomials on €2, such that their degree with respect to each variable x
and y is less than or equal to n. The restriction of discrete functions to €2; will belong to
Px;, (€2k). Let us recall the Gauss-Lobatto quadrature formula, for any positive integer n:
there exists a unique set of (# + 1) nodes & = -1, &, =1, -‘3;" el-1,1[,1<j<(n-1),and
of (n + 1) positive weights p;', 0 <j < n, such that the following equality holds for any
polynomial ¢ with degree less than or equal to 21 -1,

1 n
/1 p@)dz=> $(&")p]. 3.1)
. <
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If T* denotes an affine mapping from ]-1,1[% onto £, we define a bilinear form on con-
tinuous functions on Q; by

Ni Ni

67 = LSS o) (6% (o) 65 (32)

i=0 j=0

where | Q| stands for the area of .

We need some more notations to enforce the matching condition. Let ,/ be the set of
all the corners of the 2, 1 < k < K. We denote by %1 <j < 4 the edges of ; and
yM = Qi N Qy, k #1. We make the further assumption that the boundary 9Q consists of
entire edges of the ;. We introduce the skeleton of the decomposition:

K
S= (U aszk> \a Q, (3.3)
k=1

and we assume that it is a disjoint union of mortars (y,,), 1 < m < M (M is a positive

integer),
M
S:Uym and Y, Nyw =0 form#m, (3.4)
m=1

where each mortar y,, is an entire edge of one rectangle €2, denoted by 2. For any
nonnegative integer z and for any segment y, we denote by P, (y) the space of polynomials
with degree less than or equal to # on y. The mortar space Wj is then defined by
Ws = {¢ € L*(S)/Vm,1 < m < M, ¢/,,, € Py, (vm)}- (3.5)

The space X; is then defined as in the standard mortar method ([7], Chapter 3, Section 1).
It represents the space of function vs in L2(R2) such that

« the restriction of vs to €, 1 < k < K, belongs to Py, (),

« V5 vanishes on 92,

« the mortar function ¢ defined on S by

Oy = Vsl Qo) VYms 1 <m <M,
verifies, for 1 < k < K and for any edge I" of Q contained in S,
Y ePyall), [ lay - @) =0, (36)
Let the space
X5 ={vs € Xs/vsi0, € Pnpa (), 1 <k <K}.

Then we define Y5 = X5 x X; as the discrete space of the velocity. Later we will need to
define the space Y; = Xj x Xj. For the discrete pressure we consider the space

M;s = {Pa € L*(Q)/psio, € P —2(Q%) and /ps(x,y) dxdy = 0}'
Q
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This corresponds to the case where the pressure has no spurious modes [15]. The space
Y; is provided by the norm || - || defined by

K 1/2
vl = (Z ||Va/9k||[H1(szk)]2) :
k=1
We define the following scalar product on €2, for all # and v continuous on each Qi
K
(I/l, V)5 = Z(ur V)Nk-
k=1

The discrete bilinear forms are defined as follows: for all # and v, in X
as(u,v) = (Vu, Vv)s

and for w, in X; and ¢, in Ms,
bs(w,q) = —(divw, q)s.

Then we define the discrete problem. For the data f = (f;,f;) continuous on €, find us =
(¢51, Usp) in the space Y; and p; in the space M; such that, for all ws = (ws1, wsp) in Ys and
for all g5 in M

as(us, ws) + bs(ws, ps) = (£, ws)s,

3.7
bs(us,qs) = 0, &7)

where as(us, ws) = as(us1, we1) + as(us2, wsz) and (£, ws)s = (fi, we1)s + (f2, ws2)s. The bilin-
ear form a;(-, ) is continuous and elliptic on the space Y; with a norm and a constant of
ellipticity independent of §. The bilinear form bs(-,-) is continuous on Y; x Mj;, and its
norm is independent of §. Indeed, by the exactness of the quadrature formula on each
sub-domain €2, we conclude that for all w; in Y and for all g5 in M

K
bs(ws, q5) = — Z/ divwso, qs/0, dxdy = b(ws, q5).
k=1 %

To show that the problem (3.7) is well posed, we need to verify the existence of a global
Inf-Sup condition of the form bs(, -).
For g5 € M, let gy = 95/ forall k,1 <k <K, g is decomposed as

Gk = Gk + i (3.8)

where gx € Mi(Q2%) = Pr—2(S2%) N L3(Q%) and g = \Q%Affquk(x’y) dx dy. We consider the
space

Yi(S%) = {vi € [Hl(Qk)]z;Vk € [PNk(Qk)]Z: Vijaenae =0}

We know that there is a local discrete Inf-Sup condition verified by the restriction of bs(-, -)
on Y (2) x My (S2) ([16], Chapter IV, Proposition 7.2).
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Then using an argument of Boland and Nicolaides [17], we prove the global Inf-Sup
condition. Since g5 € M;, thus Zleék|§2k| = 0. By the local Inf-Sup condition, we deduce
that there exists v € Yy () satisfying

(divVi)ge dx = =11Gxll7> g, (3.9)
Q

and

- 1 .
Vil 2 < E”qk”LZ(Qk)' (3.10)
This reduces the problem dealing with the constant pressure on sub-domains, where we
define the space below:

K

M(Q) = {q = (§)1<k<x €RY, / gdx = qu|szk| =0!. (3.11)
Q k=1

For an integer 7, let X; be the reduced space for the velocity. Xj is the set of the functions
v such that

« forall k,1 < k <K, the restriction of v on €4 belongs to Py_2)(€2);

* Vig,s 1 <k <K, vanisheson 92, NT;

« the function v is continuous on 2.

We consider Y; = X; x X, and we note that the condition of continuity is sufficient to
have the space X; included in the mortar space. The main idea is to prove that the spaces
X; and M are compatible under an Inf-Sup condition for an appropriate choice of I. Since
these spaces are for finite dimension and do not depend on the discretization, we need
to prove that the pressure has no spurious modes. We begin by announcing the following
lemma (see [8] for the proof).

Lemma 3.1 There exists an integer ] not depending on the decomposition such that the set
of the functions q of M for which

YweY, bv,g)=0 (3.12)
is reduced to {0}.
The result of the global Inf-Sup condition is given by the following proposition.

Proposition 3.2 For all g5 in Ms,

bs(Ws,45)
sup 0800 S 115 2y (3.13)
wseYs ”WS”

where Bs = inf(ﬁ), 1<k<K.
k

Proof From Lemma 3.1 we conclude that if 7 in M there exists v in Y,; such that

[ wivorads -1, (3.14)
Q
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and

VIl < Gillgllzg), (3.15)

where C; is a constant independent of §.
With g; € Ms, we associate the function v; € Y5 such that

Vs, = Ve/ + Vi (3.16)
for a fixed constant oy.

Using an argument of Boland and Nicolaides, we find the value of o such that (vs, gs)
satisfies the Inf-Sup condition,

bs(vs,qs) = —/ gs divvs dx
Q

K
==Y | @+ 30 divivig, + i) dx
k=1 7 S%

K
= —Z(ak(/ qr divvi dx + / Z]kdivﬁkdx)>
k=1 S S
K
+ Z(/ qrdivvdx +/ qk didex). (3.17)
k=1 \Y% %

We evaluate each term of the equality (3.17).
1) kaqk div vy dx.
Since gy is a constant, this implies that

/ ékdin’kdx=ék/ din'kdxzc_]k/ Vi -ndt =0,
Qp Qe

Q2

since Vi € Y (Qx).
(2) fgkék div {'k dx.
According to (3.9)

/ G div e dx = =Gl (3.18)
Qp

B3) Y, Jo, @ divs dx.
From (3.14) we have

K
> / Grdivydx = 135117 g (3.19)
k=1" %

We insert (3.18) and (3.19) in (3.17) and obtain

K

bs(vs, qs) = Z(aknéknizmk, - / Gr div s dx) + 17117,
k=1 S
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and from (3.15) we have

S o, 17117
by @) < 3\ @il gy = 5 182y ) + —5
k=1

Then if oy = Clz, considering (3.8), and that gx and gx are orthogonal in the sense of the
scalar product of L%($2;), we have

1451122 ) = 13122y + 135122
implying that
bS(VB) %) = ||% ”22(9)'

From (3.15) we bound v,

K % K %
- ~ 2
lIvsl < (Z||vmk||ﬁ,,1mknz) SC(Z{”%“Lz(gk)+C12||Vk/Qk||[H1(Qk)]2} ) ,

k=1 k=1

and from (3.10) we conclude that

K C2 2 %
Ivsll < c(Z{ 1570, 22 + ﬁ—;lléllemk)} )

k=1

e 2\ 3
<C Z{Sup<1,ﬁ_>”q8/9k”L2(Qk)} :
k=1 k

2
If B¢ = sup(l, ;—]1(), then
Ivsll < C sup (B7)lgsllz2(q)
1<k<K

which completes the demonstration. d

Proposition 3.3 For all f in [L*(Q2)]?, the problem (2.2) has a unique solution (us, ps) in
Ys x M; verifying

lusll + Bsllpsliize) < Clifllz2)2-
We consider the discrete kernel of the bilinear form b;(-, )
Vi = {vs € Y5, b5(vs,q5) = 0,Yqs € Ms}.
We have the case of the approximation of a saddle point problem by non-conforming dis-

cretization. Using Strang’s lemma we consider the following error estimate ([18], Chap-
ter 16) and ([19], Chapter 1, Section 4).



Chorfi Boundary Value Problems (2015) 2015:130 Page 9 of 20

Proposition 3.4 Let f such that fiq, belongs to [HPx ()12, px > 1. The error estimate be-
tween the solution (u,p) of the continuous problem (2.2) and the solution (us,ps) of the
discrete problem (3.7) is as follows:

la—wsll + Bsllp — ps iz = C( inf [lu—vs| + inf [p-gsll2)
vseVs qs €M

K
+ Y NIl )

k=1
ZK: K: kl(_V?_u + pn)[ws]
+ sup ko1l ly on , (3.20)
wseVs ”w5 ”

where C is a constant independent of 8, the [ws| represents the jump of ws through y*'.

To estimate each term in the inequality (3.20), we start by estimating the best approxi-
mation of the velocity by elements of the kernel V. We introduce the orthogonal projec-
tion operator [1%, from H3(2) to ]P’Iz\‘[o (€2), the space of polynomial functions vanishing with
its normal derivative on the boundary of €. 1:112\, preserves the trace, the trace of the nor-
mal derivative on I', and the values on the corners; see ([20], Chapter II) for the properties
of this operator. Let us consider the following lemma; see ([20], Chapter II, Theorem 6.2)
for its proof.

Lemma 3.5 For any real number s such that s > 4, there exists a positive constant C such
that for any function v in the space H*(2) N H3(2) we have

lv-11%v| e S CNZ* V|| s (3.21)

We introduce the lifting operator Ry stable for the norm H2(2). We consider the following
lemma; see [21] for its proof.

Lemma 3.6 For all edge y of Q with a measure different of zero, there exists a lifting op-
erator Ry from P (y) x IP’IZ\’,O()/), to Pn(R) such that V¢ = (g0, 1) € PY(y) x P*0(y) we
have

Yk iny,

K _
RN@) =1 on Q\y,

where k € {0,1}, and for all real s such that % <s< g,

J&w(@) )

<
iy < Cllgol oy +lenll g

The following proposition gives us the error bound of the best approximation.

Proposition 3.7 We suppose that the geometry of the decomposition is conforming, then

K

inf Jlu-vsl| <Y N *|lullps . 3.22
Jnf | an_; ¢l @2 (322)
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Proof The demonstration involves to associate the stream function of u. On each sub-
domain 2, we apply a first approximation of u and then adjust to satisfy the condition on
the interfaces.

Let u belongs to [H*(2;)]? for s > 3, div(u) = 0 then there exists a stream function ¥ in
H**Y(Qy) N H3(S2%) such that [19]

u = curl(y)
and
1V /o ks (o) < Clu/gy llims@p2-
We define 5 = (1/f§‘ ) such that
vy =13, (W /),
where ﬁ?\,k is the projection operator defined in Lemma 3.5, then
uf = curl(y)
and it satisfies
|w/, - ui]| Hi@?2 = | curl(y) - curl(y;) | Hi@Qu2 = v - vy ||H2(Qk)
and by Lemma 3.5
[w/ey —uf] Q)2 = CN vy ||Hs+1(szk)'
which gives us
/e, —uj]| (@2 = CNE /oy s g2 (3.23)

us = (ulg ) is a good approximation of u on each €, but it does not check the compatibility
condition on the interfaces. To find a solution, we define on each mortar y,,, r§’ by

k(m) (7= =9 (0 :
| RN (R (00), TI, (52)) in Qe
S ) on 2\,
where Rﬁ}:’) is the traces lifting operator on €24, deduced from Ry, by translation and
dilation; see Lemma 3.6.
We check that vs = us + curl(r}") is in the space Y5. We obtain the next estimation:

7 iy = (1051,

H Y5
+ —
on

. =2
RCEL AT

Ym Ym

=0\ 0V
+”(ld—l_1?\[k)w % )
H()o(Vm)

3
HOZO (vm)
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According to the definition of the operator [1> we obtain

|75 12000 = CNET I sy < N @l sy (3.24)

and applying the triangle inequality we have

lw=vsll < lu—wsll + Y ewrl (") [ g0 < T =wsll+ Y 751200,
meM meM

and we conclude by (3.23) and (3.24). O

In the case of the non-conforming decomposition of €2, we know (see [19] Chapter III,
Section 1) that

. -1,
inf |Jlu-vs]| <CN2 inf |lu-vs]|,
vseVs VsEYs

where N = sup(Ny), 1 < k < K, and since we have an optimal estimation of inf, cx; [lu—vs||

(see [7]),
K
Jnf llu=vsll = C 3N w2
k=1

The positive number s is the global regularity of u in the neighborhood of a, u is in the
space [H*(2)]? for s < 1 + n(w) [3], then

K
1 -
inf |lu-vs|l <C N2 N s (3.25)

V,
o€ k=1

In this case we lose N2 on the error of the best approximation of u by elements of the
space V;. However, decomposing u into a regular part plus a singular part, we find an
optimal error estimate.

For the error of the best approximation of p by elements of the space Mj, for any positive
real s, such that s <1 + n(w):

K

nf 1lp = as1l120) kZ Pl T[T (3.26)

The last term of (3.20) is the error due to the nonconformity of the method. This error has
the same order as the errors of the best approximation of u, by elements of the space Y5,
and of p, by the elements of the space M; [7]. Thus by combining (3.25) and (3.26), we
may conclude by the following theorem.

Theorem 3.8 Let f in [H**(Q)]%, s > 0, such that £/, belongs to [H*(2)]* where pi > 1,
then for all € positive, the error between the solution (w, p) of the continuous problem (2.2)
and the solution (us, ps) of the discrete problem (3.7) is

-1 -0,
lw—wsll + Bsllp - pslly2i) < CNZ s {ZNk ¢ ZN "k] [{[rs (327)
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where oy is given by

s—1 if Q contains no corner of Q,
ox = {inf{s —1,2.739 — €} if Q contains no corner different of a,
inf{s —1,n(w) —€}  if U contains a.

Remark 3.9 For a regular data function f, N = inf;<4<x Ny and o = 37” then for all € pos-
itive we obtain an order of convergence N¢~944484 for non-conforming decomposition.
However, in the conforming case (3.27) will not contain the term N %; the order of con-
vergence is N¢ 0544484,

We decompose (u,p) as a regular part plus a linear combination of its k first singular
functions (S;,Sy:), i € {1,..., k}, where k is an integer [3]

u=u, +A1S; + A28y + - -+ + Ak Sk
and

p=prt ﬂlspl + IBZSpZ +-- ,BkSpk'

The (A, B:), i € {1,...,k} are the singular coefficients associated to (S;, S,;). To improve the
order of the error, we need to estimate separately each of the following terms:

o infy;ev; [lay = vsl;

o infpsenss |- = Psllize);

o infy;evy ISi — vsll;

o infy ent; 1Spi — psll2(q)

K K fi)
u Lke12 ko1 Sy ngy VP Ws 19, ~Ws 1)
*
Pwsevs wsl '

The estimation of the two first terms is immediate from (3.25) and (3.26), for a positive

real s such that s <1 + ng(w),

K
_ 1
inf —vs| <CNz Y N}°* S()12s 2
Jnf flw— v < C ; pl R e (3.28)
K
inf ||p, — <CY Nprlps-1q,)- 3.29
nf oy =Pl = Y ONEIpl ey (3.29)

k=1

The estimation of the third and fourth terms is given by the following lemma.

Lemma 3.10 For all € positive, there exist a function vs in Ys and ps in My such that

IS; — vs|| < CNe2mi(@), (3.30)
ISpi — psll 2y < CN<21(@), (3.31)
forie{l,... .k}

Proof Since the support of the cut-off function is included in A, we will restrict the num-

ber to rectangles contained in A, three for » = 37” and four for the crack. We suppose
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that the degree of the polynomials on the rectangles included in A is the same. Since
div(S;) = 0, there exists ¢ such that S; = curl(¢gs;). We know that ¢g(r,0) = r*7y,(9) in
the neighborhood of a where v is in C*°(]0, w[) ([1], Chapter V). Using the results of the
approximation of singular functions there exists g5 in Y5, which gives us a double order
on the convergence for the approximation of ¢; (see [5], Remark 18),

vs = curl(gs),
thus
IS; = vsll < CN<2), O
To estimate the last term, we know that the jump (ws,q, — Ws/,) vanishes on the edges

contained in A by the conformity assumption (u, p) is equal to (u,, p,) on Q \ A. Then, for
s<1+m(w),

K K ')
SR Sagne (Ve + pn)lwslde

sup
wseVy ”w5 ”
K x K
< c(ZN;-SnuAmsmk) £y Nkl-suprnm-mk)). (3.32)
k=1 k=1

We remark that the order of convergence is determined by the order of convergence of the
first singular function. To improve the estimation (3.32) we need to push the decomposi-
tion of u to find an integer k such that (nx(w) — %) > 2n1(w).

By collecting (3.28), (3.29), (3.30), (3.31), and (3.32) in (3.20), we announce the following

theorem.

Theorem 3.11 Let f in [H**(Q2)]%, s > 0, such that f/q, belongs to [H*(Q)]* where py > 1,
then, for all € positive, the error between the solution (u, p) of the continuous problem (2.2)
and the solution (us, ps) of the discrete problem (3.7) is

K K
= sl + Bsllp - psll ) < cSup{ZNk"& D> N ] 11l rz5-2 @2 (3.33)
k=1 k=1
where oy is given by
s—1 if Q contains no corner of Qu;

ox = {inf{s —1,2.739 — €}  if Qi contains no corner different of a;
inf{s — 1,n(w) — €}  if U contains a.

Remark 3.12 For a regular data function £, let N = inf; <4 <x Nk, then for all € positive

« the convergence in the case of the velocity is N¢~! for @ = 27;

37
=

Compared with the results of Remark 3.9 it is clear that the order of convergence is im-

« the convergence in the case of the velocity is N¢~10888 for ¢ =

proved.
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4 Algorithm of Strang and Fix

4.1 The discrete problem

In this section, we will enlarge the discrete space of the velocity Ys. We keep the space M;
3

for the pressure. We will only handle the case where w = =F.

Let S; = (S],S?) the first singular function of the velocity [3], we define the space Y,
Yy =Y; + RS, (4.1)
if uj is in Y5 there exist us in Y5 and A; in R such that
uj =us +A1S;.

Since S; belongs to [H'(£2)]?, we define the following norm on the space Y5 for all u} =
us + )\151 in Y{g*:

2 2 2\1/2
lwslls = (llus® + (AP 1S01%)

where | - || is the norm defined on Yj.
Thus, we define the discrete problem as follows.
For a continuous data function f = (f;,f) on , find uw} = (3}, u},) in Y; and p; in M;

such that for all v§ = (v}, v},) in Y5 and for all g5 in Ms,

a:;k(u}(’v;) + bz(V:;k,P(S) = (f,V:;)(S,

- (4.2)
bg(uaqu) =0,
where
a; (“E’V:sk) = aj; (”:51’ V:ﬁ) +dy; (”?;2’ sz)
such that aj;(-,-), i € {1,2} is the bilinear form defined by [6],
K
ay(uy,vi) = Z((Vu’g,VV]g)N + A/ VSV dx + ,u/ VukvS! dx
k=1 ‘ S S
AR f (vsi)? dx). (4.3)
Q

Since S! are explicitly known, the integral ka(Vsi)2 dx is exactly computed (see [22]):

(f’v:sk)a = (ﬁ’vzl)s + (ﬁ’v§2)5

and bj(-, ) is defined as follows. For uj = us + 1S, in Y and g5 in M;:

K

by (w3, q5) = _<Z(divu8»%)1\fk + )»1/

div S:1gs dx) = bs(us, qs), (4.4)
k=1 S
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since divS; = 0. Let
V= {vg< € YS*,b;k(v;,qa) =0,VYg;s GM(;},

the kernel of the bilinear form bj3(-,-). To prove that the problem (4.2) is well posed, we
need to show the following properties:
(1) aj(-,-) is continuous on Y5 with a norm independent of § [6].
(2) b}(-,-) is continuous on Yy x M; and the constant of continuity is independent of §.
This is due to the exactness of the quadrature formula on each sub-domain €,
1 <k <K, since ps/q, is in the space Py, _»(S2).
(3) The property of global compatibility is checked between the spaces Y and M;. This
results in the existence of an Inf-Sup condition on the form &}(-,-).

1
Proposition 4.1 There exists a constant Bs = inf(N, *), 1 < k < K such that the following
Inf-Sup condition holds:

b* *,
Vgqs € Ms, sup 75(% )

b’ > Bsllgsll ) (4.5)
ufeyy ||ll(3 Il

Proof Since the space Yj is included in Yj,

bg(“;;qé) > su b@(uﬁyq5)

)
ufeYy ”uj§”* usey;s [las ||

and we conclude using Proposition 3.2. O
(4) aj(-,-) verifies an Inf-Sup condition on V which is independent of é.

Proposition 4.2 We have the following Inf-Sup condition on the form aj;(-,-).
There exists a constant B > 0 such that
aj(uj, vy)
vui e V§, sup 87;?5 > ﬁ”u;k ||L2(Q). (4.6)
vievy ||V5 Il

Proof Let uj =us + 1;S; in VJ; there exists vj = us + 31,S; in Y} for which the inequality
(4.6) is checked [6], and since div(S;) = 0 we see that v is in V5. O

After having proved the last four properties we conclude by the following proposition.

Proposition 4.3 For all f belonging to [L*(Q))?, the problem (4.2) has a unique solution
(uf,ps) in Y5 x M; satisfying

I, + Bsllps 2 < ClEl 2y

4.2 The error estimate

In this section, we are interested in improving the error on the velocity. From the Inf-Sup
condition on the bilinear form aj(-,-), we state the following proposition (see [6] for its
proof).
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Proposition 4.4 Ifu is the solution of the problem (2.2) and uj is the solution of the prob-
lem (4.2) then

(a—a})(vy,w}) }

S T R

V*
¥y

Jo W5 dxdy — (f,w})s
+ sup

wiev} w5l

+ sup Zk 1Zk 1] (= V +P”)[Ws]); 47)

wseVy ”Wa Il
[wy] is the jump of wi through y* and C is a positive constant independent of §.

To obtain an estimation of the error, we have to estimate each term of the inequality
(4.7). We start by the error of the best approximation on the velocity, if u = u, + 1;S;, we
choose vj in V" such that v§ = vs +11S;. Since S; is in the kernel of bj(-, -), we conclude that

mf
V*

u- Vs“ = 1nf la, —vsl.

To get a better order of convergence, we decompose the regular part of the solution, thus:
w, =0, +AySy + A3S3 + -+ - + ArSy.

This gives us

inf |lu, —vsll« < § inf Jlu, —vs]l + E inf |IS; —vsll ¢, (4.8)
% vseVs sy vseVs
i=

vievs

we will bound each term of the inequality (4.8) separately. If f belongs to [H*72(2)]?%, @, be-
longs to [H*(2)]? such that s < 1 + nx(w) [3], then we have from (3.25)

K
-1
nf 18— vl =< Nsz I8 sy - (4.9)

We estimate the second term of the inequality (4.8) by (3.12). The second term of the in-
equality (4.7) vanishes if we choose v} = vs + 1S in Y such that vs belongs to Yj . For
the estimation of the third term see [6]. The last term is the consistency error related to
the term (v ‘;—: + pn); by the conformity assumption of A, we conclude that

K K 9t
po= swp 35 [ (8w,
* ykl

WsEVS k-1 sk

thus if s <1 + i (w)

E (Wa)

wieYy ”W:SF”*

K

-1 ~ s~

< CN2 Y (NI llmsq) + N 1Bl gy))- (4.10)
k=1
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Remark 4.5 We remark that since the first singular function is in the space Y3, the sec-
ond singular function imposes its order of convergence because it is the worst. Then we
decompose u, until we find an integer k such that (nx(w) — %) > 215 (w).

If we combine (4.8), (4.9), and (4.10) in (4.7) we consider the following theorem.

Theorem 4.6 Let f in [H*2(Q2)1%, s > 0, such that /o, belongs to [H*(2)]* where pi > 1,
then, for all € > 0, the error between the velocity u of the continuous problem (2.2) and the
discrete velocity uj, of the problem (4.2) is

K K
Jlu-ui], < Csup{ZNk_”", ZNk_pk } €1l -2 (725
k=1 k=1
where oy is given by
s—1 if Q contains no corner Q;
ok = yinf{s —1,2n5(%) — €} if Q contains different corners of a; (4.11)

inf{s — 1,212 (w) — €} if Qi contains a.

Remark 4.7 For a regular data f and N = inf;<x<x Ny, then for all € positive, the order of

convergence is N“ 816 for w = 3Z. We remark that we double the order of the convergence

when compared with the results of Remark 3.9 for o = 37” This shows the importance of

the algorithm of Strang and Fix.

Corollary 4.8 Let f in [H2(Q2)]%, s > 0, such that f/q, belongs to [H*(S)]*> where px > 1,
then, for all € > 0, the error between the velocity u of the continuous problem (2.2) and the
discrete velocity uj, of the problem (4.2) is

K K
[EEH P CS“F’{N_1 (ZNI:Uk>’ DN } €1l 7252025
k=1

k=1

where oy verifies (4.11), N = infj < <g Nx.

Proof For the proof, we use the Aubin-Nische duality, which is not standard in this case

because the domain is not convex,

Jo(u—u})gdx
2@ = SUP e 02 T

_ *
o= “[ g2 I8l

for all g belonging to [L?(£2)]?, we consider the solution (w, £) in [H}(2)]* x L3(R) of the
problem

a(w,v) +b(v,t) = [ogx)V(x)dx, Vv e [H Q)]
b(w,q) =0, VYqelL*(R).

From the result in [3] we have

W= V~Vr + )\151 + )\252, t= Zr + ,BlSpl + ,Bzsz, (412)
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with
IW: ll 2z + 1Bl gy + 12l + A2l + 1Bl + 1B2] < Cligllz2@2

s0
‘/Q(u— uj)gdxdy =a(u—-uj,w) + b(u—uj,z).

We notice that the last term is not equal to 0 because div(u}) # 0. Let wi = w; + S5 in
Y5 such that ws belongs to Y, and div(w;s) = 0, then by the exactness of the quadrature

formula:

K

. (w-wieaxay =3 ( [ ¥la-ui) v wi)a

k=1

+ / div(u—wp)(t - My, o) dx + | fwidx— (£, W§)Nk>‘
Q

Qi

Using the Cauchy-Schwarz inequality, we obtain

K
_/Q(“ —u;)gdx < Ckzl: (LR [HL (@)1 (WSFE‘% w-wi [HL ()2
K
+ =Tyt + CY N Iy
k=1

K
< Clu-uj *Z(w;‘;f% w=W; pgp
k=1

K
+lle =Ty atlz@y) + CY N Il @y

k=1

where C is positive constant. It remains now to find an estimation of the term

inf
* *
w3 €X5

w- W; H [HY(Q)]2 + ”t - HNk—Zt”Lz(Qk)‘

If we choose wj = ws + 1Sy, then

inf ||w -w; “ HU(@QP =

W, — Wgs 1 2.
.8 lw, [IFZEto)

inf
wseYy
Since w, = W, + A,S,, and considering the decomposition (4.12),

inf
* *
wy GXa

w- w:Sk H [HY(Q4)]2 + ”t - HNk—Zt”Lz(Qk)

< inf |[|w,—w, +|Ay| Inf ||Sy —w
_W5exg|| r = Ws i + | 2|w§ex;” 2 = Ws [l 1 ()2

+ 18 — Tn-atr 120 + 1B1l1ISp1 — Tn—2Sp 120 + 1B2111Sp2 — TIng-2Sp2 ll12(0)-
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If N = inf) <g<x Ni:

: * 111 7
Jnt W= w3l oy = ONE (I ey + By + 2l + 161l + 162
< CN7Igll 2@y
which completes the proof. g

Remark 4.9 To improve the order of the convergence in the case of the crack, we need
to add the two first singular functions to the discrete space of the velocity. However, the
implementation will be complicated.

5 Conclusion
We considered, in this paper, the system of Stokes equation in velocity and pressure for-
mulation in a non-regular domain of R%. We presented the discrete problem using the
mortar spectral element method. We proved the Inf-Sup condition in a non-conforming
domain. We showed that if we consider the decomposition of the solution into a regular
part and a singular one, we improve the order of the error. Using the Strang and Fix algo-
rithm, which consists of adding the singular function in the discrete space, we prove an
optimal order of the error on the velocity.

We intend to do the implementation of those results in our next work. The extension
of this discretization to the three dimensional axisymmetric domain is presently under
consideration.
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