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1 Introduction
Let HN be the space RY x RN x R. Then H" is a Lie group by the following group opera-

tion:
@y, 00 (x,y,6)=(x+a,y+y e+t +2(x - y—x-%)),

where ‘ represents the usual inner-product in RN. The vector fields X;,..., Xy, Y1,..., Y,
and T given by

d 0 d 0
+2yj&, Yi=—-2 T=—

X; 2,
4 =y, ot ot

form a basis for the tangent space at n = (x,, £).

Definition 1.1 The Heisenberg Laplacian is defined by

N

D= (X} + 7).

j1

Denote Vyu as the 2N -vector (Xiu4,...,Xyu, Y1u,...,Yyu), and then divHﬁ =XiFi+---+
XNFN + Y1G1 + o+ YNGN, whereﬁ = (Fl,...,FN, Gl,...,GN).

In this paper, we will study the multiplicity and boundedness of solutions for the equa-

tion

— dive Je (1, u, Vaau) + Js(n, u, Vi) + (b(n) = N)u = f(n,u), neHY, (11)
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where N > 2, A € R, and b(-) is a continuous function, satisfying b(5) > 0 for all n € HY
and limyy| - o0 b(1) = +00.

There have been a number of papers concerned with the existence and multiplicity of
solutions for nonlinear equations or systems, such as [1-12].

In [1], Aouaoui established the existence of infinitely many solutions for the problem

1
—div(A(x, u) Vi) + EAS(x' )| Vul> + (b(x) - Mu =f(x,u), xeR.
In [13], Pellacci and Squassina studied the quasilinear elliptic problem
—div(jg (%, u, Vu)) +Jjs(e, u, Vu) = g(x,u) in Q,

with homogeneous boundary and bounded open set @ C RV,
Set

E= {ueLZ(HN) ‘ /HN(b(n)lulz + | Viul?) <oo}.

We will use the variational methods to solve the problem of (1.1). Explicitly, we will look
for critical points of the functional / : E — R,

1) = /H T i)+ /H (bl -2 - /H ) (12)

where F(n,&) = f(f f(n,t)dt. The main difficulty in this problem is that the functional is
continuous but not differentiable in whole space E. Nevertheless, the derivatives of I exist
along the directions of E N L>°(HN).

Remark 1.1 E — L?(HV), when 2 < p < 2*; E << [’(HN), when 2 < p < 2*, where
2% = 5—?2,Q:2N+2.

Proof When 2 < p < 2, it is obvious that E < L?(H") by Folland-Stein embedding the-
orem [11].

It is sufficient to prove the conclusion when p = 2. Let {u,} be a weakly convergent se-
quence to zero in E. Since limy| o0 b() = +00, for any & > 0 there exists M, > 0, such
that ﬁm < ¢ for any ||y~ > M,. Thus, we have

1
sy = [ e %
ED St )" S sany "

§a||u||2+/ .
{Inlggn <M}

As {u,} is bounded in E, {u,} possess a subsequence strongly converging to zero in
L2({In|g~ < M_,}) by the Folland-Stein embedding theorem [11]. The proof is completed.
O

Firstly, we introduce the eigenvalue problem. Let £u = —Ayu + b(n)u. We consider the
following eigenvalue problem:

Lu=\u.
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By virtue of the spectral theory for compact operators, we get a sequence of eigenvalues
O<M<rp<- <A, <--+,

with A, = +00 as n — 0o and the first eigenvalue 1 has the variational characterization
A = inf{||ull®;u € E, ||ull 2@y =1}

Definition 1.2 A critical point u of the functional ] is defined to be a function u« € E such
that (I’ (u), k) = 0, Vi € EN L>®(HN).

Next we state the assumptions and main results of this paper. We make the following
hypotheses:

1) J(, ) :HN x R x R?N — R satisfies:
for each (s,£) € R x R?N, J(n, s, £) is measurable with respect to n;
for a.e. n e HN, J(1,s,£) is of class C! with respect to (s, £);
J(n,s,&) is convex with respect to &.

(J2) There exist 0 < @ < B < +00 such that

£ <J(n,s,&E) < BIEI* ae.neHY and V(s, &) € R x R¥,

[s(n,5,6)| < BIEI* ae.neHY and V(s,&) € R x R*N,
(J3) Thereexist R>0,60>2,1<y <%, and a; > 0 such that

]s(x,s,%‘)s >0, |S| >R,

9](96,5,%‘) - J//s(x:&g)s - V]g(x,s,“g“) . s > Olllé:|2.

(Ja) J(n,5,&) =J(n,—s,-€) a.e.n € HY and ¥(s,€) € R x R?N,
(fi) We assume that f(-,-) : ¥ x R — R is a Carathéodory function such that

OF(n,5) <f(n,8)s + ao(n) + bo(n)ls| a.e.neHY,
F(n,8) > kIs|” —a(n) - b(n)ls| a.e.n e HY,
where @ is as in (Js), k is a positive constant, (), ao(n) € L'(HN), and bo(n), b(n) €
L2 (HY),
(£2) [f(n,5)] <a.(n)+els|* " ae neHY and Vs € R.
(f3) f(n,—s)=—f(n,s) a.e. n € MY and Vs € R.

Remark 1.2 Under assumptions (J;) and (J;), we have
(2) ]5(77’51%') . g > O[|§|2.

Proof J(n,s,&) is convex with respect to &, which means

J(n,8,&+¢8) =J(n,8,8) +J:(n,5,8) - ¢.
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If J:(n,s,&) = 0, then (1) holds obviously. If J;(n,s,&) # 0, by taking ¢ = ]‘\E/Z;fyil’ then (1)

holds by using (J2).
On the other hand,

](7},5,0) Z](’?,&E) +]S(n)s,‘i:) : (_‘i:)
by virtue of assumption (J,), one has (2). |

Remark 1.3 Under assumptions (J;)-(J4) and (f;)-(f5), for the functional I, we have the
following assertions:

(1) I:E— Ris continuous.

(2) Forany u € E and h € EN L®(HYN), we have

(I’(u),h)=/ ]g(n,u,VHu)VHM/ Js(n, u, Veaie)h
HN HN

+/I;HN(b(n)—)\)uh—/HNf(n,u)h.

Moreover, for any 4 € E N L%®°(HY), the map u > (I'(u), ) is continuous.

Thirdly, we recall some definitions and properties of nonsmooth critical theory (see [6,
14-19]).

Definition 1.3 Let f : X — R be a continuous functional and u# € X. We denote by |df |(u)
the supremum of the ¢’ in [0, +00) such that there exist § > 0 and a continuous map H :
B(u,8) x [0,8] — X such that for all (v,¢) € B(u, ) x [0, 4],

d(Hv,t),v) <t and f(H(,1) <f()-ot.
The extended real number |df|(u) is called the weak slope of f at u.
Remark 1.4 Forany u € E,

|dI|(w) = sup{(I'(w), h);h € EN L™ (HY), | Al <1}.

Proof If sup{(I'(u), h); h € EN L®(HN), || || <1} = 0, then the conclusion holds.
Otherwise, for a given o with

0 <o <sup{{I'(w),h);h e ENL®(HY), |h| <1},

there exists # € EN L®°(HY) such that ||4|| <1 and (I'(x),4) > o. Since (I’(), k) is contin-
uous with respect to u, there exists §; > 0 such that

(Irw),h)>o
for any v € B(u, §;1). Define a continuous map:

H :B(u,8) x [0,8] = E (6§ =61/2)
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by H(v,t) = v —th. It is trivial that || (v, £) — v|| < £. On the other hand, by Lagrange mean
value theorem, it is easy to see that

I(H(v,0) <I(v) -ot.
It follows that |d!|(#) > o, and we complete the proof by the arbitrariness of o. d

Definition 1.4 Let X be a metric space and f : X — R be a continuous functional. For
a ¢ € R, we say that f satisfies the Palais-Smale condition at level ¢, denoted by (PS),, if
every sequence {u,} in X with |df|(«#,) — 0 and f(u,) — ¢ admits a strongly convergent

subsequence.
The main result of this paper is the following theorem.

Theorem 1.1 Assume (J1)-(J4) and (f,)-(f3) hold. Then there exists a sequence {u,} C EN
L>°(HN) of weak solutions of problem (1.1) with I(u,) — +0o.

The paper is organized as follows. In Section 2, we introduce and establish some lemmas
for Theorem 1.1. In Section 3, we will prove the main theorem. In the last section, we obtain
boundedness of critical points (Theorem 4.1).

2 Preliminaries and fundamental lemmas
First we introduce the following fundamental theorem (see Theorem 1.4 of [15]), which is

an extension of a well-known result for C! functionals (see Theorem 9.12 of [20]).

Lemma 2.1 Let X be an infinite-dimensional Banach space and f : X — R be continuous,
even and satisfy (PS). for any c € R. Assume, in addition, that:
(1) there exist p >0, a >f(0) and a subspace V C X of finite codimension such that

YueV: ull=p = f(u)>o
(2) for every finite-dimensional subspace W C E, there exists R > 0 such that
VueW: |ull=R = f(u)<f(0).
Then there exists a sequence {c,} of critical values of f with c,, — +o0.

Now, in order to prove that the functional I satisfies the Palais-Smale condition, we will

introduce an auxiliary notion.

Definition 2.1 Let ¢ be a real number. We say that functional I satisfies the concrete
Palais-Smale condition at level ¢ (denoted by (CPS).), if every sequence {u,} C E satis-
fies

lim I(u,)=c and <I/(un),h) = (wy, h),

where {w,} is a sequence converging to zero in E*, which is possible to extract a strongly
convergent subsequence in E.
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Lemma 2.2 Let ¢ be a real number. If I satisfies (CPS),, then I satisfies (PS)..
By Remark 1.4, the proof of this lemma is standard, and we omit it here.
Lemma 2.3 Let {u,} be a bounded sequence in E, satisfying
(I'(wn), h) = (@n, ), Vhe ENL®(HN), (2.1)

where {w,} is a sequence converging to zero in E*. Then there exists u € E such that Vyu, —
Viu a.e. in HN and, up to a subsequence, {u,} is weakly convergent to u in E. Moreover, we
have

(I'w),h)=0, VheENL®(HY), (2.2)
i.e., u is a critical point of I.

Proof By the argument as [21], we get Vyu,(n) — Vuu(n) a.e. n € HV. Since {u,} is
bounded in E, we have

U, —~u ink,
u, —>u inlL,2<qg<2%

u,(n) = u(n) ae. neH,

Substituting & = pe~ MR into (2.1), where ¢ € EN L¥(HN), ¢ > 0, and M = £, we
have

(1/(”n)r ¢67M(M”7R)_) = (a)n, (pe’M(”n*R)_>,

(wn, e Mun=R") = f (0,4, Vistay) Vg e Mlen=R"
Hr

" / (b(n) - )\')unwe_M(un_R)_ * / ( S(n; Uy, V]H[Mn)
HN N
— MJe (1, thy, Vigtt) Vig (s, — R)™ ) peM0n =R

_/Nf(nrun)(peiM(uniR)_‘
H

When u,, > R, by (J3), we have

s, thny Visth) = MJ (0, thn, Vith) Vi (uty — R)™) e M0n =R

= ]s(n! Uy, VHMH)(,OB_M(M”_R)_ > 0.

When u, <R, by (J») and Remark 1.2, we have

(]s(ﬂ, Uy, VHun) - M]E (77: Uy, VHun)VH(un - R)—)we—M(un—R)’

> —B|Vau|* + Ma| Vegu,|* = 0.
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By the convergency of {u,}, Remark 1.2, w, — 0 in E* and (f;), we get

/ e 1,4, Vit Vizgpe 0" — / Je (0, u, Vigu) Vigpe MR
HN HN

[ (o =Ry e [ (o) e

HN HN

./ f(n,un)we’M(””’R)_%/ £, u)pe MR

{@n peM07) — 0,

as n — 00. We apply Fatou’s lemma to get

/ Jeln, 1, Vaaa) Ve 070" 1 / (b(n) = 1)uge MR
H

HN

+ / (]s(n; u, VH”) M]S (77) u, VHM)VH(M - R)_)(pe_M(u_Rr
/ f(ﬁ; M(u R)~ < <0.

Next, let ¢ = MR H(¥%), where ¥ > 0, y € ENL®(HY), k € N and H(n) € C{*(HV)
with H(n) =1as |n|gy <1, H(n) = 0 as |n|g~ > 2.
Then we have

/Njg(n,u,VHu)VHwH(%) +/H_HN(b(n)—A)u1/fH<%>
/ Js ﬂ,M;VHM)WH( ) / ]g(n,u,VHu)wH/( )V}}(ﬂu
-/ f(n,uwH(f) <o.
HN k

Putting k — 0o, we get

(I'(w),y)<o0.

M(uy+R)*

By taking /1 = pe™ and a similar argument we can get the opposite inequality. So

we have
(I'w),¥)=0 fory >0, e ENL®(HY).
Hence,
(I'(u),h)=0, heENL®(HY).
The proof has been completed. O

In (2.2) we can only select test functions in E N L>(HN). In the following lemma, we will

enlarge the class of test functions.
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Lemma 2.4 Suppose that u € E satisfies (I'(u), h) = {(w,h), h € ENL®HN), where o € E*.
Forv € E, there exists W(n) € L'(HN) with

Jo(n, u, Vgnu)v > W(n)  a.e.neHY, (2.3)
then (I'(u),v) = {(w, V).
Proof Let

T = 1% ls| <k,
S) =
R VS ATy

Then Ty (v) € EN L®(HN) for every v € E. By Lemma 2.3, we have

(1/(’/[)1 Tk(")) = (wx Tk(V)>:

/ Je (1,4, Vegt) Vs T (v) + f Jo(ns 4y Vst T ()
IHIN HN
. / (b() = M)uTi(v) - / F ) Ti(v) = (o, Te(v)). (2.4)
HN HN
Since

Ve, u, Vau) Va Tk (V)| < [Je(n, u,

by Remark 1.2, we have J; (1, u, Vgu) Vgv € L'(HY). From Lebesgue’s dominated conver-
gence theorem, as kK — 0o, we have

/ ]g(n, u, VHM)VHT/((V) — / ]E(r], u, VHu)VHV,
HN HN

/N(b(n)—A)uTk(V) — /N(b(r]) —A)uv,

ff’?vM)Tk —>/ Sf(n,u)

(@, Tk(v)) = (@, ).

Then it is easy to see that
Js(n, u, Vv ) Ti(v) = =W~ (n)

from (2.3). By taking the inferior limit in (2.4) and applying Fatou’s lemma, we obtain
/HN]g(n, u, Vyu) Vv + /HN]s(n, u, Vyu)v

+/HN(b(n)—k)uv—/HNf(n,u)v§ (w,v).
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Then J5(1, u, Vv u)v € LHHY). Using Lebesgue’s dominated convergence theorem in (2.4)

again, we obtain

/]g(n,u,VHu)VHH/ Js(n, u, V) v
HN HN

o [ e =2yuv= [ fnav= (o).
HN HN

The lemma has been proved. O

Lemma 2.5 Let ¢ € R and {u,} be a sequence satisfying (2.1) and
lim I(u,) = c. (2.5)

n—00

Then {u,} is bounded in E.

Proof By (J3), we have

Js(n, tin, Vista)tty = —BR| Vi, |* € L' (HY).
Further, we get

('), ) = (s 1) (2.6)
by Lemma 2.4. From the assumptions we have

Ql(un) - y<1,(un)’ un)

= 9 / ](77: Uy, VHun) -y f ]s(ﬂ; Uy, vHun)un
HN HN

0
-y /HNIS(H,Mm V]H[Mn)vﬂ-ﬂun + <§ - 7/) /HN (b(ﬂ) - )‘)ufl
+/ (vf(n, wn)uy = OF (1, 1))
HN

=< C(l + ”un”)
From (J3) and (f}), it follows that
2 0 2
ar | IVau*+ (- -y (b(n) = A)u +6(y =1) | F(n,uy)
HN 2 HN HN
<c(1 " b " . 2.7
el lunl) + vllaol + v libol 3g - luall 2o (27)

There exist M > 0 and ¢(M, A) > 0 such that

0 6 b(n)
(5 —)’) /HN(b(n)—)v)”i > (5 —V> /HN Tui_c«/{lnIHMM] 0,
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By (2.7), we obtain
2 b vy 2
o | |Vau|"+ | - - = b(nu, +6(y =1) | F(n,u,)
HN 4 2 HN HN
< C(l + ||Mn||) + C||un||]2~2({"7|HN<M}) +yllaoll + J/||bo||L%(HN)||M;4||L%(HN)- (2.8)

It follows from (f;) and (2.8) that

: 0 v
mm{al, 19 } laall* + 6 (v = Dkllanll 7o,

Ml <M))

2
S C(l + ”Mn”) + C”un”LH(”’]lHNdVI}) + y”a()”Ll(HN) + y”b()”]‘%(HN)”un”L&

Q-2 (]H[N)
+0(y = D||all ;g + 0( —1)1_7 2Q Uyl 20
Y = Dllallp gy +6(y =1 IILW(HN)II "”L@@W)
O(y — 1)k 0
<c(L+ llual) + 5 Mnllo oy camy * ¥ B0l + cIIbollL%(HN)Hu,,H
+0(y —-1)|la +c||b Uy||.
(v = Dllall gy +cll IILQZ%(HN)II nll
Therefore,
. b v
mm{txl, i E}IIMWII2 <c(l+ [lual).
This implies that {u,} is bounded in E. O

Lemma 2.6 Let {u,} be a subsequence as in Lemma 2.5. Then {u,}, possessing a subse-

quence, converges strongly in E.

Proof Consider the cut-off function

[ misl, 1s1<R®

SOV amr 15> R

where M = g It is easy to prove {u,e‘"} is bounded in E, up to a subsequence, having

u, et )~ yef®™  in E,

unet ™ — uef @ in 19,2 < g<2",

u, ™ () > uef“(n) ae.neHN.
By Lemma 2.3 we know that ue® ) g a critical point of the functional 1. Let /1 = u,,€* (n) i
(2.1). It follows from Lemma 2.4 that

f]g(n,un,VHun)VHuneg(”"’+/ (b(n) — 1) uetn)
HN HH

N

* fN( S(TIr Uy, V]HIun) +]§ (77: Uy, VHun)VHMng/(un))une{(un)
H

_/ f(77, un)uneg(”n) = (a)n: une{(un)>' (29)
HN
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We claim

s ths Vigtt) + Je (1, thny Vi) Vit () ) tye* ) > 0.
In fact, when u,, > R, we have

s ths Viztt) + Je (0, thn, Vith) Vit (1)) ttne “r) = Jo(0, th, Vigty) 1" ™? > 0.
When 0 < u,, <R, we have

50ty Vigtt) + Je (1, thn, Vitthn) Vit () )ty “r) > (Mot — B)une “r) | Vigu,|* = 0.

In the case u, <0, the proof is similar.
By Lemma 2.3, Vgu,, — Vgu a.e. in HY. By virtue of Fatou’s lemma, we have

/N s(n, u, Vigue) + Je (n, u, Vig)) Vesug () ) et ™
H

< liminf/ s, s Vinse) + Je (1, th, Vit Viasin (tt) e ™). (2.10)
HN

n—00

Moreover, it is easy to prove f(,-) : E — E* is a compact operator, and

lim f(r],u,,)une‘“(””): lim/ f(n,u)ueg(”), (2.11)
n—>00 JN n—>00 JN

lim ufleg(“") :/ wet®, (2.12)
n—00 JyN HN

By Lemma 2.4, let & = ue‘™ in (2.2), and then
/ Je (0, 1, Vegu) Viguet™ + / (b(n) - 1) u*e™ - / fn, wuet™
HN HN HN
+ / s (n, u, Vue) + Je (0, u, VHu)VHug”(u))ue“”) =0. (2.13)
HN

Combining (2.9)-(2.13), we have

lim sup (/ ]S (7], Uy, VHun)VHuneg(un) +/ b(n)uief(un))
HN HN

n—00

n—00

=lim sup (/N —(]s(nt Uy, VHM}’I) + ]E (77¢ Uy, VH”H)VHMMC/(MM))uneg(Mn)
H
+ / (ru2et ) + £ (n, u,,)une{(””)))
HN
< / _( s(nr u, VHM) +]§(7)» u, VH”)VHugl(u))ueg(m
HN
+/ (ruef ™ +f(77,u)u,,ef(”))
HN

- /Njg(n, u, Vigu) Vuet ™ + /N b(n)u*ef™. (2.14)
H H
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By Fatou’s lemma, we have
/ Je(n, u, Vigue) Vere ™ + / b(n)u*e"™
HN HN
< lim lnf(/ ]E(n’ Uy, VHun)VHune((un) + / b(r/)u%’e((un))
n—00 HN N
= lim Sup(f Je (0, thn, Viitay) Vigia, e +f b(n)uﬁe““n))
n—00 HN HN

5/ Je(n, u, VHu)VHue{(”)+/ b(n)u*ef™.
HN HN

Hence, we get

lim Je (1, thy Virt) Virsn e @0 + [ b(n)u?et“n)
n—00 HN HN

:/ ]g(ﬂ»u,VHu)VHueg(”)+/ b(n)u*ef™.
HN HN

From Remark 1.2,

]5 (77: Uy, VHMV!)VHM”(B{("”

)
| Vet |* + b(n)us, < + b(n)u?.
o
It follows that
lim (IVaua|* + b(n)u) = / (IVaul® + b(n)u?). (2.15)
n—0o0 JuN HN

By Lebesgue’s dominated convergence theorem and the weak convergence of {u,} to u in

E, we get
lim Vi, Vi = / | Viu|?, (2.16)
n—>00 JuN HN
lim b(n)unuzf b(n)u?. (2.17)
n—0o0 JuN HN

By (2.15), (2.16) and (2.17), we have

lim (/ |V, — Viul|? +/ b(n)|uy —u|2) =0.
n—00 HN HN

That is to say, {#,} converges strongly to u in E. O

Remark 2.1 By Lemmas 2.5 and 2.6, for any ¢, the functional [ satisfies the (CPS), condi-
tion.

3 Proof of Theorem 1.1
Proof of Theorem 1.1 The functional I is continuous and even. Moreover, by Lemma 2.2
we know that [ satisfies (PS). for any ¢ € R.
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First we verify the condition (2) in Lemma 2.1. Let W be a finite-dimensional subspace
of E. For any u € W, by (f;), we have

1) = fH T Vi) 5 fH (bl - ) - fH Fou)

< maxd £, 81 = Ll —f Kol + Nall gy + <lBll 20 llull
- 2 2 LT v LQ+2 (HN)

1, .
Since (fHN |#|”)? is a norm on W, there exists c, > 0 such that
collull” < ull?

LP(HN)”

Considering 0 > 2, there exists R > 1 such that I(x) < 0 when ||u| = R.

Next we consider the condition (1) in Lemma 2.1. By (J) and (f,), for any u € E we have

min(1, A N
I(u)zﬁnun%—/ uz—/ a5|u|—ce/ .
2 2 HN ]HIN ]HIN

2Q
There exist a;(7) € C° and a,(n) € L2 (HN) such that

a, =ay + ay, laxll 20 <e.
1 Q+2 N)

Let Vi = span{vi,vy,..., )" and {vj}j=1 be an orthonormal basis of eigenvectors of the
operator £. Then for any u € Vi we have

min{La} . A
I(u) > Tllull - §”M||LZ(HN) = llaall 2y el 2 vy
2*
~llazll zg il gy = colll e ov,
min{l, o} A llaall 2 vy *
> llul|* — lluel|* — llul| = cellull — cellul* .

- 2 2)\k+1 v Ak+1

When ||u| =1, we can choose k large enough and ¢ small enough such that
I(u)>68>1(0)=0.

Hence the condition (1) of Lemma 2.1 holds with V' = V. O

4 Boundedness of critical points

In this section, we will prove the critical point u € L*(H"). We make the following hy-

potheses:

(J5) thereexist R>0,0>2,1<y < %, and o > 0 such that

]S(x,s, S)s > 0;

(£) [f(n,8)| <cls|? a.e. n € HY and Vs € R, where p < 2* — 1 and c is a positive constant.
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Theorem 4.1 Suppose that (J3) and (f;) are replaced with (J3) and (£5). If u € E is a critical
point of I, then u € L>°(HN).

Proof For k >1and M > 0, define

s—KkifIs| > &,
Gi = Isl
0 if |s] < k.

Let ®@y(s) = min(Gy(s), M) and Wy(s) = max(G(s),—M). Denote s* = max(s,0) and s~ =

min(s, 0). Considering that « is a critical point of I, since ®;(u*) € E N L®(HN), we can
take ®,;(u") as a test function in (I'(u), #) = 0. Thus

/]S(U:M»VH’/‘)VHCDM /]s 1, 14, Vi) Dy (")

o [ (600 -Run(ut) = [ 000,

Now, observing that " ®,(u*) > 0 and by (J3), As(n, u)Pp(u*) > 0, we get

/]g(ﬂ»M,VHu)VHCDM( <|A|/ |¢M / lf’?' ( )|

From (f,) and the fact that |®;(u*)| < |u*|, we deduce

[ s <]
{u* >k}

{u*t>k}

Taking M to +0o and taking into account that, as M — +00, @y (u*) — Gi(u*) a.e. in HY
and @, (u") — Gi(u*) in E, it follows that

/ Je(n,u*, VHu+)VH(u+) < c/ (u*)wl.
{u* >k}

{u*>k}

Denote Q; = {n € HY,u" > k}. By Remark 1.2, we obtain

/ (ut - k)erl + ek m (). (4.1)
Q+

2 x

2
Since u € E, it implies that ([, (u* - KPR < ¢, or
%

[ -ry” sc( / (w_k)f’“)’m. (42)
% %

On the other hand, we have

)
/ K <

+ +

Qk Qk

which implies that

:C’

C

K< )
~ m(2)

(4.3)
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Using (4.1), (4.2), and (4.3), the following inequality holds:

[yt =

From Theorem 5.2, Chapter II of [22], we deduce that u* € L>°(H"). Replacing ®(u*)
by W(z~) and by the same steps we can easily prove that = € L>°(HV), which yields the

2
(u* - k)p+l)p 1 + ckzm(Q,t)l_T*l, Vk>1.

+ +
k k

conclusion. O
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