
Pang et al. Boundary Value Problems  (2015) 2015:139 
DOI 10.1186/s13661-015-0402-9

R E S E A R C H Open Access

Successive iteration and positive solutions
for a third-order boundary value problem
involving integral conditions
Huihui Pang1*, Wenyu Xie1 and Limei Cao2

*Correspondence:
phh2000@163.com
1College of Science, China
Agricultural University, Beijing,
100083, China
Full list of author information is
available at the end of the article

Abstract
This paper investigates the existence of concave positive solutions and establishes
corresponding iterative schemes for a third-order boundary value problem with
Riemann-Stieltjes integral boundary conditions. The main tool is a monotone iterative
technique. Meanwhile, an example is worked out to demonstrate the main results.
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1 Introduction
Third-order differential equation arises from many branches of applied mathematics and
physics. For example, in the deflection of a curved beam having a constant or varying
cross-section, a three-layer beam, electromagnetic waves or gravity driven flows and so
on [].

In the past ten years or so, many authors also studied some third-order differential equa-
tion boundary value problems by different types of techniques. For example, in [], Sun
applied the Krasnosel’skii’s fixed point theorem to obtain the existence of positive solutions
for third-order three-point boundary value problem. In [], authors studied the unique-
ness and existence results for a third-order multi-point boundary value problem by the
method of upper and lower solutions.

In [], Zhou and Ma obtained the existence of positive solutions and established a cor-
responding iterative scheme for the following third-order boundary value problem:

{
(�p(u′′))′(t) = q(t)f (t, u(t)),  ≤ t ≤ ,
u() =

∑m
i= αiu(ζi), u′(η) = , u′′() =

∑n
i= βiu′′(θi),

(.)

the main tool was the monotone iterative technique.
Boundary value problems with Riemann-Stieltjes integral boundary condition have been

considered recently as both multi-point and integral type boundary conditions are treated
in a single framework. For more comments on the Riemann-Stieltjes integral boundary
condition and its importance, we refer the reader to the papers by Webb and Infante [–
] and other related works, such as [, ].
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In the existing literature, very few papers have dealt with third-order differential equa-
tions with Riemann-Stieltjes integral boundary conditions. We found that Graef and Webb
[] studied the following problem:

{
u′′′(t) = g(t)f (t, u(t)), t ∈ (, ),
u() = α[u], u′(p) = , u′′() + β[u] = λ[u′′],

(.)

where p > 
 , and α[u], β[u] and λ[v] are linear functionals on C[, ] given by a Riemann-

Stieltjes integral. The existence of multiple positive solutions is obtained by the application
of fixed point index theory. Since α, β and λ can include both sums and integrals, this
boundary condition is more general setup than in (.).

In [], Zhang and Sun investigated the existence of monotone positive solution for the
following third-order nonlocal boundary value problem:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

u′′′(t) + f (t, u(t), u′(t)) = ,  < t < ,
u() = ,
au′() – bu′′() = α[u],
cu′() + du′′() = β[u],

(.)

where α[u] =
∫ 

 u(t) dA(t) and β[u] =
∫ 

 u(t) dB(t) are linear functionals on C[, ] given
by Riemann-Stieltjes integrals. The main tool is monotone iterative techniques.

Inspired by [, , ], in this paper, we apply monotone iterative techniques to obtain the
existence and iteration of monotone positive solutions for the following boundary value
problem:

{
u′′′(t) = g(t)f (t, u(t), u′(t), u′′(t)), t ∈ (, ),
u() = α[u], u′(p) = , u′′() + β[u] = λ[u′′],

(.)

where p > 
 , α[u] =

∫ 
 u(s) dA(s), β[u] =

∫ 
 u(s) dB(s), λ[v] =

∫ 
 v(t) d	(t), and α[u], β[u],

λ[ν] are linear functionals on C[, ] given by the Riemann-Stieltjes integral, A(t), B(t) and
	(t) are suitable functions of bounded variation.

Compared with (.)-(.), the difficulty of this paper is that nonlinear term f depends
on all the lower derivatives of u, which leads to complexities to prove the properties of
the operator T , especially the monotonicity of the operator T . In addition, it is worth stat-
ing that the first term of our iterative scheme is a simple function or a constant function.
Therefore, the iterative scheme is feasible. Under the appropriate assumptions on nonlin-
ear term, this paper is to establish a new and general result on the existence of positive
solution to boundary value problem (.). An example is also included to illustrate the
main results.

2 Preliminaries
In this section, we give the definitions and some preliminaries.

Definition . Let E be a real Banach space. A nonempty closed set P ⊂ E is said to be a
cone provided the following hypotheses are satisfied:

(i) if u ∈ P, λ ≥ , then λu ∈ P;
(ii) if u ∈ P and –u ∈ P, then u = .
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Definition . Let the Banach space E = C[, ], u ∈ E is said to be concave on [, ] if

u
(
λt + ( – λ)t

) ≥ λu(t) + ( – λ)u(t)

for any t, t ∈ [, ] and λ ∈ [, ].
We consider the Banach space E = C[, ] equipped with the norm

‖u‖ = max
{

max
≤t≤

∣∣u(t)
∣∣, max

≤t≤

∣∣u′(t)
∣∣, max

≤t≤

∣∣u′′(t)
∣∣}.

Denote

E+ = C
+[, ] =

{
u ∈ E|u(t) ≥ , t ∈ [, ]

}
,

and define the cone P ⊂ E by

P =
{

u ∈ E|u(t) ≥ , u is concave and u′(p) = 
}

.

Lemma . For the following boundary value problems,

γ ′′′(t) = , γ () = , γ ′(p) = , γ ′′() =  (.)

and

δ′′′(t) = , δ() = , δ′(p) = , δ′′() = , (.)

we have γ (t) ≡ , δ(t) = pt – t/, for t ∈ [, ].

Lemma . [] Suppose λ[] 	= . For any y ∈ C[, ], the unique solution of the boundary
value problem

{
u′′′(t) = y(t),
u() = , u′(p) = , u′′() = λ[u′′]

(.)

is given by

u(t) =
(
tp – t/

)∫ 



(
 +

	(s)
 – λ[]

)
y(s) ds – t

∫ p


(p – s)y(s) ds +

∫ t



(t – s)


y(s) ds. (.)

Lemma . Suppose that / ≤ p ≤ , 	(s) ≥  and λ[] < , let G(t, s) be the Green func-
tion

G(t, s) :=
(
tp – t/

)(
 +

	(s)
 – λ[]

)
– t(p – s)H(p – s) +

(t – s)


H(t – s) (.)

for  ≤ t ≤ ,  ≤ s ≤ , where H(x – y) =
{ , x < y,

, x ≥ y, we have

 ≤ G(t, s) ≤ �(s) :=

{
p

 + p

 ( 	(s)
–λ[] ) if s ≥ p,

s

 + p

 ( 	(s)
–λ[] ) if s < p.
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Proof The upper bounds are obtained by finding maxt∈[,] G(t, s) for each fixed s. Let
Q(s) :=  + 	(s)

–λ[] . Since 	(s) ≥ , we can get Q(s) ≥ . From (.), we have the following
formula:

(∂/∂t)G(t, s) = (p – t)Q(s) – (p – s)H(p – s) + (t – s)H(t – s).

We first consider fixed s ≥ p. The derivative, which is positive for t < p, negative for
p < t < s and p ≤ s ≤ t. When t = p, the derivative becomes zero. Therefore, under our
hypothesis, the maximum of G(t, s) for this fixed s occurs when t = p. This gives the upper
half of the expression for �.

When s < p, using the fact that 	(s) > , we have, for t > s,

G(t, s) =
(
tp – t/

)(
 +

	(s)
 – λ[]

)
– t(p – s) +

(t – s)



=
(
tp – t/

) 	(s)
 – λ[]

+
s


≤ p


	(s)

 – λ[]
+

s


.

When s < p and t ≤ s, we have

G(t, s) =
(
tp – t/

)(
 +

	(s)
 – λ[]

)
– t(p – s)

=
(
ts – t/

)
+

(
tp – t/

) 	(s)
 – λ[]

≤ s


+

p


	(s)

 – λ[]
.

Since Q(s) >  and p – t
 ≥ , for  ≤ t, s ≤ , we can easily obtain

 ≤ G(t, s) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

t(p – t
 )Q(s) + (t–)

 , p ≤ s < t,
t(p – t

 )Q(s), p ≤ s, t < s,
t(p – t

 )( 	(s)
–λ[] ) + s

 , s < p, s < t,
t(p – t

 )( 	(s)
–λ[] ) + t(s – t

 ), t < s < p. �

We always suppose that the following assumptions hold:

(H) g ∈ L[, ], g ≥ , and
∫ 

 g(s) ds > ;
(H) A, B are of bounded variation and gA(s), gB(s) ≥  for a.e. s, where

gA(s) :=
∫ 


G(t, s) dA(t) and gB(s) :=

∫ 


G(t, s) dB(t);

(H) γ ∈ C[, ], γ (t) ≥ ,  ≤ α[γ ] < , β[γ ] ≥ ;
(H) δ ∈ C[, ], δ(t) ≥ ,  ≤ β[δ] < , α[δ] ≥ ;
(H) D := ( – α[γ ])( – β[δ]) – α[δ]β[γ ] > .

Lemma . [] For any y ∈ C[, ], suppose that u is a solution of the following boundary
value problem:

{
u′′′(t) = y(t), t ∈ (, ),
u() = α[u], u′(p) = , u′′() + β[u] = λ[u′′],

(.)
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then we have

u(t) =
γ (t)

D

[(
 – β[δ]

)∫ 


gA(s)y(s) ds + α[δ]

∫ 


gB(s)y(s) ds

]

+
δ(t)
D

[
β[γ ]

∫ 


gA(s)y(s) ds +

(
 – α[γ ]

)∫ 


gB(s)y(s) ds

]

+
∫ 


G(t, s)y(s) ds. (.)

For any u ∈ E+, T : P → E is defined

(Tu)(t) = γ (t)α[gfu] + δ(t)β[gfu] +
∫ 


G(t, s)g(s)fu(s) ds, (.)

where fu(s) = f (s, u(s), u′(s), u′′(s)), and

α[gfu] =

D

[(
 – β[δ]

)∫ 


gA(s)g(s)fu(s) ds + α[δ]

∫ 


gB(s)g(s)fu(s) ds

]
,

β[gfu] =

D

[
β[γ ]

∫ 


gA(s)g(s)fu(s) ds +

(
 – α[γ ]

)∫ 


gB(s)g(s)fu(s) ds

]
.

(.)

Combining the expression of α[gfu], β[gfu] with (H)-(H), we can obtain that

α[gfu],β[gfu] ≥ .

From the definition of T , it is obvious that

(Tu)′′(t) =

{
–β[gfu] +

∫ 
 (–Q(s))g(s)fu(s) ds, t < s,

–β[gfu] +
∫ 

 ( – Q(s))g(s)fu(s) ds, t > s,

(Tu)′(t) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

(p – t)β[gfu] +
∫ 

 (p – t)Q(s)g(s)fu(s) ds, t < p ≤ s or p ≤ t ≤ s,
(p – t)β[gfu] +

∫ 
 [(p – t)Q(s) + (s – p)]g(s)fu(s) ds, t ≤ s < p,

(p – t)β[gfu] +
∫ 

 [(p – t)Q(s) + (t – s)]g(s)fu(s) ds, p ≤ s ≤ t,
(p – t)β[gfu] +

∫ 
 [(p – t)Q(s) + (t – p)]g(s)fu(s) ds, s ≤ t < p or s < p ≤ t.

Lemma . If (H)-(H) are satisfied, T : P → P is completely continuous.

Proof Since (Tu)′′(t) ≤ , Tu is concave. From (Tu)′(t) ≥  on [, p] and (Tu)′(t) ≤  on
[p, ], we obtain that (Tu)(t) is nondecreasing on [, p] and nonincreasing on [p, ]. More-
over,

(Tu)() = γ ()α[gfu] + δ()β(gfu) +
∫ 


G(, s)g(s)fu(s) ds ≥ ,

then

(Tu)() = γ ()α[gfu] + δ()β[gfu] +
∫ 


G(, s)g(s)fu(s) ds ≥ .

So, by the concavity of T , then (Tu)(t) ≥ ,  ≤ t ≤ . Hence, T : P → P.
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In what follows, we will prove that T : P → P is completely continuous. The continu-
ity of T is obvious. Now, we prove that T is compact. Let � ⊂ P be a bounded set. It is
easy to prove that T(�) is bounded and equicontinuous. Then the Arzelà-Ascoli theorem
guarantees that T(�) is relatively compact, which means T is compact. �

3 Main results
For notational convenience, we denote

LA =
∫ 


gA(s)g(s) ds, LB =

∫ 


gB(s)g(s) ds, LC =

∫ 


Q(s)g(s) ds,

LD =
∫ 


g(s) ds, LE =

∫ 


sg(s) ds, LF =

∫ 



[
Q(s) – 

]
g(s) ds,

(.)

LG =
∫ 


�(s)g(s) ds, LH =

( – β[δ])LA + α[δ]LB

D
,

LI =
β[γ ]LA + ( – α[γ ])LB

D
.

(.)

Remark From (H)-(H), we can easily get that the signs of (.) and (.) are nonnegative.
If gA(s) is a piecewise function related to t for t ∈ [, ], LA is an expression of t. In this case,
we denote LA = max≤t≤{

∫ 
 gA(s)g(s) ds}. The same condition is satisfied with gB(s) and LB.

We will prove the following existence result.

Theorem . Assume that (H)-(H) hold, if there are two positive numbers a, a satisfying
a = max{LH + LG + p

 (LI + LC + LD), LI + LC + LD}a, and
(S) f (t, u, v, w) ≤ f (t, u, v, w) for  ≤ t ≤ ,  ≤ u ≤ u ≤ a,  ≤ |v| ≤ |v| ≤ a,

–a ≤ w ≤ w ≤ ;
(S) max≤t≤ f (t, a, a, –a) ≤ a;
(S) f (t, , , ) 	≡  for  ≤ t ≤ .

Then the boundary value problem (.) has positive, nondecreasing on [, p] nonincreasing
on [p, ] and concave solutions ω∗, ν∗ such that

 < ω∗ ≤ a,  ≤ ∣∣(ω∗)′∣∣ ≤ a, –a ≤ (
ω∗)′′ ≤  and

lim
n→∞ωn = lim

n→∞ Tnω = ω∗, lim
n→∞(ωn)′ = lim

n→∞
(
Tnω

)′ =
(
ω∗)′,

lim
n→∞(ωn)′′ = lim

n→∞
(
Tnω

)′′ =
(
ω∗)′′,

where ω(t) = a(LH + LG) + at(p – t
 )(LI + LC + LD), and

 < ν∗ ≤ a,  ≤ ∣∣(ν∗)′∣∣ ≤ a, –a ≤ (
ν∗)′′ ≤  and

lim
n→∞νn = lim

n→∞ Tnν = ν∗, lim
n→∞(νn)′ = lim

n→∞
(
Tnν

)′ =
(
ν∗)′,

lim
n→∞(νn)′′ = lim

n→∞
(
Tnν

)′′ =
(
ν∗)′′,

where ν(t) = .

Proof We denote

P̄a =
{

u ∈ P|‖u‖ ≤ a
}

.
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Then, in what follows, we first prove that T : P̄a → P̄a. If u ∈ P̄a, then ‖u‖ ≤ a, we have

 ≤ u(t) ≤ u(p) = max
≤t≤

∣∣u(t)
∣∣ ≤ ‖u‖ ≤ a,

 ≤ max
≤t≤

∣∣u′(t)
∣∣ ≤ ‖u‖ ≤ a,

–a ≤ –‖u‖ ≤ – max
≤t≤

∣∣u′′(t)
∣∣ ≤ u′′(t) ≤ .

So by (S), (S) we have

 ≤ f
(
t, u(t), u′(t), u′′(t)

) ≤ max
≤t≤

f (t, a, a, –a) ≤ a for  ≤ t ≤ .

In fact,

‖Tu‖ = max
{

max
≤t≤

∣∣(Tu)(t)
∣∣, max

≤t≤

∣∣(Tu)′(t)
∣∣, max

≤t≤

∣∣(Tu)′′(t)
∣∣}

= max
{

(Tu)(p), (Tu)′(), –(Tu)′(), –(Tu)′′()
}

. (.)

By (.), (.) and (S), we have

α[gfu] =

D

[(
 – β[δ]

)∫ 


gA(s)g(s)fu(s) ds + α[δ]

∫ 


gB(s)g(s)fu(s) ds

]

≤ a

D
[(

 – β[δ]
)
LA + α[δ]LB

]
= aLH , (.)

β[gfu] =

D

[
β[γ ]

∫ 


gA(s)g(s)fu(s) ds +

(
 – α[γ ]

)∫ 


gB(s)g(s)fu(s) ds

]

≤ a

D
[
β[γ ]LA +

(
 – α[γ ]

)
LB

]
= aLI . (.)

From (.), (.) and Lemma ., we have

(Tu)(p) = max
t∈[,]

(Tu)(t) = α[gfu] +
p


β[gfu] +

∫ 


G(p, s)g(s)fu(s) ds

≤ aLH +
p


aLI + a

∫ 


�(s)g(s) ds

≤ aLH +
p


aLI + aLG ≤ a,

–(Tu)′() =

{
–[(p – )β[gfu] + (p – )

∫ 
 (Q(s) – )g(s)fu(s) ds], p > s,

–[(p – )β[gfu] +
∫ 

 [(p – )Q(s) +  – s]g(s)fu(s) ds], p ≤ s

≤ ( – p)aLI + ( – p)aLC ≤ a(LI + LC) ≤ a,

(Tu)′() =

{
pβ[gfu] +

∫ 
 [pQ(s) + s – p]g(s)fu(s) ds, p > s,

pβ[gfu] +
∫ 

 pQ(s)g(s)fu(s) ds, p ≤ s

≤ pa(LI + LC) ≤ a,

–(Tu)′′() = β[gfu] +
∫ 


Q(s)g(s)fu(s) ds ≤ a(LI + LC) ≤ a.



Pang et al. Boundary Value Problems  (2015) 2015:139 Page 8 of 10

Thus, we obtain that

‖Tu‖ = max
{

(Tu)(p), (Tu)′(), –(Tu)′(), –(Tu)′′()
} ≤ a.

Hence, we assert that T : P̄a → P̄a.
Let ω = aLH + aLG + at(p – t

 )(LI + LC + LD), for  ≤ t ≤ , then ω(t) ∈ P̄a. Let ω =
Tω, ω = Tω, then ω ∈ P̄a and ω ∈ P̄a. We denote ωn+ = Tωn = Tnω, n = , , , . . . .
Since T : P̄a → P̄a, we have ωn ∈ TP̄a ⊆ P̄a, n = , , , . . . . Since T is completely continu-
ous, we assert that {ωn}∞n= is a sequentially compact set. We have

ω(t) = Tω(t)

= α[gfω ] + t
(

p –
t


)
β[gfω ] +

∫ 


G(t, s)g(s)fω (s) ds

≤ aLH + t
(

p –
t


)
aLI +

∫ 


�(s)g(s)fω (s) ds

≤ aLH + t
(

p –
t


)
aLI + aLG

≤ aLH + aLG + at
(

p –
t


)
(LI + LC + LD)

= ω(t),  ≤ t ≤ ,∣∣ω′
(t)

∣∣ =
∣∣(Tω)′(t)

∣∣

≤

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

|p – t|β[gfω ] +
∫ 

 |p – t|Q(s)g(s)fω (s) ds, t < p ≤ s or p ≤ t < s,
|p – t|β[gfω ] +

∫ 
 |(p – t)Q(s) – (p – s)|g(s)fω (s) ds, t < s < p,

|p – t|β[gfω ] +
∫ 

 |(p – t)Q(s) + (t – s)|g(s)fω (s) ds, p ≤ s ≤ t,
|p – t|β[gfω ] +

∫ 
 |(p – t)Q(s) – (p – t)|g(s)fω (s) ds, s ≤ t < p or s < p ≤ t

≤
{

|p – t|[aLI + aLC], t < s,
|p – t|[aLI + aLC + aLD], t ≥ s

≤ a|p – t|(LI + LC + LD) =
∣∣ω′

(t)
∣∣,  ≤ t ≤ ,

ω′′
 (t) = (Tω)′′(t)

=

{
–β[gfω ] +

∫ 
 (–Q(s))g(s)fω (s) ds, t < s,

–β[gfω ] +
∫ 

 ( – Q(s))g(s)fω (s) ds, t ≥ s

≥
{

–[aLI + aLC], t < s,
–[aLI + aLF ], t ≥ s

≥ –a(LI + LC + LD) = ω′′
(t),  ≤ t ≤ .

So

ω(t) = Tω(t) ≤ Tω(t) = ω(t),  ≤ t ≤ ,∣∣ω′
(t)

∣∣ =
∣∣(Tω)′(t)

∣∣ ≤ ∣∣(Tω)′(t)
∣∣ =

∣∣ω′
(t)

∣∣,  ≤ t ≤ ,

ω′′
(t) = (Tω)′′(t) ≥ (Tω)′′(t) = ω′′

 (t),  ≤ t ≤ .
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Hence, by induction, we have

ωn+ ≤ ωn,
∣∣ω′

n+(t)
∣∣ ≤ ∣∣ω′

n(t)
∣∣, ω′′

n+(t) ≥ ω′′
n(t),  ≤ t ≤ , n = , , , . . . .

Thus, we assert that ωn → ω∗, we get Tω∗ = ω∗ since T is continuous and ωn+ = Tωn.
Let ν = ,  ≤ t ≤ , then ν(t) ∈ P̄a. Let ν = Tν, ν = Tν, then ν ∈ P̄a and ν ∈ P̄a.

We denote νn+ = Tνn = Tnν, n = , , , . . . . Since T : P̄a → P̄a, we have νn ∈ TP̄a ⊆ P̄a,
n = , , , . . . . Since T is completely continuous, we assert that {νn}∞n= is a sequentially
compact set. We have

ν(t) = Tν(t) = Tν(t) ≥ ,  ≤ t ≤ ,∣∣ν ′
(t)

∣∣ =
∣∣(Tν)′(t)

∣∣ =
∣∣(Tν)′(t)

∣∣ ≥ ,  ≤ t ≤ ,

ν ′′
 (t) = (Tν)′′(t) = (Tν)′′(t) ≤ ,  ≤ t ≤ .

So

ν(t) = Tν(t) ≥ Tν(t) = ν(t),  ≤ t ≤ ,∣∣ν ′
(t)

∣∣ =
∣∣(Tν)′(t)

∣∣ ≥ ∣∣(Tν)′(t)
∣∣ =

∣∣ν ′
(t)

∣∣,  ≤ t ≤ ,

ν ′′
 (t) = (Tν)′′(t) ≤ (Tν)′′(t) = ν ′′

 (t),  ≤ t ≤ .

Hence, by induction, we have

νn+ ≥ νn,
∣∣ν ′

n+(t)
∣∣ ≥ ∣∣ν ′

n(t)
∣∣, ν ′′

n+(t) ≤ ν ′′
n (t),  ≤ t ≤ , n = , , , . . . .

Thus, we assert that νn → ν∗, we get Tν∗ = ν∗ since T is continuous and νn+ = Tνn.
It is well known that the fixed point of the operator T is the solution of boundary value

problem (.). Therefore, ω∗ and ν∗ are positive nondecreasing on [, p], nonincreasing
on [p, ] and concave solutions of problem (.). �

Example Let p = 
 and g(s) = , we consider the following boundary value problem:

{
u′′′(t) = tu

 + 
 u′ + e–u′′ , t ∈ (, ),

u() = α[u], u′( 
 ) = , u′′() + β[u] = λ[u′′],

(.)

where α[u] =
∫ 

 ( – s)u(s) ds and β[u] =
∫ 

 su(s) ds are nonlocal boundary conditions of
integral type. For these boundary conditions, we have γ (t) =  and δ(t) = 

 t – t

 corre-
sponding to Lemma .. A simple calculation shows that

α[γ ] =



, β[γ ] =



, α[δ] =



, β[δ] =




,

D =
(
 – α[γ ]

)(
 – β[δ]

)
– α[δ]β[γ ] =




,

LA =


,
, LB =


,

, LC =



, LD = , LE =



,

LF =



, LG =



, LH =



, LI =



,
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and a = max{LH + LG + p

 (LI + LC + LD), LI + LC + LD}a ≈ .a. Then all the hypotheses
of Theorem . are fulfilled with a =  and a = . It follows from Theorem . that the
boundary value problem (.) has two monotone positive solutions ω∗ and ν∗ such that

 < ω∗ ≤ ,  ≤ ∣∣(ω∗)′∣∣ ≤ , – ≤ (
ω∗)′′ ≤  and

lim
n→∞ωn = lim

n→∞ Tnω = ω∗, lim
n→∞(ωn)′ = lim

n→∞
(
Tnω

)′ =
(
ω∗)′,

lim
n→∞(ωn)′′ = lim

n→∞
(
Tnω

)′′ =
(
ω∗)′′,

where ω(t) = – 
 t + ,

 t + ,
 , and

 < ν∗ ≤ ,  ≤ ∣∣(ν∗)′∣∣ ≤ , – ≤ (
ν∗)′′ ≤  and

lim
n→∞νn = lim

n→∞ Tnν = ν∗, lim
n→∞(νn)′ = lim

n→∞
(
Tnν

)′ =
(
ν∗)′,

lim
n→∞(νn)′′ = lim

n→∞
(
Tnν

)′′ =
(
ν∗)′′,

where ν(t) = .
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