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Abstract
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illustrate our theory.

MSC: Primary 45G15; secondary 34B18

Keywords: fixed point index; cone; positive solution; p-Laplacian system; nonlinear
boundary conditions

1 Introduction
In the remarkable paper [1], Wang proved the existence of one positive solution of the

following one-dimensional p-Laplacian equation:

(00 () @ +2)f () =0, € (0,1), (L)
subject to one of the following three pairs of nonlinear boundary conditions (BCs)

#'(0) =0, u(1) + By (4'(1)) =0,
u(0) = B (1£/(0)), (1) =0,

u(0) = By (/(0)), u(1) + B (/' (1)) =0,

where B;,B; : R — R are continuous functions satisfying some suitable growth condi-
tions. The results of [1] were extended by Karakostas [2] to the context of deviated argu-
ments. In both cases, the existence results are obtained via a careful study of an associated
integral operator combined with the use of the Krasnosel’skii-Guo theorem on cone com-
pressions and cone expansions.

The Krasnosel'skii-Guo theorem and other topological methods are commonly used
tools in the study of existence of positive solutions for the p-Laplacian equation (1.1) sub-
ject to different BCs. This is an active area of research, for example, homogeneous Dirich-
let BCs were studied in [3-10], homogeneous Robin BCs in [7, 9, 10], nonlocal BCs of
Dirichlet type in [1, 11-19] and nonlocal BCs of Robin type in [16, 19-23].
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Here we study the one-dimensional (p;, p2)-Laplacian system

(0 () () + @@)fi (£, ult), v(t)) =0, £€(0,1), W)

(90, (V) (&) + @60 (6, 1(8), (D) =0, £ (0,1), ’
with @y, (w) = [w|Pi~2w, subject to the nonlinear boundary conditions

#'(0) =0, u(1) + By (4/(1)) =0, v(0) = B,(v(0)), v(1) = 0. (1.3)

The existence of positive solutions for systems of equations of the type (1.2) has been
widely studied; see, for example, [24-27] under homogeneous Dirichlet BCs and [5, 28—
31] with homogeneous Robin or Neumann BCs. For earlier contributions on problems
with nonlinear BCs, we refer to [1, 2, 20, 32—39] and the references therein.

We improve and complement the previous results in several directions: we obtain multi-
plicity results for the (p1, p2)-Laplacian system subject to nonlinear BCs, we allow different
growths in the nonlinearities f; and f,, and also we discuss non-existence results. Finally
we illustrate in an example that all the constants that occur in our results can be computed.

Our approach is to seek solutions of system (1.2)-(1.3) as fixed points of a suitable integral
operator. We make use of the classical fixed point index theory and benefit from ideas of
the papers [1, 2, 37, 40].

2 The system of integral equations
We recall that a cone K in a Banach space X is a closed convex set such that Ax € K for
x € Kand A > 0and K N (-K) = {0}.

If Q is an open bounded subset of a cone K (in the relative topology), we denote by Q
and 92 the closure and the boundary relative to K. When €2 is an open bounded subset
of X, we write Qg = 2N K, an open subset of K.

The following lemma summarizes some classical results regarding the fixed point index;

for more details, see [41, 42].

Lemma 2.1 Let Q2 be an open bounded set with 0 € Qg and Qi # K. Assumethat F : Qg —
K is a compact map such that x # Fx for all x € 0Q2i.. Then the fixed point index ix (F, Q)
has the following properties.
(1) Ifthere exists e € K \ {0} such that x # Fx + Ae for all x € 0Qk and all A > 0, then
ix(F,Q) = 0.
(2) If ux # Fx for all x € 0Q2k and for every u > 1, then ix(F, Q) = 1.
(3) Ifix(F,Qxk) #0, then F has a fixed point in Q.
(4) Let Q' be open in X with Q1 C Q. If ix (F, ) = 1 and ix(F, Q%) = 0, then F has a
fixed point in Q \SZ_}<. The same result holds if ix(F, Q) = 0 and ix(F, Q) = 1.

To system (1.2)-(1.3) we associate the following system of integral equations, which

is constructed in a similar manner as in [1] where the case of a single equation is
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studied:
1 s
u(t) = / ¢;3< /0 gl<r>ﬁ(r,u(r),v<f>)df> ds

1
+ B (%1 (/ a(@)fi(z, u(0),v(x)) dt)), 0<t<l,
0

(2.1)
Jo oo ([ ga(@)fs(t, u(x), v(x)) d) ds
W) =1 +Big,l(f" @b, u(),v(1)dr), 0<t<oy,
oL e@pu)v)drds, o, <t<],

1
where (p;t,l(w) = |w|?i71 sgn w and o, is the smallest solution x € [0,1] of the equa-
tion

i ,u(T), dt ) ds+ By ¢! ) ,u(t), d
/o<pm</s L0)fs(7, u(r),v(v)) 7,') s + 2(%2(/0 L0)fs(t, u(r),v(x)) r))

1 s
=f <P,;21</ gz(f)z(f,u(r),v(t))dt> ds.

By a solution of (1.2)-(1.3), we mean a solution of system (2.1).
In order to utilize the fixed point index theory, we state the following assumptions on
the terms that occur in system (2.1):

(C1) Foreveryi=1,2,f;:[0,1] x [0,00) x [0,00) — [0, 00) satisfies Carathéodory
conditions, that is, fi(-, #,v) is measurable for each fixed (u,v) and fi(t, -, -) is
continuous for almost every (a.e.) ¢ € [0,1], and for each r > 0 there exists
¢ir € L*°[0,1] such that

fit,u,v) < ¢ (t) foru,ve[0,r] anda.e. t € [0,1].

(C2) g1 €L'0,1],1 > 0 and

1 s
0< / <p1;11 (/ gl(r)dr> ds < +00.
0 0

(C3) g, €1'0,1], g, > 0 and

1/2 1/2 1 s
0< / (p;; (/ (1) dr) ds + / (p;; </ gz(r)dr) ds < +00. (2.2)
0 s 1/2 1/2

(C4) Foreveryi=1,2, B;: R— Risa continuous function, and there exist /1, > 0
such that

hpv <B;(v) <hpv foranyv>0.

Remark 2.2 Condition (2.2) is weaker than the condition

1 1
0< /0 O </s gz(r)dt> ds < +00. (2.3)
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In fact, for example, the function

1
——, t€[0,1/2],
&(t) = (lt_l)z )
t_zy € (1/21 1])

satisfies (2.2) but not (2.3).

Remark 2.3 From (C2) and (C3) it follows that there exists [a,b,] C [0,1) such that
f:ll &1(s)ds > 0 and there exists [a,, b,] C (0,1) such that fab; S(s)ds > 0.

We work in the space C[0,1] x C[0,1] endowed with the norm
G, v) | := max{[|2]l oo V]l oo }

where ||w| o := max{|w(t)|, ¢ € [0,1]}.
Take the cones
K = {w € C[0,1] : w > 0, concave and nonincreasing},

K := {w e C[0,1]:w=> 0, concave}.

It is known (see, e.g., [1]) that
« for w e Ki, we have w(t) > (1 - £)||w|| for £ € [0,1];
«» for w € Ky, we have w(t) > min{t,1 — t}||w||« for ¢ € [0,1].
It follows that the functions in K; are strictly positive on the sub-interval [a;, b;] and in
particular
« for w € K, we have mine(g, 5] w(t) = (1 — b1) [|[W|loos
+ for w € K, we have minse(,, »,) w(t) > min{as, 1 — b} || Wl .
In the following we assume a; = 0 and we make use of the notations

c = l—bl, Cy = min{ﬂz,l—bz}.
Consider now the cone K in C[0,1] x C[0,1] defined by
K:= {(u, v) € Ky x 1(2}.

For a positive solution of system (2.1) we mean a solution (#,v) € K of (2.1) such that
[I(u, v)|| > 0. We seek such solution as a fixed point of the following operator T
Consider the integral operator

(T
T(u,v)(t) := (Tz(u, v)(t)) , (2.4)

where

1 s
T1(u,v)(2) ::/ <pp11</0 gl(t)fl(r,u(r),v(t))df> ds

1
+B; <¢;11 </0 a@fi(r, u(r),v(x)) dr))
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and

fot (pI;ZI(f:”’ng(r)fz(t, u(t),v(t))dr)ds
To(u,v)(t) = + Bo(@p (Jo " @(0)fa(7,u(7),v(1)) d7)), 0 <t <0y,
I Oy (5, @(Ofa(T,u(r),v(v) dr) ds, Ouy <t <1

From the definitions, for every (u,v) € K, we have

max To(u, v)(t) = To(u, v)(0,,)-
te[0,1]

Under our assumptions, we can show that the integral operator T leaves the cone K in-

variant and is compact.
Lemma 2.4 The operator (2.4) maps K into K and is compact.

Proof Take (u,v) € K. From the definition we have that the function 7;(i, v) is nonincreas-
ing. The fact that T (1, v) and T5(u, v) are convex functions is known, see Section 2, p.2279
of [1]. Thus T'(u,v) € K. Now, we show that the map 7 is compact. Firstly, we show that T
sends bounded sets into bounded sets. Take (i, v) € K such that ||(&,v)|| < r. Then, for all
t € [0,1], we have

1 N
Ty(u,v)(t) = / go;ll (/O a1(t) 1(r,u(r),v(r)) dr) ds

1
+B; ((ppll (/0 a@fi(r,u(r),v(r)) dr))
1 s
< /t w;}( /0 gl(r)qsl,r(r)dr)ds
1
+ h12<,0[;11 (./0 &(r) I(T:M(T),V(t)) dr)
1 1 1
< / goml( /0 g1<r)¢1,r(r)dr)ds+h12<o,,3( /0 gl(r)dn,r(r)dr)

1 1 1
< /O w;}( /0 g1(T)¢1,r(T)dT)dS+h12<p,;11( fo gl(r>¢1,r(r>dr><+oo.

We prove now that 7; sends bounded sets into equicontinuous sets. Let ;, £, € [0,1], {1 <
ty, (u,v) € K such that ||(«,v)|| < r. Then we have

/ 2 gp};ll (/(; g1(r)f1(r, u(l'),v(‘c)) dl’) ds

2 1
/ 901:11 (](; g1(7)¢1,r(f)dr) ds

Therefore we obtain |T1(u, v)(t1) — T1(u,v)(t2)| = O when # — t,. By the Ascoli-Arzela
theorem we can conclude that 7; is a compact map.

| T, v)(t2) = Ty (1, v) (82)| =

<

=Gl -1l

For the sake of completeness, we sketch the proof of the fact that 75 sends bounded
sets into equicontinuous sets. Let 1, £, € [0,1], f; < £5, (4, v) € K such that ||(u,v)|| <r. The
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cases 0 < <t <0,y 0ro,, <t <t <1canbehandled as in the case of the operator 7.
If0 < 4 <0y, <ty <1, we observe that

| To(,v)(11) = Ta(u, v)(85))|
= | To(u, v)(81) = Ta(, V) (0u0) + T (4, v)(0) = T, V) (82) |

< | T, v)(t) = Ta(u, v)(0u)| + | T (4, v)(0u,) = Tolu, v)(82)

’

and the proof follows as in previous cases.

Moreover, the map T is compact since the components T; are compact maps. g

3 Existence results
For our index calculations, given p1, p2 > 0 we use the following (relative) open bounded

sets in K:
Ky = {(,v) €K : |lulloo < prand [[V]loo < 02}
and

Vo = {(u, v)eK: ten[})i,?l] u(t) < c1p1 and ter[{tlzi,r;z] v(t) < 02,02},
and if p; = po = p, we write simply K, and V,. The set V,, was introduced in [43] as an
extension to the case of systems of a set given by Lan [44]. The use of different radii, in
the spirit of the paper [40], allows more freedom in the growth of the nonlinearities.
The following lemma is similar to Lemma 5 of [43] and therefore its proof is omitted.

Lemma 3.1 The sets defined above have the following properties:

* Kerpreron € Vo CKpypp-

o (Wi, wa) € 0K, p, iff (W1, wo) € K and ||willoo = p; for some i € {1,2} and ||wjllo < pj for
j#i.

o (Wi, wa) € V), p, iff (Wi, wa) € K and mingepq, p,) wi(t) = c;p; for some i € {1,2} and
MiNye(q;p,) w;(t) < cjpj forj#i.

o If (W1, wa) € OV, 5y, then for some i € {1,2}, ¢c;p; < wi(t) < p; foreach t € [a;, b;] and
Willoo < pi; moreover, for j # i, we have |wj|lo < pj.

We firstly prove that the fixed point index is 1 on the set K, ,,.

Lemma 3.2 Assume that

(IL ) there exist py, py > O such that for every i = 1,2

o102
S < @y (my), (3.1)
where
= sup{ﬁ (;;7_’3) (t,v) € 0,1] x [0,1] x [o,m]},

1 1 s 1
— = / O </ a() dr) ds + hip,! (/ gl(f)dt>
n 0 0 0
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and

L max|: NG ( / Zgz(f)df) ds + Iy < / 2g2<r)dr),
1 s
/; w;j( / gz(f)dr) ds].

2

Then ix(T, K, ) = 1.

Proof We show that A(u,v) # T(u,v) for every (u,v) € 0K, ,, and for every A > 1; this
ensures that the index is 1 on K, ,,. In fact, if this does not happen, there exist > > 1 and
(u,v) € 0K,,,p, such that A(u,v) = T(u,v).

Firstly we assume that ||u|loc = p1 and ||V|leo < p2.

Then we have
1 s
Au(t) = / <p1;11 (/0 gl(r)ﬁ(t,u(r),v(r)) dr) ds

1
+B ((pljll (/0 a(@f(t,u(r),v(r)) dr))
1 s
< /t 901;11 (fo a@fi(r, u(r),v(x)) dr) ds

1
+ hogy! </ a@fi(r, u(r),v(x)) dl')
0

1 s
<o [ ([ s e s

1
+ ,01h12§0;11 </ gl(f)fl—(r,ui?’lv(r)) dt).
0 p

1

Taking ¢ = 0 gives

)\.M(O) = )\;01

1 s 1
= ,01/ §01;11 (/ a@f"” df) ds + p1h12(/71;11 (/ a@f""” dT)
0 0 0
1 s 1
= plwpf(ﬂ“”’z)(/o O (/0 gl(r)dr) ds + hg,! (/0 gl(r)dr))

1
-1 (£P1,02

=p—¢, \h .

m pn )

Using hypothesis (3.1) and the strict monotonicity of <p1;11, we obtain Ap; < p;. This contra-
dicts the fact that A > 1 and proves the result.
Now we assume ||V||s = 02 and || #||s < 01.

Then we have

2= | o], = Tow (o)
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Ifo,, < %, we have

)\,pz = || Tg(u, V) ”oo = TZ(ur V)(UM,V)

([ u(0),v(1))dv ) d

[ ([ ewpeunun)ar ) as

+ B, ((,0;21 (/Julvgz(T)fz(r,u(r), V(1)) dr)>
0

1 1

< /Oj (p;; </2g2(t)f2(t,u(r),v(r)) dr) ds

S

+ hzz(l);zl (/ " gz(‘f)fz(‘r,u(‘r), V(‘L')) dr)
0

< /Oj o] </2g2(1)f2(t,u(1),v(r)) dt) ds

S

+ hzzgol;j (/07 2(0)fa(t, u(t),v(r)) d‘[)

o [ ([ A2 1)

+ chzz‘/’;:zl (/2 g2(r)f27(f, ulx), v(e)) d‘f);
0

po-1
%)

thus we obtain

1 1

1
3 3 2
Ay < :0290;:21(f2p1,p2)(_/.0 ‘pz:zl (/ gz(r)d'z,') ds + hzzgo}jzl (/0 gg(t)d‘r>).

1

If o, > 5, we have

Ap2 = ” Ty (u,v) ”oo = Ty (u,v)(0y,)
1 s
= / o, (/ L(0)fa(7, u(r),v(r)) d‘L’) ds
1 s
= /1 90,;21 (/1 &), u(x),v(1)) dt) ds

2

1 s
= ,02_/; %;21(/% gz(ﬂ%dr) ds

1 s
=< Pz‘/’;zl (fzplm)ﬁ ‘/’;21 (/; gz(‘f)dr) ds.
2 2
Then, in both cases, we have

Aoy = | Ta(w,v)| o = Tou, v)(0uy)

b )
szw,;j(fz‘”’”)maX[/ so;;</ gz(r)dr)duhw;;(f gz(T)dT>,
0 s 0

Page 8 of 18
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1 s
-1
Jon(Jscoar) ]
2 2
1
-1 )
= ;)] 291 P2) e

Using hypothesis (3.1) and the strict monotonicity of (p‘zl, we obtain Ap; < p2. This contra-
dicts the fact that » > 1 and proves the result. O

We give a first lemma that shows that the index is 0 on a set V,, ,,.

Lemma 3.3 Assume that:

(Igl,pz) there exist p1, p2 > 0 such that for every i = 1,2
Sitorm) > @pi (M), (3.2)
where
Futono = inf{ﬁ (:;f”lv) (6, ,) € [0, 1] X [erpn, 1] X [o,m]},
1
L) = i“f{ﬁ(pt;i:) 2 (&,u,v) € [az, by] x [0, p1] X [€202, 0] }
2

1 by 1 s 1 by
T / P </ gl(t)dr> ds + hng, </ gl(r)dr),
1 0 0 0

1 ) v ;
M, 2 ﬂzrsnvlgbz |:v/a2 Pps (/S gz(T)dr) ds
b2 s ;
([ ewar) e ([ o) |
v v ”

Then ix(T, Vp,,p,) = 0.

and

Proof Let e(t) =1 for t € [0,1]. Then (e, e) € K. We prove that (&, v) # T(u,v) + A(e, e) for
(u,v) € 0V, 5, and A > 0. In fact, if this does not happen, there exist (u,v) € 9V, ,, and
A > 0 such that (z,v) = T(u,v) + A(e, €). We examine two cases.

Case (1): c1p1 < u(t) < py for t € [0,b1] and 0 < v(¢) < p, for t € [0,1].

Thus we have, for ¢ € [0, b1],

p1 > u(t)

1 s
=/t %f(fo gl(r)ﬁ(r,u(r),v(r))dr> ds
1
+ By (w,;ll (/0 ga@fi(r, u(r),v(z)) dr)) +A
b s
Z/t‘ %11(/0 gl(f)ﬁ(f,u(f),v(r))dr) ds

1
+hug,! </ a@fi(r, u(r),v(x)) dl’) +A
0
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b s
Z/t ‘P;ll (/o a@fi(t, u(r),v(z)) dt) ds

b
+hue,! (/ a(@fi(z, u(r),v(1)) dr) +A
0

b s
= m/t wpf(/o gl(r)wdﬁ ds

1

b
+ ,011’111901;11 (/ g1(r)f17(r’u(”’ V() dr) + A
0

p1-1
51

For t = 0, we obtain

by s
p1= P1¢;11(ﬂ,(p1,p2) )/ 90;11 (/ gl(r)dt> ds
0 0
b
+ 0195 (Fistor,00) V10, </ gl(f)df) +A
0

_ 1
> lolgl)pll(fl,(m,pg))]71 + A

Using hypothesis (3.2) we obtain p; > p; + A, a contradiction.
Case (2): 0 < u(t) < p; for t € [0,1] and ¢z 05 < V(£) < pa.
We distinguish three cases as follows.

Case (21):0< 0, <ajy.
Therefore we get

P2 = V(Uu,v) =Ty (u, V)(Gu,v) + A

1 s
:/ 90;21(/ gz(T)fz(T,u(T),v(r))dr) ds+ A\

u,v

by s
Z/ %321(/ gz(T)fz(T,u(t),v(t))dt> ds+ )\
b (v, u(z), ”(7))
- [ ([ e e as

by s
> 0203 o) / o) ( / g2<r>dr> ds +
ap a
B 1
= 0205, Vortoron) ) 3+ 2

Using hypothesis (3.2) we obtain p; > p; + A, a contradiction.
Case (2;): 0, = by.

02 > V(Uu,v) = T2(’4: V)(Ou,v) +A

_ /O - %1( / ™ @ (1 (o), (D)) dr) ds

+B, <‘P;21 (/(; Wgz(f)fz(T, u(t),v(1)) dt)) +A
by by
> / Dy </ &) (r, u(r),v(1)) d‘L’) ds

Page 10 of 18
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by
+horg,,) </ 2(0)fa(t, u(r),v(r)) dl’) +A

by by
= pzfaz w;;(/s gﬂﬂwaﬁ) ds

2
by
+ pzhglq);zl </ gZ(r)’W d‘f) FA
ap 5

by by
= 020, i) | %;;( | g2<r>dr> ds
ay s

by
+ 029 Fas(pr,p2) V10, (/ gz(f)df) +A
az

_ 1
> ,02¢p21(f2:(p1,p2) )E + A

Using hypothesis (3.2) we obtain p; > ps + X, a contradiction.

Case (23): ay < 0, < by.

2p2 > ZV(GM,V) =21+ ZTZ(M! V)(Uu,v)

=2X +/0 . (p;; </S M'ng(‘[)ﬁ(l',u(‘[),v(‘[)) dr) ds

+ B, ((p;; (/:M‘ng(r)fz(r, u(t),v(1)) dr))

1 s
¥ / %Zi(/ gz(f»’z(r,u(r),v(r))dr>ds

u,v

> 2\ + /ﬂ . go;zl </s. Wgz(r)fz(t, u(t),v(7)) dr) ds

2

+ hag),) (/au’vgz(r)fz(t, (), v(1)) dr)

2

by s
+/ w;j(/ gz(r)fz(t,u(r),v(r)) d‘[) ds
=2h+ p2/ W o) (/ Wgz(f)fw

’ 2
"t (/ " @ THD) dT>
ap o8

b s
z Sfolt,u(t),v(1))
vou (] e e s

u,v

> 2+ P20, (Fas(on,2) )|:/ o, (/ gz(f)df> ds
a S

Ouy by s
+hng,, (/ gz(f)df) +/ D (/ gz(t)dr) ds]
az Ouy Ouy

1

> 24 + 2020, (fos(or,0) ) Y

Using hypothesis (3.2) we obtain p; > A + py, a contradiction.

Page 11 of 18
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Remark 3.4 We point out that a stronger, but easier to check, hypothesis than (3.2) is

Jikor.02) > ©p; (Mi)r

where

1 by . s
—-— = - T)dt | ds
7 /0 Pp </0 a(r) )

and

1 1 ) ) ~ v by ~ s
7 2amm ([ et ) [Coi([aoc)a

In the following lemma we exploit an idea that was used in [37, 38, 40], and we provide
a result of index 0 controlling the growth of just one nonlinearity f;, at the cost of having
a larger domain. Nonlinearities with different growths were considered, for example, in
[45-47].

Lemma 3.5 Assume that

(Igl,pz)* there exist p1, py > 0 such that for some i € {1,2} we have
Silorm) > €M), (3.3)
where
| filtu,v)
fioo- mf{ ) € lanb] x 0] 0,02 .
i

Then ix(T, Vp,,p,) = 0.

Proof Suppose that condition (3.3) holds for i = 1. Let («,v) € 9V, ,,, and A > 0 such that
(¢, v) = T(u,v) + Ale, €). Thus we proceed as in the proof of Lemma 3.3. |

The proof of the next result regarding the existence of at least one, two or three positive
solutions follows by the properties of fixed point index and is omitted. It is possible to state
results for four or more positive solutions, in a similar way as in [48], by expanding the

lists in conditions (Ss), (Se).

Theorem 3.6 System (2.1) has at least one positive solution in K if one of the following

conditions holds.

(S1) Fori=1,2, there exist p;,ri € (0,00) with p; < r; such that (I3 ) [or (1D, )*1, (I}, ,,)
hold.
(Sp) Fori=1,2, there exist p;, r; € (0,00) with p; < ¢;r; such that (I%Lpz), (1° Y hold.

L2

System (2.1) has at least two positive solutions in K if one of the following conditions holds.

) [or (I

(S3) Fori=1,2, there exist p;,1;,8; € (0,00) with p; < r; < ¢;s; such that (1° oi) ]

L2
(X )and (1° ) hold.

GEp) 51,52
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(Sa) Fori=1,2, there exist p;,r;,s; € (0,00) with p; < ¢;ri and r; < s; such that (T, ), (I )

and (L ) hold.

System (2.1) has at least three positive solutions in K if one of the following conditions holds.

(Ss) Fori=1,2, there exist p;, ri,8;,8; € (0,00) with p; < r; < ¢;s; and s; < 8; such that (Igl,pz)
lor (19, )1, (I8, (12 ) and (I} , ) hold.

(Se) Fori=1,2,thereexist p;,1;,8:,8; € (0,00) with p; < ¢;r; and r; < s; < ¢;8; such that (Ilplm),
(I‘,’LQ), (Iil,sz) and (121,62) hold.

4 Non-existence results
We now provide some non-existence results for system (2.1). We use an argument similar
to the ones of [40, 49-53].

Theorem 4.1 Assume that one of the following conditions holds.
1. Fori=1,2,

Sfi(t, w1, u2) < @y, (m;u;)  foreveryt € [0,1] and u; > 0, (4.1)

where m; is defined in Lemma 3.2.
2. Fori=1,2,

M;
Si(t, w1, u2) > @y, <—ul) forevery t € la;,b;] and u; >0, (4.2)
C:

1

where M; is defined in Lemma 3.3.
3. There exists k € {1,2} such that (4.1) is verified for fi and for j # k condition (4.2) is

verified for f;.

Then there is no positive solution of system (2.1) in K.

Proof (1) Assume, on the contrary, that there exists (u, v) € K such that (&, v) = T'(&,v) and
(u,v) #(0,0). We distinguish two cases.
o Let |l#]loo # 0. Then we have

1 s
u(t):/t. w‘;ll(_/o gl(r)fl(r,u(r),v(r))dr> ds

1
+ B ((ﬂlzll (/(‘) gl(‘[)ﬁ(‘[,u(‘[),v(‘[)) d'[))

1 s 1
<m [ ¢;;( | g1<r)¢pl(u(r>)dr) ds+m1h12¢;3( [ gl(rwm(u(r))dr)

1 s 1
sm1||u||oo(/ wpf(/o gl(r)dr)duhwpf(fo gl(r)dr».

Taking ¢ = 0 gives

1 s 1
litlloo = 1(0) < 1t / wpf( f gﬁr)dr)ds+m1||u||oohmop3( / gl(rmr)
0 0 0

1
= m || ulloc—,
mq

a contradiction.
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¢ Let [[vlleo # 0.
Reasoning as in Lemma 3.2 we distinguish the cases 0,, <1/2 and o,,, > 1/2.

In the first case we have

| T2 v

T>(u,v)(0u,y)

= / o (p;; </ Wgz(r)fz(r, u(t),v(1)) dr) ds
0 s
+B, ((ppzl (/ Wgz(r)fz(r, u(t),v(1)) dt))
0

< mz”l/lloo/ ‘ (01;21(/ ‘ gz(f)dl') ds
0 s

+ By V]l oy ( / ' gz(T)dT)
0

< WIzIIVIIoo(/OEw;j(/igz(t)df> d3+h22¢2</:g2(f)df))

1
< m2||V”OO_!
my

vlloo

a contradiction.
In a similar manner we proceed in the case o,,, > 1/2.
(2) Assume, on the contrary, that there exists (#,v) € K such that (&,v) = T(u,v) and
(u,v) #(0,0). We distinguish two cases.
o Let ||u]|oo #O0. Then, for t € [ay, b1] = [0, b1], we have

b s
E/t %f(/o g1(T)ﬁ(f,u(t),v(r))dr) ds

b
+ h11<p1;11 (f a(@f(t, u(r),v(r)) dr)
0
b] S
> %/t (p;ll(/o gl(r)wpl(u(t)) dt) ds

M b
+ _lhu(ﬂ;ll (/ &1(1)@p, (u(1)) dr)

C1 0

M by s
> _1/t ‘ﬂ;ll <f0 &(t)ep, (61||u||oo) dr) ds
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M b
+ c—lhu(ﬂ;ll </ &(0)ep (Cl||u||oo)d1'>
1 0

b s by
=M1||u||oo</t w;f(/o gl(r)dr)duhuw,;}(/o g1<r>dr)).

For ¢ = 0 we obtain
1
u(0) = ||zl oo >M1IIMIIOOA71,

a contradiction.

o Let ||v|loo # 0. We examine the case o, > by. We have

IVlleo = V(Uu,v) =Ts(u, V)(Uu,v)

_ Ou,y a ouy , ’ d d
/0 Py (/S 20 (t,u(r),v(1)) r) 3
+B2 <(p;; (/Uu,ygz(f)fz(f,u(f), V(‘L’)) d1'>>

0

by by
= [Toi([ enummm)ar ) as

by
+hng,, (/ 20 (v, u(r),v(1)) dr)

by by by
>Mz||v||oo<f so,,;(f gz(f)df)d5+h21</’p21</ gz(r)dr))
a N az

1
> Ma[vlloo '
a contradiction. By similar proofs, the cases 0 < 0, < a4y and a; < 7,,,, < by can be
examined.
(3) Assume, on the contrary, that there exists («,v) € K such that (&,v) = T(4,v) and
(u,v) #(0,0). If |l u|| o # O, then the function f; satisfies either (4.1) or (4.2), and the proof
follows as in the previous cases. If ||v|l # 0, then the function f; satisfies either (4.1) or

(4.2), and the proof follows as in the previous cases. d

5 An example
We illustrate in the following example that all the constants that occur in Theorem 3.6 can
be computed.

Consider the system

(0 (@) () + @@)fi (£, ult), v(t)) =0, £€(0,1),

(9 (V) (8) + g2(e)fa (& (2, W(8))

(5.1)
0, te(0,1),

subject to the boundary conditions

#'(0) =0, u(1) + By (#'(1)) =0, v(0) = B,(v(0)), v(1) =0, (5.2)
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where By and B, are defined by

W) < )

BI(W) = VEV; 0 = S 11
1
sty w=l
and

w

- w<l

3) — — )
By(w) = w 2

9ty W=

Now we assume g1 = go = 1. Thus we have

1 -1
— -4 + Mo,
mp P
1 1/1\pT 1\ 7T

— p2- p2—
RO
144%) P2 2
1 1 -1 2 L
—_— :pl hfl ! +h11b1pl !

and

M, My lay, by)

1 -1 P2 P2 1
== min <p2 (v =a2)P2T + (by — v)P27T) + by (v — @) 27 )
2 ay<v=by \ P2

The ChOicepl = %7;”2 = 3) bl = %, a)

Il
e
Nl

N
I
W
=
o
=
Il

by direct computation,

; m; =1.2; M; =5.785; my =2.121;

1
;o =
L)

1
==
173

Let us now consider

1 27
filt,u,v) = E(u4 +£9%) + =’ folt,u,v) = Vtu+100°.

Then, with the choice of p; = py = %, n=1r= %, $1 =53 =9, we obtain

inf{ﬁ(t,u, v):(t,u,v) € |:O, §i| x [0, ;1] x [0, pz]}

=£(0,0,0) = 0.54 > \/M; p; = 0.538,
sup{fi(t,u,v) : (¢,u,v) € [0,1] x [0,r1] x [0,72]}

= (1,71, 75) = 0.62 < /rry = 1.095,
sup{fa(t, u,v) : (t,u,v) € [0,1] x [0,r1] x [0, 7]}

=_f2(11 11, rz) = 1260 < (Wl27’2)2 = 2’

1 1 1
5’ hyy = 2 hy = 9 and /1y, =

Page 16 of 18

gives,
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filt,u,v): (t,u,v) € |0, §:| x [c181,81] X [0,sz]}

=

in

:f1(0, C181, 0) =5.602 > ‘/Mlsl = 1247,

1 3
inf ,f2(t; u, V) : (t’ u, V) € Z? Zil X [0151] X [CQSZ,SZ]}

=f2(£,0,c282) = I > Sy = /.
(t,0,co87) = 14778.9 > M3s3 = 6774.07

Thus the conditions (I°, , )*, (Ii ,) and (I9,) are satisfied; therefore system (5.1)-(5.2)
20720 '3 ’
has at least two positive solutions (u;,v1) and (i, v2) such that % < (g, )|l <1 and

1< |[(uz,v2)ll <9.
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