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Abstract

In this paper we consider a von Kérman plate system with memory condition at the
boundary. We prove the asymptotic behavior of the corresponding solutions. We
establish an explicit and general decay rate result using some properties of the
convex functions. Our result is obtained without imposing any restrictive assumptions
on the behavior of the relaxation function at infinity. These general decay estimates
extend and improve on some earlier results-exponential or polynomial decay rates.
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1 Introduction
This paper is concerned with the general decay of the solutions to a von Kdrmén plate

system with memory condition at the boundary:

Uy + A?u=[u,v] inQ x (0,00), (11)
A%v=—[u,u] in S x (0,00), (1.2)
V= ﬂ =0 onT x(0,00), (1.3)

av

ou t
3 +/ at-s)Biu(s)ds=0 onT x (0,00), (1.4)
v 0

t
Uu-— / S(t—5)Bou(s)ds=0 onT x (0,00), (1.5)

0
u(x,y,0) = uo(x, y), uy(%,,0) = u1(x,y) in R, (L.6)

where € is a bounded domain of R? with a smooth boundary T'. Let us denote by v =
(v1, V) the external unit normal vector on I" and by 7 = (v, v;) the corresponding unit
tangent vector. The relaxation functions gi,g, € C'(0, 00) are positive and nondecreasing.

The von Karmdn bracket is given by

(24, V] = UxVyy — 2ty Viy + Uy Vix.
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Here, B;, B, denote the differential operators

oA 0B
Biu=Au+(1-p)Biuy, Bou = i +(1-pw) 24
av at

and

2 2
By = 21 Valtyy — Vi Uy — Vg lyy,

Bou = (v12 - vzz)uxy + 1V (hyy — Uy

and the constant p € (0, 1) represents Poisson’s ratio.

From the physical point of view, this system describes the transversal displacement u
and the Airy-stress function v of a vibrating plate. We know that the memory effect de-
scribed in integral equations (1.4) and (1.5) can be caused by the interaction with another
viscoelastic element. Problems related to equations (1.1)-(1.6) are interesting not only from
the point of view of PDE general theory, but also due to its applications in mechanics.

The problem of stability of the solutions to a von Kdrmén system with dissipative ef-
fects has been studied by several authors [1-4]. Rivera and Menzala [5] considered the
dynamical von Kdrmdan equations for viscoelastic plates under the presence of along range

memory:

Uy — hAuy + A%u— fotg(t— )A%u(t)dt = [u,v] in Q x (0,00),

A% =—[u,u] in Q x (0,00),

V:g—::O onT x (0,00),

u= g—"f =0 onTIy x (0,00), (1.7)
Biu - Bl{fotg(t— Du(t)dt} =0 onT; x (0,00),

Bou — h% - Bz{fotg(t —Du(t)dt}=0 onT; x (0,00),

u(x,y,0) = uo(x,y), u(x,7,0) = u1(x,y) in Q.

The equations describe small vibration of a thin homogeneous, isotropic plate of uniform
thickness /4. They studied that the energy decays uniformly exponentially or algebraically
with the same rate of decay as the relaxation function. Later, Raposo and Santos [6] proved
the general decay of the solutions to von Karman plate model (1.7) under condition on g
such as

gt <-£@)g(), £(t)>0, £'(t)<0, t>0, (1.8)

where £ is a differential function. This result generalized on the earlier ones in the liter-
ature. Kang [7] established an explicit and general decay rate result for von Karmén sys-
tem (1.7) with nonlinear boundary damping /(u,). Kang improved the results of [6] with-
out imposing any restrictive growth assumption on the damping function % and strongly
weakening the usual assumptions on the relaxation function g. Kang [8] showed the expo-
nential decay result of solutions for von Karmdan equations (1.7) without the assumption
(1.8). She studied that solutions decay exponentially to zero as time goes to infinity in case

g@) +yg) =0, /Ooo(g/(t) +yg(t))e* dt < +00, Vt>0 (1.9)
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for some y,« > 0.Itis clear then that we are allowing g’(¢) to take negative values. The ker-
nel g(t) may oscillate. This result improved on the earlier ones concerning the exponential
decay. Recently, Kang [9] considered the exponential decay for von Karmén equations (1.7)
with acoustic boundary conditions when relaxation function satisfies (1.9). The construc-
tion of the Lyapunov function is based on the multiplier method.

On the other hand, Rivera et al. [10] studied the stability of the solutions to a von Kar-
man system for viscoelastic plates with memory effect in the boundary. They proved that
the solution of system (1.1)-(1.6) decays uniformly exponentially or polynomially with the
same rate of decay as the relaxation function. Later, Santos and Soufyane [11] improved
the decay result of [10]. They assumed that the resolvent kernels satisfy

ki(0) >0, ki(t) > 0,
(1.10)
ki) <0, K0 =y (-ki(®)), Vt=0(i=12),

where y; : R* — R* is a function satisfying the following conditions:

+00
vi(t) > 0, Y/ () <0, / i(£) dt = +00.
0

They studied that the energy decays with a rate of decay similar to the relaxation functions,
which are not necessarily decaying like polynomial or exponential functions. Motivated
by their results, we prove the general decay of the solution for a von Kdrmadn plate system
with memory boundary conditions (1.1)-(1.6) for resolvent kernels k; satisfying

K/ (£) = H(-k((t)), Vt=0(i=1,2), (1.11)

where H is a positive function, with H(0) = H'(0) = 0, and H is linear or strictly increasing
and strictly convex on (0, r] for some 0 < r < 1. The proofis based on the multiplier method
and makes use of some properties of convex functions including the use of general Young’s
inequality and Jensen’s inequality. We establish an explicit decay rate result that allows a
wider class of relaxation functions and generalizes previous decay results of [10, 11].

Moreover, there exists a large body of literature regarding viscoelastic problems with the
memory term acting at the boundary. Cavalcanti et al. [12] considered the existence and
uniform decay rates of solutions to a degenerate system with a memory condition at the
boundary. Santos [13] and Santos et al. [14] proved the decay rates for solutions of a Timo-
shenko system and a nonlinear wave equation of Kirchhoff type with a memory condition
at the boundary, respectively. Park and Kang [15] investigated the asymptotic behavior of
the solutions of a multi-valued hyperbolic differential inclusion with a boundary condition
of memory type. Precisely, denoting by k the resolvent kernel of —g’/g(0), they proved that
the energy of the solution decays exponentially (polynomially) to zero provided k decays
exponentially (polynomially) to zero. Messaoudi and Soufyane [16], Mustafa and Mes-
saoudi [17] and Kang [18, 19] obtained the general stability for wave equation, the Timo-
shenko system and Kirchhoff plates with viscoelastic boundary conditions under condi-
tion k satisfying (1.10), respectively. Mustafa and Abusharkh [20] proved the general decay
for plate equations with viscoelastic boundary damping when resolvent kernels k; satisfy
1.11).
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Besides, Mustafa and Messaoudi [21, 22] investigated the general stability result of vis-
coelastic equation for relaxation function g satisfying (1.11). These conditions on H are
weaker than those imposed in [23].

The paper is organized as follows. In Section 2 we present some notations and material
needed for our work. In Section 3 we prove the general decay of the solutions to the von
Karmadn plate system with memory condition at the boundary.

2 Preliminaries

In this section, we present some material needed in the proof of our main result. Through-
out this paper we define

(ut, V):/Qu(x)v(x)dx, (u, V)r:/ru(x)v(x)dl".

For a Banach space X, || - || x denotes the norm of X. For simplicity, we denote || - ||;2(q) and
Il - lz2qy by Il - Il and || - ||, respectively. A simple calculation, based on the integration by
parts formula, yields

(A%uw,v) = a(u,v) + (Bou, v)r — (Blu, g—:) , (2.1)
r

where the bilinear symmetric form a(u, v) is given by
a(u,v) = f {uxxvxx + Uy Vyy + W UaxVyy + Uyy Vi) +2(1 = u)uxyvxy} dxdy.
Q
We know that /a(u, u) is equivalent to H%(<2), that is,

2 ~ 2
Co ”M”Hz(g) = ﬂ(ur I/l) = CO”””].[Z(Q);

where ¢ and ¢, are generic positive constants. This and the Sobolev imbedding theorem
imply that for some positive constants C, and C;,

lul® < Cpa(u,u) and |Vul® < Cialu,u), VYueH*(Q). (2.2)
We assume that there exists x, € R? such that
F:{xeF:v(x)~(x—x0)>0}. (2.3)

We define m(x) = x — x9 and R = max,eq |m(x)|.
The following identity will be used later.

Lemma 2.1 ([24]) For every u € H*(Q), we have

(m -Vu, Azu) =a(u,u) + / |:(Bzu)(m -Vu) - (Blu)i(m . Vu)] dr
r av

1
+ 5 / m- v[uix + uiy + 2d Uy lhyy + 2(1 - u)uiy] dar.
r
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Now, we introduce the relative results of the Airy stress function and von Karman
bracket [-,-].

Lemma 2.2 ([25]) Let u, w be functions in H*(Q) and v in H}(2), where Q is an open
bounded and connected set of R* with regular boundary. Then

Aw[v,u]dx:/g;v[w,u]dx.

Now, we use the boundary conditions (1.4) and (1.5) to estimate the terms 5,z and B,u.
Denoting by

(gxv)() = /0 gt —s)v(s)ds

the convolution product operator and differentiating equations (1.4) and (1.5), we arrive
at the following Volterra equation:

1 1 du, 1
Biu+ ——g «Biu=———, Bou+ ——g) « Byu =
T @ T ) o R

U,

1
£2(0)

Applying Volterra’s inverse operator, we have

1 aut But 1
Biu=- kw2l By L . ’
" gl(O){ v T Bv} 2= (o) e o)
where the resolvent kernels k; (i = 1, 2) satisfy

/

1 1
kit —g k= ———gl.
gi(())g gz‘(O)g

Assuming throughout the paper that #o = 0 on I' x (0,00) and defining 7; = —= and

21(0)
Ty = &% we can rewrite By and Byu as
ouy u ou
Biu=-11— +k(0)— + k| x — ¢, 2.4
1 TI{8v+l()8v+1*8v} @4
Bzu:rz{ut+k2(0)u+k;*u}. (2.5)

Hence, we use conditions (2.4) and (2.5) instead of the boundary conditions (1.4) and (1.5).
Let us define

(@OV)(@) = /0 gt —9)|ve) - v(s)[ ds.

By differentiating the term g [Jv, we obtain the following lemma for the important prop-

erty of the convolution product operator.

Lemma 2.3 For g,v € C}([0,00) : R), we have

d t
(g*xv)v, = —%g(t)|v(t)|2 + %g'Dv— %%[gﬂv— (/0 g(s) ds>|v|2].
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We consider the following assumptions on k; and k.
(A1) The resolvent kernels k; : R, — R, (i = 1,2) are twice differentiable functions such
that
k;(0) >0, tlim k() =0, ki(t) <0,
—00

and there exists a positive function H € C*(R,), and H is a linear or strictly increasing and
strictly convex C? function on (0,7], < 1, with H(0) = H'(0) = 0, such that

k!'(t) > H(-k/(t)), Vt>O0. (2.6)
The energy of system (1.1)-(1.6) is given by

1
E@) = Slul? + Sated) + 1AV + Zho@lul - /k’D dr

-5 koG

The well-posedness of von Karman system plates with boundary conditions of memory

T ou
— k()| —
+ 5 1( )H 3

type is given by the following theorem.

Theorem 2.1 ([10]) Let k; € C*(R,) be such that k;,—k.,k! > 0 for i = 1,2. If (uo,u1) €
H2(Q2) N L%(R), then there exists a unique weak solution for system (1.1)-(1.6). Moreover,
if (1o, 1) € (H*(Q) N H*(RQ)) x HX(Q), then the solution of (1.1)-(1.6) has the following
regularity:

ueC ([0, T]: H(Q)NC°([0,T]: HX(R)),  veC’([0,T]: HX(Q) N H(RQ)).
We are now ready to state our main result.

Theorem 2.2 Assume that (Al) holds. Suppose that D is a positive C* function, with
D(0) = 0, for which Hy is a strictly increasing and strictly convex C* function on (0,r] and

/ 7 1/((]/((;) o) ds<+o0o fori=1,2. (2.7)

Then there exist positive constants cy, ¢y, ¢3 and €q such that the solution of (1.1)-(1.6) sat-

isfies
E(t) <c3H'(ait +¢y), Vt=>0, (2.8)

where

L |
Hi(t) = /t e ds and Ho(t)=H(D(?)).

Moreover, for some choice of D, lffo H;(t) dt < +00, then we obtain

E@®) <3G at + ), (2.9)
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where

L |
G(t) = ft e ™ (2.10)

In particular, (2.9) is valid for the special case H(t) = ct? for1 <p < %

Remark 2.1 (1) From (Al), we conclude that lim;_, .o (—k;(£)) = O for i =1, 2. This implies
that lim,_, . &/ (t) cannot be equal to a positive number, and so it is natural to assume that
lim;_, o0 k/'(t) = 0. Therefore, there is ¢y > 0 large enough such that k(ty) < 0 and

max{/q(t), —k;(t),klf/(t)} < min{r,H(r),Ho(r)}, Vit > tp. (2.11)
From H is a positive continuous function, we obtain

dy <H(-k/(t)) <dp, Vtel0,)] (2.12)

for some positive constants d; and d,. Since k] is nondecreasing, k;(0) < 0 and k;(t) < 0,
we have

0 < —ki(to) < —ki(t) < -k:(0), Vte[0,t]. (2.13)

Hence, by (2.6), (2.12) and (2.13),

" / dh / d /
/ H(-kK / (1),
ki'(t) = H(-ki(t)) = klf(O)k‘(O) > k;(O)k’(t)
which gives
KI(t) = ~dsk/(£), Vte[0,6],i=12, (2.14)

for some positive constant ds.
(2) By using the properties of H, we can prove that the function H; is strictly decreasing

and convex on (0,1], with lim,_, o H;(¢) = +00. Thus, Theorem 2.2 ensures

lim E(¢) = 0.
t—>+00
Remark 2.2 The well-known Jensen’s inequality will be of essential use in establishing
our main result. If Fy is a convex function on [a,b], f : 2 — [a,b] and & are integrable
functions on Q, h(x) > 0, and [, h(x)dx = hy > 0, then Jensen’s inequality states that

1 1
Fo(h—o /Q f(x)h(x)dx) =% /Q Fo(f (x)) () dx. (2.15)

3 General decay
In this section, we study the asymptotic behavior of the solutions for system (1.1)-(1.6).
To prove the decay property, we first obtain the dissipative property of system (1.1)-(1.6).
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Multiplying equation (1.1) by #, and integrating by parts over €2, we get

d

1 1 a
E[_”ut” + 26l(u JU) + —IIAVII ] = (Blu,a—bf)r = (Baut, ug)r.

From the boundary conditions (2.4) and (2.5) and Lemma 2.3, we have

T2
E@®) < -tollul} + Ekg(t)uuu%

3
k” Oudl -1 ”‘ k” D o dF 3.1)

2

ol

Let us introduce the following functional:

D(¢) := / {m -Vu + %u}utdx.
Q

The following lemma plays an important role in the construction of the Lyapunov func-

tional.

Lemma 3.1 There exists C > 0 such that
, 1 2 1 2 1 2
Q(t) < — - lluell® = zalw,u) = |AV|I" + = | (m-v)|u,|”dl’
2 2 2 Jr
C/ (Juel® + ‘kz(t)u’2 + |k 0 u|2) dr
r

+C/r<

Proof Differentiating ®(¢) and using (1.1), (2.1) and Lemma 2.1, we obtain

2 2
3ut

ov

/

u
+ kl(t)%

) dr. (3.2)

D'(t) = Lut(m -Vuy)dx + %Hu[”z + A[(m -Vu) + %u] (—Azu + [u,v]) dx

1 ) 1 3
== . dar - - - Za(uu
Zfr(m V)| 5 laael” = S alu, u)

1 1
——||Av||2—/(82u) m-Vu+—-u)dl

2 r 2

a 1

+f(Blu)— m-Vu+—u)dl

r v 2

1
-3 /r m - v, + uiy + 2lhlhyy + 2(1 — ,u.)uiy] dr

+ / (m - Vu)u,v]dx. (3.3)
Q
According to Lemma 2.2, we have

/Q(m -Vu)lu,v]dx = /g;[m -Vu,ulvdx = —%”AV”Q - % /(m V)| AV|2dT. (3.4)

r
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Using the trace theorem, (2.2), (2.3) and Young’s inequality, we get, for ¢; > 0,

1 1
‘—/(Bzu)<m-Vu+ —u) dr /(Blu)i<m-Vu+ —u) dF‘
r 2 r av 2
1) )
561/ m-Vu+—-u dF+Cq/|Bzu| dar
r 2 r
Jlzs (e 39)
+ € — | m-Vu+—-u
r v 2

<ec(Cy + Ca(u, u) + elc/(m . v)[uﬁx + uiy + 2 AUy lhyy + 2(1 - ;L)ufcy] dar
r

+

2
dF+CEI/ |Biu|? dT’
r

+Cq / |Boul*dl + C,, f |Byu|?dr, (3.5)
r r
where ¢ is a positive constant. From (3.3)-(3.5), we obtain

, 1 1 3
Q(t) < - /(m W) dl = | = | = — €1e(Cp + Co) )alu, u) — || Av|®
2 Jr 2 2
1
- (5 - elc) /(m . v)[ufm + uiy + 2Ly lhyy + 2(1 — u)uiy] dar
r

1
—E/(m~v)|Av|2dF+Cq/ |62u|2dr+cﬂ/ |Byu|*dr. (3.6)
r r r

Note that

K u(t) = — (k' o u)(£) + u(t)[k(2) - k(0)].

From the above inequality, the boundary conditions (2.4) and (2.5) can be written as

ou u , Ju
Blu:—rl{a—vt +ha(t)o- ko 5}, (3.7)
Bzu:rz{ut+k2(t)u—k;ou}. (3.8)

Substituting (3.7) and (3.8) into (3.6) and choosing ¢; small enough, we have estimate
(3.2). d

Let us consider the following binary operator:
t
(kov)(¢) := / k(t - s)(v(t) - V(s)) ds.
0
Then, applying Holder’s inequality for 0 < o <1, we get
2 ! 2(1-a)
|(k o v)(t)| < |:/ |k(s)| ds] (|k|2°‘ O V)(t). (3.9)
0

Proof of Theorem 2.2 Let us introduce the Lyapunov functional

L(t) .= NE(t) + (2)

with N > 0.
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Using (3.1), (3.2) and (3.9) with @ = 5, we obtain

1

2
2

8Mt

1 1 R
L't) < —EIIM:II2 - Eﬂ(u, u) - | Av])? - <T2N— 7 C)IlutII% - (uN - C)‘ ™

r

N N du ||
(20 + @ ) 1w + ( EEk 0 + e )|
2 2 | p

N N 2
122 K Oudr - C/k’D dF—Tl /k”D—dF cfk;ma—”dr.
V

Taking N large, for some positive constant g,

2
9
L'(t) < —BE(t) + CIZ(8)||u||% - C/ kyOudr + Ck? - Cf kO 8—” dr,
r T r

v

which, using trace theory and the fact that lim,_, ok;(t) = 0 for i = 1,2, yields, for large ¢y,
ad
L'(t) < -BE(®) - c/ K,Dudl — c/ KO 8—’: dT, Vt=>t,. (3.10)
r r

On the other hand, it is not difficult to see that L(¢) satisfies

qoE(t) < L(t) < q1E(¢) (3.11)
for some positive constants go, g1. Using (2.14), (3.1) and (3.10), we have

C [ 2
L'(t) < —-BE(t) + d_/ k3 (s) / \u(t) - u(t—s)| dl' ds
3 Jo r

_c/ttkg(s)/rm(t)-u(t-s)|2drds

C Y u(t 8u(t s)[*
d—s,/ K ()/’— dl' ds
-c/t k{(s)/r a”(t)—w dr ds

< _BE@t) - ;—iE/(t) - c/tk;(s) / |u(t) - u(t —s)|* dU ds

o[

where T = min{ty, 7,}. We take L(¢) = L(¢) + i—CfE(t), which is equivalent to E(t), and use
(3.12) to get

-9 [

dl'ds, Vt=>ty, (3.12)

L'(t) < —BE(t) /k’(s/|u t—s)‘zdFds

2
_C/t ki(s)/r ou(t) ~ ou(t —s)

drl’ ds. (3.13)
av
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(A) The general case: This case is obtained on account of the ideas presented in [20, 22]

as follows. Let Hjj be the convex conjugate of H in the sense of Young (see [26]); then
Hi(s) = s(Hp) ™ (9) - Ho[(Hy) ()], if s € (0, Hy(r)] (3.14)
and Hj satisfies the following Young’s inequality:
AB < Hj(A) + Hy(B), if A€ (0,Hy(r)],B<(0,r]. (3.15)

We define n(t) and & (£) by

—k3(s)
/ H 1(/// /| (&) —u(t- S)| dr ds,

)_/ = k/’(fss))/ oul(t au —s)|?

where Hj is such that (2.7) is satisfied. From (2.7), (3.1) and trace theory, and choosing ¢,
even larger if needed, we find that 5(¢) and & (¢) satisfy

dr ds,

n(t) <1, &) <1, Vt=>t. (3.16)

Besides, we define k() and x (¢) by

k() := /k” k;(g,) /|u(t) u( —s)| dr ds,

p —ki(s) du(t) du(t-s)|
= - I'ds.
X(8) = /k() W |52 2= s
By (2.6) and the properties of Hy and D, we obtain
—Ki(6) —Ki(s) —Ki(s) o i=12, (3.17)

Hy' (K (5)) : Hy'(H(=K{(s))) ~ D (=ki(s D=

for some positive constant «g. Then, using (2.11), (3.1) and (3.17) and choosing ¢, even

larger, we can see that « (¢) satisfies, for all £ > £,

k(t) < ag /tké’(s) / |u(t) - u(t—s)|2dF ds < cE(0) /tké’(s) ds < —ck}(t0)E(0)
to r

]

< min{r,H(r),Ho(r)}. (3.18)

Similarly, we deduce that y(¢) < min{r, H(r), Hy(r)}. Since Hy is strictly convex on (0, r]
and Hy(0) = 0, then

Hy(Ax) < AHp(x) (3.19)

provided 0 <X <landx € (0,r]. Using (3.16), (3.19) and Jensen’s inequality (2.15), we have
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k() = () t:n(t)Ho[Hal(kg(s))] k2ff)s) f |u(t) — (e — )| dT" ds
> 2) i Ho[n(t)H, (k;’(s))] k;jf) / |u(t) - ult —)|* dT" dis
zHo(/tO -k;(s)fr}u(t)-u(t-s)|2drds>.
This implies that
]t : 1569 [ 0~ e =) d ds = 5 ). (3:20)
Similarly, we get
/t: —ki(s) /F ‘BZ—Y) - w zdr ds < Hy' (x (¢)). (3.21)

From (3.13), (3.20) and (3.21) we deduce that
L'(¢) < -BE®) + CHy' (k(2)) + CHy (x (), Yt = to. (3.22)

For ¢y < r and d > 0, we define the functional

F(t) := L(OH], (60 5((3 ))> + doE(t),

which satisfies
a1 F(t) < E(t) < aaF(2) (3.23)

for some o, > 0. Also, by €g <, E' <0, we get 605 < r.Using (3.1), (3.14), (3.15), (3.18)
and (3.22) and the fact that £ <0, Hy >0, H, > 0 and H{ >0 on (0,r], we obtain

E E E
F'(t) = £'()H, (GOE(((';))) reoL(0) ((J;Hg <e E(((t)))> doE'(0)

< -BE(t)H, (eo %) + CH, (60 5((—8))>H01 (k@)

+CH{,( 5((?)) 1(x(0) + doE (1)

< -BE(t)H, (eo &> + CH} <H[) (60&>> + Cr(t) + Cx(t) + doE'(¢)

£0) E(0)
oo 25) o (o B3

- CH, <eoﬂ> + C(K(t) + X(t)) +doE'(t)
E(t) ,( E(t)> 2Cay

< —(BE(0) - €oC) =~ E'(t) + doE'(2).

E0) °\E(0)
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Therefore, with a suitable choice of ¢y, and dj, we have, for all £ > &,

F'(t) < —as3 (%)H{) (60 %) = —a?,Hz(%), (3.24)

where a3 > 0 and Hy(2) = tH(€ot). By the strict convexity of Hy on (0, 7], we see that Hy(z) >
0, and H)(t) = Hy(eot) + €otHj (€0t) > 0 on (0,1]. We take

K@) = %g)’”

which is clearly equivalent to E(z). Using (3.23), (3.24) and H,, > 0, we get

0[1F/(t) o103 E(t)
K'(t) = < ———Hy| — | < —-koH3(K(t)), Vt>to,
0-"0) <-mtn( o) < -hoH(K©), Vez o
where ky = “10‘3 > 0. Then, using the properties of H,, the fact that H; is a strictly decreas-

ing functlon on (0,1] and lim;_, g H;(¢) = +00, we obtain, for some ki, k, > 0,
K@) <H'(kt+ky), Vt=>to, (3.25)

where Hi(t) = ftl ﬁ ds. Using (3.23) and (3.25), we have (2 8). Moreover, if fot H(t)dt <
+00, then [ ™ H'(¢) dt < +00. From (2.8) we get [, E(¢) dt < 00 and

/t/|”(t)‘”(t‘s)!ZdFdsy/OtE(s)dK+oo,
//au(t) 3u(t s

Similarly, we define, for large ¢,

t
dl'ds < c/ E(s)ds < +o0.
0

771(t)1=/ /F|u(t)—u(t—s)|2drds<1, Vit > &,

u(t) ou(t-s)|*
v v

dllds<1, Vt>ty

£(8) =

and

a(t) = ftkg(s)/r\u(t)—u(t-s)|2drds,

‘ 9 du(t-s)|°
n0:= [ ke [0 -2

drl' ds.
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From (2.6), the strict convexity of H and Jensen’s inequality (2.15), we obtain

1 t , 2
K1 (£) > m/;o m(t)H(—kz(s))/l:‘u(t)—u(t—s)‘ dr' ds

1 £ ) ,
> /t H(-m(0k)(s)) fr 6) — (e — 92 ds

2H</t—k§(s)/|u(t) —u(t—s)|2d[‘ds>.
to r

Therefore, we deduce that

/ (k3 (s)) /F |u(t) - ult - 5)|” dT ds < H™ (ia (2)).

0

Similarly, we have

[k [

Thus, (3.13) becomes

du(t) dult-s) 2

= ™ dlds < H™' (xu(2)).

L) <-BE®) + CH ' (k1)) + CH (;u(9)),  VE=to.

Hence, repeating the same procedures, we see that for some ¢, ¢; and ¢3 > 0,
E@t) <3G Nt + ),

where G(t) = ftl sH,(lm ds.

(B) The special case H(¢) =ct’ and 1 <p < %:
Case 1. p = 1: Using (2.6) and (3.1), estimate (3.13) yields, for all £ > £,

L'(t) < -BE@) + % /t;kg(s) /r |u(t) - u(t - s)[* dT" ds

t
+ g/ k{’(s)/
4 to r

C
< ~BE@O) - ~E (@),

2

ou(t) B ou(t —s) JI ds

v ov

which gives
2C 1\
(£ + —E) (t) < -BE(t), Vt=>t.
cT

From (3.11) we know that £ + i—fE ~ E. Hence, we easily get
E@) <de =dG),

where

LI | 1 Int
G(t):/ 7015:/ Zds= -2
. sH'(eps) . S c
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Case2.1<p< %: We can see that
> /¢y 100 ,
(<ki(s)) Cds<oo, i=1,2, (3.26)
0

for any 8y < 2 —p. Using (3.1) and (3.26) and choosing ¢, even larger if needed, we conclude
that for all £ > ¢,

I(t) := / t(-k;(s))”0 f |u(@) - u(t —5)|* dT ds
r

to

<2 (ki) [t + ate -9 ar s
to r

< cE(O)/t(—ké(s))lao ds <1, (3.27)
and
Lo s [|0u(t)  du(t-s)|
J() = fto (=K,(s)) /F o | drds
Lo s [[|8u@|? |But-s)|?
52/t0(—k1(s))15 /F[ R :|d[‘ds

< cE(0) / t(—k{(s))l_ao ds<1.

to

From Holder’s inequality, Jensen’s inequality, (2.6), (3.1) and (3.27), we get

/ (ks (s)) /F |u(@) - u(t - )" dT ds

:/t(_ké( ))(p 1+60) (p 1+30 ( k/( ))1 6°/|u(t)—u(t—s)|2dr‘ds

= (/ t(_ké(s))p_mo (Ky(s)" /F |u() - u(t - 5)[* dT ds)pwo

Lo

X (/;Ot(_ké(s))l% /l:|u(t) —u(t- S)}Z AT ds>p_1+50

1 ‘ +80 / 0 p1i%o
:I(t)(m/to( k())phs —kj(s 18 /‘ - —s| dFds)

—1+60

/ —k, (s) |u(t) u(t - s)| dr ds)

5

(1)”“6"( k” s)/|u(t) u(t - )|’ drds)Tr"
C

> (—E'(2)) %0 5. (3.28)

IA

IA
Q-
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Similarly, we obtain

[k [

Therefore, using (3.28) and (3.29), we see that (3.13) yields, for &y = %,

du(t) ou(t—s)|*
v Jdv

1 p—igéo , 80
dlds < | - (—E'(2)) 7% (3.29)
C

L) < —BE(®) + 25 (<E/(9) 7. (3.30)

CZp—l

Multiplying (3.30) by E?(¢), with y = 2p — 2, and using (3.1) and Young’s inequality, with

+ - =1, we have
y+1 y+1

(CEPY () = LOE (1) + y LOE (OE () < —BE (1) + ~< B (1) (~E ()

cv+l
< -BE""M(t) + eE”*(t) + Co(-E'(1)).
Choosing ¢ < 8, we get, for some C; >0,

Ly(t) < -G L™ (@),

where Ly = LE” + C.E ~ E. Then we conclude that

Et) < —S (3.31)

1
(c+c't)r

Since p < % and using (3.31), we see that

o0 [o¢] c
f E(t)dtf/ ———dt < +oo.
0 0 (c+c"t)w2

Using this fact, we have

/t/|u(t)—u(t—s)|2dFds§c/tE(s)ds<+oo, (3.32)
0 JI 0

av dav

t
dlds < c/ E(s)ds < +o0. (3.33)
0

Then, by (2.6), (3.1), (3.32), (3.33) and Holder’s inequality, estimate (3.13) gives

£ < -BE®) + c( fo t fr Jat) — u(t - 9| dT ds) - ( fr (k) mmr)"
TR
( / / dr ds) ( /F (-0 % dF)

1 117 " 8M 117
5—,3E(t)+c</k2DudF> +c(/klﬂa—vdf‘)
r r

< “BE() +2c(~E (1)) (3.34)

8u(t) 8u(t s)|?
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Now, we multiply (3.34) by E? (¢) with y = p — 1. Hence, repeating the above steps, we find
that

E@t) < ;1 =c¢G™! (a’ + a”t),
(¢ +c't)r

where

1 'l 1 1
cpey Jio & cp(p - 1)el \ 1~

Example We give an example to explain the energy decay rates given by Theorem 2.2

) If

1
K(8) = — , Vi=1,2,
0 a+tl

for g >3 and a > 1, then k/'(¢) = H(-k[(t)), where

1-1
H(t) = gt <1—a) "

Because
g1+ 1 —2ap) Z“q(t—“q Vaily, v
H/(t) _ q H//(t) _ 2aq 2aq
- 1 4 - 1
(;-a) (j-a)

then the function H satisfies hypothesis (A1) on the interval (0, r] forany 0 < r < Hq;;qul
By taking D(t) = t*, (2.7) is satisfied for any o > - q . Hence, an explicit rate of decay can be
obtained by Theorem 2.2. The function Hy(f) = H(¢t*) has derivative

/ qot* 1 + 2at°‘]
HQ (t) =

(4 - aﬁ

Thus,

Q=

1 [Gor — 4l
Hi(2) =/ ST"O ds
¢ qas(€os)* 1+ —2a(€ps)”]

Let — = u, then we have
(608)

1 1 1
i iy a G )a
Hl(t)z/ o _(u—a)iu — du < / ot (u— a)qu @ du.
1 qa2[1+ =] qa [1+——2ae ]

Using the fact that the function f(u) = (1 — a)% isi

1 1
is increasing on (a, +00) and (u —a)? < u4
and taking € < a @, we get

1 q—Olq—O(q
1 o 1_1 € q-a—aq
Hl(t)sf/O ui @ du = . - [t -1].
qa2[1+5—2a68‘] oz(oc—q+ozq)[1+5—2a68‘]
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Next, we find that if o < IZqu,

q-o-og

€ g-aag

/ Hi(t)dt < -1]dt
oo — q+aq)[1+ —2ae§] Jo

q-o—aq
€
= T — < +00.
a2qg-a—-ag)[l+ 7 —2ae]

1

Taking % =vand ¢ <a ™', we obtain

T (& _a)q L % -1
G(t)=/ 4615:/ 60— / " v2 dv
. SH'(€ps) ¢ sq(l+ 5 — 2a¢€qs) =1

+1_
*a

1 ot 1\i [1\4
€t q q

< Ty e [(—) ()]

q(1+;1—2a60) % +——2aeo €ot €

Therefore,

G0 < !

T .
eol(5)7 + L+ ¢ —2ae)t]e
Hence we can use (2.9) to deduce that the energy decays

c
El) < ———),
Cy + Cc3t4

where ¢; (i = 1,2, 3) are constants.
(2) Asin [20],let0<g<1

k/(t) = —exp(-t7), Vi=1,2,

then k! (¢) = H(—k](t)), where, for ¢ € (0,r], r <1, H(t) = —%+—. Hence
(In(1/0) 4~

E(t) < cexp(—a)t").
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