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Abstract

In this paper, by using the method of quasilinearization to discuss the periodic
boundary value problem for a nonlinear singular differential system with ‘maxima; we
obtain monotone iterative sequences of approximate solutions which converge
uniformly and quadratically to the solution of the nonlinear singular differential
system with ‘maxima’
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1 Introduction

Convergence has an important role to play in the development of qualitative theory of
various nonlinear system. The method of quasilinearization is a powerful technique for
obtaining approximate solutions of nonlinear problems. A systematic development of
the method to ordinary differential equations was provided by Bellman and Kalaba [1],
Lakshmikantham and Vatsala [2]. Afterwards, some generalized results were achieved for
various types of differential systems, referred to in the monographs [3, 4], for functional
differential equations to [5, 6], for impulsive equations to [7, 8], for fractional differential
equations to [9-11], and to the references cited therein.

Recently, singular differential systems introduced by Rosenbrock [12], are studied be-
cause they have many applications in practical fields, such as non-Newtonian fluid me-
chanics, optimal control problems, and electrical circuits and some population growth
models. It is more complicated than the ordinary systems, and its qualitative analyses in-
volve greater difficulty than those of the ordinary ones. We noticed that there were few
applicable results of convergence to singular differential systems [13-16] or differential
equations with ‘maxima’ [17, 18]. By using the method of quasilinearization, in [13], the
authors investigated the uniform and quadratic convergence of the initial value problem
for singular differential systems. Agarwal and Hristova [18] investigated the initial value
problem for differential equations with ‘maxima’ Singular differential systems with ‘max-
ima’ have not been studied yet.

In this paper, we apply the method to the study of the convergence of periodic boundary
value problem (PBVP) of singular differential systems with ‘maxima’ The arrangement of
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this paper is as follows. In Section 2, we prove some basic lemmas which are needed in suc-
ceeding sections. In Section 3, under suitable conditions, we prove quadratic convergence
of monotone sequences to the solution of singular differential systems with ‘maxima’ In
Section 4, under less restrictive assumptions, we prove quadratic convergence by using

the method of generalized quasilinearization.

2 Some basic results

Consider the periodic boundary value problem for the nonlinear singular differential sys-

tem with ‘maxima’ (PBVP)

Ax'(2) = f (¢, %(£), maxeepr—ns 2(s)), ¢ €[0,T], (2.1)
x(o) = x(T)r x(t) = x(o)r te [_hr O]r ’

where A is a singular # x n matrix, x € R”, f € C([0, T] x R” x R",R"), h and T are positive
constants.
Throughout this paper, the inequalities between vectors are understood component

wise. Defining |x|? = (Jx1[% %2 /%, .. ., |4} T for x € R, |A| = (Jay]) for A € R™", and

n n n T
A 3 ¥
yhk = E hik;, E —hk;,..., E ——nhk |, hkeR"
fy . ( 396,‘8_)/}' / 896,’8_)/]' / 3xi8_)/j / €

ij=1 ij=1
Let the functions g, 8o € C([-h, T1,R") be such that «g(t) < Bo(t), we introduce two
sets:
S(og, Bo) = {M € C([—h, T],Rn) [ oo (t) < u(t) < Bo(t), t € [-h, T]},

a0, o) = {(6:2,3) € [0, 7] x R* x R [ aro(8) < (0) < Bo(0)

max ao(s) < y(t) < max Bo(s) ]
se[t-ht] selt-ht]

Definition 2.1 Letag, By € C([-k, T],R")UCY([0, T],R"). The function « is called a lower

solution of PBVP (2.1), if the following inequalities are satisfied:

(2.2)

A(X(,)(t) Sf(t’ O{O(t)’maxse[t—h,t] 050(5))1 te [O’ T]:
ag(0) =ao(T),  ao(t) =ao(0), ¢€[-h0]

Analogously, the function fy is called an upper solution of PBVP (2.1), if the inequalities
hold in an opposite direction.

Now, we will prove the following results which are needed for our further investigations.
First, we consider the singular differential inequalities

:Ax/(t) +M@t)x(t) <0, telo,T], 03

x(0) <x(T),

where A, M(t) are n x n matrices, A is singular and M(t) is continuous on [0, T].
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Lemma 2.1 Assume that the following conditions hold.

(Hq1) There exists a constant ) such that L(t) = [MA + M(£)]7! exists, A= AL(t) is a constant
matrix.
(Hyo) There exists a nonsingular matrix Q such that Q" exists and Q1, (LQ) > 0, satisfying

PSR ol o (h=AC 0
Q AQ—(O 0)» Q MQ—( 0 12>,

where C is a diagonal matrix with C1 > 0, (I, - AC) <0, M=M@)L(t) =1~ 2.
(Hys) The matrix D' = (I —e” Jo €Hm=20) )1 exists and is positive.

Then x(t) <0 on [0, T].
Proof Using the transformation x(£) = L(¢)y(¢), we get from (2.3)
Ay +My=<0, te[0,T). (2.4)

Letting () = Qz(¢) in (2.4) and multiplying (2.4) by Q™! > 0, we have

¢ ofa],[n-rc ofa]_,
0 0|2 0 L |z

which is equivalent to Cz; + [} — AClz; <0, and zp <0 on ¢ € [0, T]. We see from Cz] +
[l = AC]z; <0 that

a(t) < e h 0, (0) < o =0 (1),
Then

(I - Jo =204y 2, (T) = Dy (T) < 0.
Since D! is nonsingular and positive, we conclude that z(T) < 0. Thus, z(t) <0, t €
[0, T]. Due to the fact that x = LQz and LQ > 0, we have x(¢£) < 0 on [0, T]. The proof is

complete. O

For the boundary value problem
Ax' + M(t)x = g(¢), ELY0)x(0) — ELNT)x(T) = n. (2.5)
We have the following well-known result.

Lemma 2.2 (See [14]) Assume that the condition (Hy1) of Lemma 2.1 holds, index(A) =1,
and

(Hp4) the boundary condition satisfies the requirement that J = E — Fexp{—ADi\A/IT} is in-
vertible.
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Then the unique solution of
Ay +My=g(t),  Ey0)-Fy(T) =, (2.6)

is given by

A A T R
y(t) = e A"MAAPT (i — £) + AAP / G(t,0)g(o)do + (I - AAP)MPg(t),
0

where & = E(I - AAP)MPg(0) — F(I - AAP)MPg(T),

“Df SD iy A
e ATMt -1 A" Mo gD t>o,

G(t;S) = { e*ADM‘]*IFe*ADM(T*“)AD, t<o,

where AP, MP mean the Drazin inverse of the matrices A, M. Note that once we have ¥(¢),
we get x(t) = L(t)y(t), where x(¢) is the solution of (2.5).

Consider the singular differential inequalities

(2.7)

AX'(£) + M(t)x(t) + N(t) maXsee_pnq x(s) <0, te[0,T],
x(0) <x(T), x(t) =x(0), te[-h,0],

where A, M(t) are n x n matrices, A is singular and M(¢), N(t) are continuous on [0, 7.

Lemma 2.3 Assume that the conditions (Hy1)-(Ha.4) hold, and

(Hys) there exists a matrix N such that N < N(t) < 0 on [0, T, and the matrix [I — M]™

exists and is nonnegative, where

T
M = max {—[AA +M(s)]_1 [AAD/ G(t,0)Ndo + (I—AAD)]\A/IDN] }

SE[O,T] 0
Then x(t) <0 on [-h, T].

Proof In view of the condition (H;5), we can get from (2.7)

Ax'(£) + M()x(t) < —-N(¢) max x(s) = —N(¢) max x(s)
sel-h,T] 5€[0,T]

< -N max x(s), te€[0,T],
s€[0,T]

X(O) f .X(T), x(t) = x(0)7 te [_h! 0]
Lemma 2.1 shows that x(¢) < y(¢) on [0, T'], where y(¢) is the solution of
Ay (t) + M(t)y(t) = —N max x(s), te[0,T],

s€(0,T]

¥(0) = ¥(T), y(t) =9(0), te[-hO0]
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Thus, for ¢ € [0, T], using the expression of x(f) in Lemma 2.2, we obtain

T
y(t) = -[2A +M(t)]71 [AAD/ G(t,0)N rr[lgu;]x(s) do
0 selo,

+ (I—AAD)MDN max x(s)}.
s€[0,T]

Hence, we have

T
max x(s) < max {—[AA +M(s)]_1 [MD/ G(t,0)Ndo

5€[0,T] s€[0,T] 0

+( —AAD)AA/IDN:| } max x(s)
s€[0,T]

= M max x(s),
s€[0,T]

using the condition (Hy5), we have max,e[o, 1 #(s) < 0. Then we obtain x(¢) < 0 on [0, T].
Furthermore, we conclude that x(¢£) < 0 on [-/, T]. The proof is complete. O

Next, we will prove an existence result for the PBVP (2.1), which is vital for our main
results.

Lemma 2.4 Assume that the conditions (Hy1)-(Hy5) hold, and

(Hy) the functions g, Bo € C([-h, T],R") U CY([0, T1, R") are lower and upper solutions of
PBVP (2.1), and ag(t) < Bo(t) on [-h, T;
(Ho7) there exists a function f € C(Q(wo, Bo), R") that satisfies the inequality

f&y,v) —f(t,%,u) < —Mo(y —x) — No(v — u),

where y <x,v < u, M(ty) = My, N(£y) = No, to € [0, T].

Then there exists a solution x of PBVP (2.1) such that ao(t) < x(t) < Bo(t) on [-h, T].

Proof Consider the iterative scheme

AU;/qul(t) = Qua1(t) - MoU,a(t) — No MaXse(t—h,t] U,a(s), tel0,T],

(2.8)
Un+l(0) = un+1(T)’ un+1(t) = un+1(0)r te [_h: O]r

where Q,41(2) = f(¢, Uy, (), maXgee—p, Un(s)) + Mo U, (t) + No maxse(s—nzg U (s). According to
the iterative scheme, the sequences {o,(t)} and {8, ()} were generated by «(£) and Bo(£),
respectively.

Now, we will prove that

ao(t) <ay(t) < Bi(t) < Bolt), tel-h Tl
For this purpose, setting p;(£) = o (¢) — o1 (£), using the condition (H¢), we have
Ap(t) < =Mop:(t) - No max pi(s), tel0,T],

se(t-h,t]

pi0) =pi(T),  pi(t) =p1(0),  £€[-h,0].
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According to Lemma 2.3, we have p;(t) < 0 on [-A, T]. Similarly, setting p,(t) = B1(£) —
Bo(t), we can obtain py(¢) <0 on [-4, T].
Letting p3(¢) = a1(t) — B1(¢), from the condition (H,7), we have

Apé(t) = _MOPS(t) _NO max PB(S); te [Or T]y
s€(t-h,t]

p3(0)=ps(T),  ps(t)=ps(0), te[-h,0]

By Lemma 2.3, we have ps(t) <0 on [-/, T1].
The process can be continued to obtain

ap(t) Son(t) <+ <o(8) < Bu(t) <--- < Bu®) < Bo(t), tel-hT]

It is easy to see that the sequence {«,(t)} is uniformly bounded and equicontinuous, em-
ploying the Ascoli-Arzela theorem, the nondecreasing sequence {,(¢)} converges point-
wise to a function x(¢) that satisfies ag(f) < x(¢) < Bo(t). In view of PBVP (2.8) and the
Dominated Convergence Theorem, we see that x() is a solution of

AX (t) :f(t,x(t), Ser{r;fl;(t] x(s)) - My (x(t) - x(t)) —Np (x(t) - x(t)), te[0,T],

x(0) = x(T), x(t) =x(0), te[-h,0],

that is, x(¢) is a solution of PBVP (2.1). Therefore, we conclude that there exists a solution
x(t) of PBVP (2.1) that satisfies oo (£) < x(¢) < Bo(£) on [-h, T]. The proof is complete. [

3 Quasilinearization technique
We apply the method of quasilinearization to nonlinear singular differential system with
‘maxima’ By assuming suitable conditions on the function f, we see that there exist two
monotone sequences which converge quadratically to the solution of PBVP (2.1).
Theorem 3.1 Assume that the conditions (Hy1)-(Ha7) hold, and
(As1) there exists a function f € C***(Q(ao, Bo), R") such that f, > 0 and H(f) > 0, where
1 2
H(f) = / (%(2) —y(t))i + ( max x(s) — max y(s))i
0 0x  \se[t-ht] se[t-h,t] ay

xf(t, ox(t)+ (1-o0)y(t),0 SEIEEIZ:H x(s) + (1 - a)ser%}iizg‘ﬂy(s» do

Jor ag(t) < x(t), y(2) < Bo(t) on [k, T1.

Then there exist two sequences {a,(¢)} and {B,(t)} converging uniformly to the solution x(t)
of PBVP (2.1) and the convergence is quadratic, that is, there exist positive matrices Ky, K,
such that the solution x(t) of PBVP (2.1) in S(a, o), the inequalities

2
| — a1 lo < Kilx — o,

1Bt — *lo < Ka|Bn — I3
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hold, where

T
|u|o = max |u(s)| =( max , max ,..., max |u,,(s)|) .
se[-h,T] se[-h,T) se[-h,T] se[-h,T]

Proof From the condition (As;), we obtain

f(t x(t), max x s)) >f<t y(t), max y(s)) +fx(t (), max y(s)) (x(t) —y(t))

s€(t—h,t] s€(t—h,t]

+ fy(t,y(t),ser[rgit] y(s)) max x(s) — max y(s)) (3.1)

elt-h,t] s€[t—h,t]

and

F(ox0), max x(9)) <7 (60, max y9) +£ (650, max y6))(x(6) - ()

se[t—h,t]

+ fy(t y(e), max y(s) )Qmax x(s) = max y(5)>

elt—h,t] elt-ht] selt-ht]
1
+ M1(|x(t) yt)| ‘ max x(s)— r%lax ¥(s) ) (3.2)
where
H(f) < (Z lfisl + Z Ifyl ) lx(t) - ()
j=1

n n
2
+ P . max x(s)— max S
(21: [fy! ; Uy |) Le[t—h,t] ) se[t—h,t]y ( )’

< (M + My3)|x(t) - y(t)| + (M + My,)| max x(s) — max y(s)

s€[t-h,t] s€[t-h,t]

= My |t -] +

2
max x(s)— max S
s€[t—h,t) ( ) se[t—h,t]y( )‘ )

with ao(t) < x(6), y(t) < Bo(t), 37 el < M, 27 Uiyl < Mio, 307, Iyl < M,
Zj:l lf)’iy < My for t € [0, T], My, Myy, Mis, and My, are positive matrices, and M; =
Mu +M12 +M13 +M14.

Now, we consider the singular differential system with ‘maxima’

Ax/(t) = f (&, oo (£), maxe(r—p, oo (8)) + f(E, 0o (), maxses— g 0o () (x() — o (2))
+ 1, (£, 000 (£), MaXer—p,g 2o () (MaXe—p,q %(S) — MaAXge[s—p, Ko (S))
= Fo(t,x(t), maxscpn x(s)), t€[0,T],
x(0) = x(T), x(t) =x(0), te[-h0].

(3.3)

We shall now show that «((f) and By(¢) are lower and upper solutions of PBVP (3.3),
respectively. In fact, the condition (Hy¢) and inequality (3.1) imply

Aay(t) <f (t ao(?), max ao(S)) =Fp (t, ao(t),s max ozo(S)), te0,T],

a0(0) =ao(T),  ao(t) =a(0), £€[-h,0]



Wang and Liu Boundary Value Problems (2015) 2015:201 Page 8 of 18

and

ABy() = f (Bto(t), max. ao(s)) +£(t.e0(®) max ao(s)) (Bo(t) - e (®)

s€lt-h,t] €lt-ht]

+fy<t,(x0(t), max (xo(s)>< max fBo(s) — max ao(s))

selt-htl selt-h,t] selt-htl

= Fo(6.0(0), max o)), tel07]
Ao = Bo(D) Pol®) = folO), € [-h,0).

Hence, by Lemma 2.4, there exists a solution «; () of PBVP (3.3) such that ao(¢) < o4(¢) <
Bo(t) on [-h, T].
Similarly, consider the singular differential system with ‘maxima’

Ax'(t) = f(t, Bo(t), maxse(r—n) Po(8)) + fx(t, Bo(E), maxse(r—n) Po(s))(x(t) — Bo(E))
+ f5(t, Bo(£), maxse(s_p,q Po(s))(MaXse(s—p,s %(s) — MaXse(r_pz Bo(s))
+ S M (|%(2) — Bo(2)]* + | maxse(e_, #(s) — maxse(z—n,z Bo(s)|?) (3.4)
= Go(t, x(t), maxsefr—ne x(s)), t€[0,7T],
x(0) =x(T), x(t) =x(0), te[-h0].

We show that a;(¢) and Bo(¢) are lower and upper solutions of PBVP (3.4), respectively.
Using the conclusion that «;(t) is a solution of PBVP (3.3), the condition (Hy¢), and in-
equalities (3.1), (3.2), we obtain

Acj(8) =f (t:o(®), max ao()) +fi(trexo(®), max aols)) (ea(t) - ao(t))

s€t-hyt] se(t-h,t]

+fy(t,oz0(t), max ao(s)>< max «i(s) — max oco(s)>
s€[t-h,t] s€(t-h,t] s€(t-h,t]

<f (t, a1 (t), max a1(5)>
< (6 Bol0), max Bo(s)) +£u(8, Bo(0), max_ o) (ea(0) - fol0)

+fy<t Bo(2), max ﬂo(s)>< max «;(s) — max ,30(5))

s€[t—h,t] s€(t-h,t]

1 2
+ M (Jen(®) = Bo(0] + | max en(s)— max po(s)])

=G (t, oy (), max al(s)>, te[0,T],

selt-h,t]
a@=a(D), 0=, tel-hol
and
B0 2 (1, 0(0), max fofs)) = Go (1, Ao(0), max fo(s)), t€10,T],
Bo(0) = Bo(T), Bo(t) = Bo(0), te[-h,0]

These imply that «;(¢) and By(t) are lower and upper solutions of PBVP (3.4), respectively.
Thus, as before, there exists a solution ;(¢) of PBVP (3.4) such that o (¢) < B1(¢) < Bo(t)
n [-h, T].
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Next, we will show that «;(¢) and S;(£) are lower and upper solutions of PBVP (2.1),
respectively. Since o () is a solution of PBVP (3.3), using the inequality (3.1), we get

Ad(t) = f(t,(xo(t), max (xo(s)> + ﬁ(t,ao(t), max ao(s)>(a1(t)—ot0(t))

s€(t—h,t] s€[t—h,t)

+fy<t ao(t) max ao(s)>< max ai(s) — max oco(s)>
t—h,t] s€(t-h,t] s€[t-h,t]

Sf(t,on(t), max oq(S)), te[0,T],
se[t—h,t]

0{1(0) = al(T)l al(t) = a1(0)7 S [_hro]

This shows that o (£) is a lower solution of PBVP (2.1) on [/, T]. Similarly, since 8 (¢) is
a solution of PBVP (3.4), it follows from the inequality (3.2) that

AB((0) =1 (& Ao(®), max Bo(s)) + (& Ao(e), max Bo(s)) (Br(e) - Aol®)

se(t-hyt] selt—h,t]

+fy<t Bo(t) 3 max ,30(s)>< max Bi(s) — max ,30(s)>

t—h,t) s€(t—h,t] s€[t—h,t)

2 2
+ 0|80 - oo + | max i) - max po)] )

> (68100, max ,Bl(s)) telo,T],
Br(0) = Bu(T),  Bi(®) = B1(0), € [-h,0]
This proves that B;(t) is an upper solution of PBVP (2.1) on [-/, T]. As a result, we get
ao(t) <an(t) < f(t) < po(t), tel-hT]
Continuing this process by induction, we obtain
oy (t) < p1(t) < Bun () < Bu(t), t€[-hTI,
where «,,1(t) and B,,1(¢) are solutions of the singular differential systems with ‘maxima’
Ax'(t) = f (¢, n(£), maXsepen,) n(5)) + fr (£ 2t (£), MaX et () (K(2) — 0 (£))
+ £ (£ 00, (£), MaXger—p,) @ (8)) (MaXger—p, X(S) — MAXse[r—p,e] 0n(S))

= F,,(¢,%(2), maxe—p,q %(s)), te[0,T],
x(0) = x(T), x(t) =x(0), te[-h0]

(3.5)

and

AX () = f(t, Bu(t), maXser—n) Bu(S)) + fx(t, Bu(t), MaXse(r—p,n Bu(s))(x(2) — Bu(t))
+ [y (&, Bu(2), maxse(s_pg) B (s))(MaXse(s—p) 2(5) — MaXse(s—p 1) BulS))
+ S M (|%(2) — Bu(2)]* + | maxe(e_p,z #(s) — maXse(r—pz) Bu(s)|) (3.6)
= Gp(t,x(t), maxsep x(5)), t€[0,T],
x(0) =x(T), x(t) =x(0), te[-h0].
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By induction we have, for all n,
) sn(t) < <au(t) < But) < -+ < fu(t) < Bo(t), te[-hT]

Clearly, the sequences {a,(t)}, {8.(¢)} are equicontinuous and uniformly bounded. Thus,
employing the Ascoli-Arzela theorem, we see that the monotone sequences {«,(t)} and

{B.(t)} converge uniformly and monotonically on [/, T] with

nli)rgo ay(t) = p(2),
im B,(2) = r(t).

We shall prove that the convergence of {«,(t)} and {8,(¢)} is quadratic. To do this, let
x(t) be a solution of PBVP (2.1) in S(wg, By). Define

ani1(t) = %(t) — a1 (8) 20, t€[-hT].

Casel.t € [-h,0], @n(t) = @p1(0) = @ (T).
Case 2.t € [0, T]. In view of the assumption f, > 0 and the inequality (3.2), we have

Ad, () :f(t x(t), max x(s)) [f(t,ozn(t), r[na})l(]ozn(s)>

s€[t-h,t] se(t-h,t

+£(6 (), max, @,(5)) (0naa (6) - 0,(0)

+fy<t a,(t), max ocn(s)>( max o,,1(s) — max]an(s)>]

t—h,t] selt-ht] se[t—h,t

< fe(ben), max o,(s)) () - a(0)

SE|t—

+ t,a,(f), max «o s)(max x(s) — max o s)
fy( n() selt—ht] n(s) selt—ht] ) selt—in] n(s)

+%M1(|x(t)—a,,(t)‘ + max ‘x a,,(s)!z)

s€(t-h,t]

~fe(Ba(@), max () (@ (®) - anl®)

se(t-h,t]

—fy(t a,(t), max oz,,(s))( max o,.,1(s) — max a,,(s))
t—h,t) S€[t—h,t] s€t—h,t)

= £i(t0n®), max )0 - 0 (0)

lt=h,t]

5 (6en(t), max ,(9)) max () - o (s)

se[t—h,t]

2
max x(s)— max a,(s) )
selt—h,t] selt—h,t]

1
N EMl(|x(t) —an()] +
< -M@ay1(t) - NE) max_ay.(s)+ M, max |a,(s))*
se[t-h,t] se[t-h,t]

- - 2
< -MB)an(t) - NE) max ay.(s)+ M max |a,(s)]
s€[-h,T] s€[-h,T]

= ~M() a1 (t) = N() max a,,1(s) + My max |a,(s)

s€[0,T] s€[0,T1]
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where f,(¢,x,y) < -M(2), f,(t,x,y) < -N(%) for (¢,%,y) € Q(co, Bo), t € [0, T]. Then we ob-
tain

WP, telo,T),

Ad),, () < ~M(@)au1 () = N() max a,(s) + My max |a,(s)
5€[0,T] 5€[0,T]

,1(0) = a1 (T), n1(t) = apa(0), te[-h,0]

According to Lemma 2.1, we see that a,,1(t) < u(¢) on [0, T], where u(t) is the solution of

Au' + M(H)u = —N(f) max a,.,1(s) + M; max €[0,T],
s€[0,T] s€(0,T]

u(0) = u(T), u(t) = u(0), tel[-h,0].

By using the expression of x(¢) in Lemma 2.2 and taking suitable estimates, we conclude
that

2
|an+1|0 = I<1|an|()’

where K] is a positive matrix. This shows that the convergence of {,(¢)} is quadratic.
Similarly, consider

bn+1(t) = ﬂnﬂ(t) _x(t) >0, te [_h, T]

Casel.Ift e [_h¢ 0]7 bn+1(t) = bn+1(0) = bn+1(T)~
Case 2.1f t € [0, T]. The assumption f, > 0 and the inequality (3.1) yield

b (®) = £ (680, max B,9)) +£(t 8.0, max. B,(5)) (B (6) - B(0)

se[t-h,t] selt-ht]

(68,0, max £,9)( max B - max £,(5)

se[t-h,t] se[t-h,t] s€(t-h,t)

2
max — max S
selt—h] Buas) selt—ht] Pul )‘ )

+ 2M1(|ﬁn+l = Bult )|

—f(t x(t), max x(s))

elt—h,t]

<f(6ul0), max, B,(9) +£(6B2(0), max. £u9) (Bra(®) - Bu0)

+ fy<t Bult), max ,B,,(s)Qmax B(s)— max ﬁn(s))

t=hyt] [t=hit] selt-ht]

# 2 ([Bur© = ] + | max. puns) - max 6] )

(680, max £,6)) 41 (18,00, max ﬁn(S))(x(t)—ﬁn(t))

clt-ht]

+ fy<t Bue), max ,3,,(s))< max x(s)— max ﬁn(s))]

[t=h,t] s€t—h,t] se[t—h,t]

< L8, max B,(5)) (B (1) = 2(0)

S (LA, max B,(s)) max (Bra(s) - x(s)

s€[t-h,t]
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2
max x(s) — max ﬁn(s)’ )
selt-h,t] selt-h,t]

+ (=0 - B0 +

< ~M(@byir(£) = N(E) max byuals) + My max |by(s)[’
selt-h,t] selt—h,t]
—M(t)b,,,1(t) — N(£) max b,.1(s) + M; max ’b,,(s)‘z.
5€[0,T] 5€[0,7]

IA

Then we have

Al >

n+l

() < ~M(@)bua () = N(2) max by, (s) + My max |b,(s)|", te[0,T],
s€[0,T] s€(0,T]

bn+1(0) = bn+1(T): bn+1(t) = bn+l(0): te [_h! 0]
By Lemma 2.1, we see that b,,,1(t) < u(t) on [0, T], where u(t) is the solution of
Av + M(H)u = —=N(t) max b,,1(s) + M; max |b,,(s)|2, te[0,T],
5€[0,T] 5€[0,T]
u(0) = u(T), u(t) = u(0), te[-h0].

Hence, applying the expression of x(£) in Lemma 2.2 and taking suitable estimates, we
obtain

busilo < Kalb,l2,

where Kj is a positive matrix. Thus, the convergence of {8,(t)} is quadratic. The proof is
complete. d

4 Generalized quasilinearization technique

We apply the method of generalized quasilinearization to nonlinear singular differential
system with ‘maxima’ By assuming less restrictive conditions on the function f, we see
that there exist two monotone sequences which converge quadratically to the solution of
PBVP (2.1).

Theorem 4.1 Assume that the conditions (Hy1)-(Hy7) hold, and

(A1) there exist functions F,¢ € C***(Q(ato, Bo), R") such that f, > 0 and H(f + ¢) > 0
and H($) > 0.

Then there exist two sequences {a,(¢)} and {B,(t)} converging uniformly to the solution x(t)
of PBVP (2.1) and the convergence is quadratic, that is, there exist positive matrices K3, Ky
such that for the solution x(t) of PBVP (2.1) in S(, Bo), the inequalities

2
|% — ctpe1lo < Kzlx — an'o;

|Bus — *lo < Ka|Bn — I3

hold, where

T
,..., max ‘un(s)’) .

|ulp = max ’u(s)’ =( max !ul(s)
sel-hT] se[-h,T]

, max ‘uz(s)
se[-h,T] se[-h,T]
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Proof In view of (A41), we see that

S0, max x9) = (650, max y6)) +£ (630, max y(6))(x(6) - (1)

se(t-h,t] se(t-h,t] se(t-h,t]

+fy(t y(t) max y(s) max x(s) — max y(s))

elt-h,t] s€[t—h,t)
1 <|x (t)|2 +| max x(s)— max (s)r) (4.1)
2 - se[t—hyt] se[t=hyt] Y )

and

S0, max x9) <[ (650, max y(6)) +£(63(0, max ) (x(6) - (1)

s€(t=h,t] s€(t=h,t] s€(t=h,t]

+fy(t,y(t),s€r[rt151})§t]y(s> max x(s) — max y(s ))

elt-h,t] s€[t—h,t)
1 2
= (¢ (¢ - , 4.2
ey =0+ | g -y 0] ). - 42)

where

H() < (Z |fael + Y |¢y,.x|> () ~ y(e)[*

j=1 j=1

n n
2
(St ) g, - g, )
j= j=
2
< (N; + N3)|x(t) —y(t)|2 + (N, + N4)‘ max x(s) — max y(s)‘
s€(t-h,t) s€(t-h,t)

2
max x(s) — max y(s)’ )
s€lt—h,t] selt—h,t]

= N(Jx(0) - y0)*+

with Olo(t) =< x(t), J’( ) =< ,30 t) Z] 1 |¢x,x| N, Z] 1 |¢x];v| Ny, Z] -1 |¢y,x| N3,
Z;’zl |¢y;y| < N, for ¢t € [0,T], N1, N3, N3, and N, are positive matrices, N=N+N, +
N3 + Ny. We have

H(F>E<Z|Fxxl+zl x|>|xt) @)’
(Z |Exy| +Z| ,yl)‘ max x(s)—Sen[rtlalft]y(s)‘2

< (M + M3) (®)~y(0)* + (M + M) i

max x(s)— max S
s€(t—h,t] () se[!—h,t]y()

_ 2 2
<M <|x(t)—y(t)| | é}ﬁ‘t]x(s)_s ;}gﬂy(s)‘ )

With Olo(t) =< x(t); y(t) S ,BO(t): Z]}?:l |Fx]x| S Ml; Z;;l |ijy| f MZ; Z}:l |ijx| f {V[S:
Z;“:l |Fy].y| < M, for t € [0,T], My, My, Ms, and M, are positive matrices, and M =
Ml +M2 +M3 +M4.
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We consider the singular differential system with ‘maxima’

AX/(t) = f (¢, oo (), maXse (s o (8)) + £t oo (), MaXse (e o (8)) (%(£) — o (2))
+ £ (£, 000 (£), MaXep—p,g) @0 (S))(MaAXse(—p, g X(S) — MAXge[r—h,e X0 (S))
— IN(I%(8) — oo (£)[* + | MaXsepep,e) %(5) — MaXsee_pe oo (s)]*) (4.3)
= Fo (L, x(t), maXeep %(s)), te[0,T],
x(0) = x(T), x(t) =x(0), tel[-h,0].

Similar to the proof of Theorem 3.1, we can show that «y(£) and By(¢) are lower and upper
solutions of PBVP (4.3), respectively. Consequently, by Lemma 2.4, there exists a solution
a1 (£) of PBVP (4.3) such that ¢ (¢) < a1(¢) < Bo(t) on [-h, T].

Next, we consider the singular differential system with ‘maxima’

AX/(t) = f(t, Bo(t), maxse[e—pn) Po(s)) +fx(t, Bo(E), Maxse—n) Po(s))(x(t) = Bo(t))
+ fy(t, Bo(£), maxse(s_p,q Po(s))(MaXse;—p,g 2(s) — MaXse(r—p,g Bo(s))
+ SM(1x(2) = Bo(£)|? + | maxer_p %(s) — maXse(_ne) Bo(s)?) (4.4)
= Go(t, x(t), maxse[r_pnz %(s)), te€[0,T],
x(0) = x(T), x(t) =x(0), tel[-h,0].

Similar to the proof of PBVP (3.4), we see that there exists a solution ;(t) of (4.4) such
that o (¢) < Bi(¢) < Bo(¢) on [-h, TT.

Now, we shall show that «;(£) and B;(¢) are lower and upper solutions of PBVP (2.1), re-
spectively. In fact, utilizing the conclusion that «; (¢) is a solution of (4.3) and the inequality
(4.1), we get

Aaj(0) =1 (5 o), max ()
£t t0(®), max ao(s)) (en(6) - n(0)
+fy (t, ao(2), nax ao(S)) (s max ai(s) - max ao(S))

1._ 2
- —N<|ot1(t) —Olo(t)|2 + ’ max a;(s) — max ag(s) )
2 selt—h,t] selt—h,t]

Sf(t! C(l(t), max a1(S)>, te [0’ T];
s€(t-h,t]

a1(0) =on(T), () =eu(0), t€[-h0]

It proves that «;(¢) is a lower solution of PBVP (2.1) on [-/, T]. Analogously, we see that
B1(2) is an upper solution of PBVP (2.1). Consequently, these results yield

ao(t) <on(t) < Bi(t) < Bo(t), tel-hT]
Proceeding as before, we can get

an(t) = O‘n+l(’f) =< ﬁn+1(t) = ,Bn(t)) te [_h7 T]:
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where a,,1(t) and B,,1(¢) are solutions of the singular differential systems with ‘maxima;

AX/(t) = f(t, o, (), maXse [ 0n(S)) + f(t, 0 (£), MaX e[ X (8)) (x(E) — (2))
+ £ (£, 00, (£), MaXge s,y € () (MAXer—p, g X(S) — MAXge[r—p,e] 0L (S))
— SN (1x(£) — u(£)[* + | MaXge(e—p,e 2(s) — MaXge(—pe) n(s)]?) (4.5)
= F,(t, (), maxsep x(5)), t€[0,T],
x(0) =x(T), x(t) =x(0), te[-h0]

and

Ax'(t) = f(t, Bu(t), maxse(rpg Bu(8)) + fu(t, Bu(t), maxse(rn Bu($))(x(2) — Bu(t))
+ 1, (£, Bu(t), MaXge(s—n,) Bn(5))(MaAXge(r—p,1 #(5) — MaXse(r—p,) Bu(S))
+ 3 M(Jx(2) = Ba()|* + | maXyee_n X(s) — MaXser_ne) Bu(s)]?) (4.6)
= G, (¢, x(t), maXee_p %(s)), te[0,T],
x(0) =x(T), x(t) =x(0), te[-h,0].

Using mathematical induction, we can show that, for all »,
ao(t) ay(t) <--- <ou(t) < Bult) <--- < fi(t) < Bo(t), tel-hT]

It is clear that both sequences {o,(¢)} and {B,(¢)} are uniformly bounded and equicon-
tinuous on [/, T']. In view of the Ascoli-Arzela theorem, we have

lim a,(t) = p(t),
n—0oQ
lim B,(¢) = r(t).
H—0Q
It remains to show the quadratic convergence. For this purpose, set
Ap(t) =%(t) —yn(t) =0, te[-hT]

Casel.t € [_h: 0]7 61,,+1(t) = ﬂn+l(0) = ﬂn+1(T)'
Case 2. t € [0, T]. Using the assumption f, > 0 and the inequality (4.2), we obtain

Aty (0 < f(bes(0), max an(9)) +fu(6eu(t), max, o,(9) (+(0) - o (0)

+fy<t,0ln(t), max a,,(s))( max x(s) — max an(s)>

selt—ht] set—h,t] se[t—h,t]

2
max x(s) — max a,(s)

1- 2
+-M ( x(t) — ) + )
2 | () - el )| selt-h,t] selt-h,t]

- [f(t, n(®), max a,(s)) +i(600(0), max, 0n(s)) ernen(8) - (1)

t]

+fy<t,a,,(t), max a,,(s))( max a,,1(s) — max a,,(s))

selt-htl selt-ht] selt-htl

N (e~ a0 + | max ()~ max (s 2)]

se[t—h,t] se[t—h,t]

= fi(ten®), max @,(5))(+(0) - @ra(0))

se[t-h,t]
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+fy (t o(t), max an(s)> Jmax (x(s) = nin(9))

1 - - 2

+ oM+ R[50 - @ + | max x(5)— max a,(9)])
2 se[t-ht] se[t-h,t]

< ~M@ana(t) - N(E) max a,(s) + (M +N) max |a,(s)|"
se[t-h,t] selt-h,t]

~MBa() - N@) max a,.a(s) + (M + N) max [a,(s)]".
€[0,T] s€[0,T]

Then we obtain

’ telo,T],

Aty () < M (B (£) - N(£) max a,.(s) + (M + N) max |a,(s)
s€[0,T] 5€[0,T]
31(0) = a,1(T), ap(t) = a,1(0), te[-h,0]
According to Lemma 2.1, we obtain a,.,1(¢) < u(t) on [0, T'], where u(¢) is the solution of

te[0,T],

A + M(®)u = -N(f) max a,,1(s) + (M + N) max |a,,(
5€[0,T] 5€[0,T]
u(0) = u(T), u(t) = u(0), tel[-h0].

Thus, using the expression of x(£) in Lemma 2.2 and taking suitable estimates, we arrive

at

|ﬂn+1 (t) | 0= = [(3

where Kj is a positive matrix.
Similarly, consider

bn+1(t) = ﬂnﬂ(t) _x(t) = 0, te [_h, T]

Casel.t € [_h: 0]; bn+1(t) = bn+1(0) = bn+1(T)-
Case 2.t € [0, T]. It follows from the assumption f, > 0 and the inequality (4.1) that

byt 0 <f (6 Bul0), max, ) (6,0, max £,(5)) (Bun(0) - £,(0)

568200, max. £,9) ( max ra(s) - max B,(5)

t-h,t] se(t—h,t] se[t—h,t]

2 1(|B1n@) - B0 + | max i)~ max 5,09 )
[ (#8000, max, B,(9)) +£u(8 A0, max ,(6)) (x(6) = B (0)

+fy(t Bt ), max ﬁ,,(s))( max x(s) — max ﬁn(s))

—ht] selt-ht] selt-ht]

_%N(|x(t)—,3n(t)|2+ max_x(s)— max ﬂ,,(s)F)]

selt—ht] se[t—h,t]

< LA, max. B,(5)) (B (t) = 2(0)
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#5680, max ,(5)) max (Ba(s) - x(5)

se[t-h,t]

+%(A7I+N)<|,Bn(t)—x(t)|2+‘ max B,(s) - max x(s) 2)

se[t—h,t] se[t—h,t]
< =M@y () = N(E) max byuls) + (M +N) max [b,(s)[*
se[t-h,t] se[t-h,t]
< —M®byr(t) = N@) max by (s) + (M + N) max |b,(s)|*.

s€[0,T] s€[0,T]
Then we obtain
Abn+1/(t) = _M(z)bml(t) _N(Z) max b,1(s) + (M + N) max |bn(s)|2» tel0,T],
s€[0,T1] s€[0,T1]
bn+1(0) = bn+1(T): bn+1(t) = bn+1(0): te [_h¢ 0]

According to Lemma 2.1, we obtain b,,,1(£) < u(t) on [0, T], where u(t) is the solution of

2
’

Au' + M(t)u = =N (t) max] buaa(s) + (M + N) max]‘bn(s) tel0,T],

sel0,T s€l0,T

u(0) = u(T), u(t) =u(0), tel-h0].

Thus, utilizing the expression of x(¢) in Lemma 2.2, we obtain after taking suitable esti-

mates
2
|bn+1 |0 = 1<4 |bn(t)|0'

Hence, the convergence is quadratic. The proof of the theorem is complete. d
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