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Abstract

In this paper, we introduce a new concept of coupled non-separated boundary
conditions and solve a coupled system of fractional differential equations
supplemented with these conditions. The existence results obtained in the given
configuration are not only new but also yield some new special results corresponding
to particular values of the parameters involved in the problem. For the illustration of
the existence and uniqueness result, an example is constructed.
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1 Introduction
Fractional differential equations have gained considerable importance due to their varied
applications in many problems of physics, chemistry, biology, applied sciences and engi-
neering. The tools of fractional calculus are found to be of great support in developing
a more realistic mathematical modeling of the applied problems in terms of fractional
differential equations. Fractional-order models are regarded as better than the classical
ones (based on differential equations) as fractional derivatives can take care of the hered-
itary properties of materials and processes involved in the problem at hand. For details
and explanations, we refer the reader to the texts [1-4]. In particular, a great interest has
been shown by many authors in the subject of fractional-order boundary value problems
(BVPs), and a variety of results for BVPs equipped with different kinds of boundary con-
ditions have been obtained, for instance, see [5-13] and the references cited therein.
Coupled systems of fractional-order differential equations constitute an interesting and
important field of research in view of their applications in many real world problems such
as anomalous diffusion [14], disease models [15-17], ecological models [18], synchroniza-
tion of chaotic systems [19-21], etc. For some theoretical works on coupled systems of
fractional-order differential equations, we refer the reader to a series of papers [22-27].
In this paper, we consider a new boundary value problem of coupled Caputo type frac-
tional differential equations:

DY(t) =f(t,x(2),y(¢)), tel0,T],l<a<2

, 1.1)
‘D )’(t) :g(trx(t)ry(t))’ te [01 T]rl < ﬁ <2,

© The Author(s) 2017. This article is distributed under the terms of the Creative Commons Attribution 4.0 International License
(http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, pro-
vided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and
indicate if changes were made.


http://dx.doi.org/10.1186/s13661-017-0801-1
http://crossmark.crossref.org/dialog/?doi=10.1186/s13661-017-0801-1&domain=pdf
mailto:bashirahmad_qau@yahoo.com

Alsulami et al. Boundary Value Problems (2017) 2017:68 Page 2 of 11

subject to the following non-separated coupled boundary conditions:

x(0) = Ay(T), %' (0) = Aoy (T),
¥(0) = px(T), ¥'(0) = pox'(T),

(1.2)

where D%, °DF denote the Caputo fractional derivatives of order o and 8, respectively,
f,2:10,T] x R x R — R are appropriately chosen functions, and X;, u;, i = 1,2, are real
constants with A;u; #1,i=1,2.

Here we emphasize that our problem is new in the sense of non-separated coupled
boundary conditions introduced here. To the best of our knowledge, fractional-order cou-
pled system (1.1) has yet to be studied with the boundary conditions (1.2). In consequence,
our findings of the present work will be a useful contribution to the existing literature on
the topic. The existence and uniqueness results for the given problem are new, though they
are proved by applying the well-known method based on Banach’s contraction principle
and Leray-Schauder’s alternative.

The rest of the contents of the paper is organized as follows. In Section 2, we recall
some basic definitions of fractional calculus and present an auxiliary lemma, which plays
a pivotal role in obtaining the main results presented in Section 3. We also discuss an ex-
ample for illustration of the existence-uniqueness result. The paper concludes with some

interesting observations.

2 Preliminaries

First of all, we recall some basic definitions of fractional calculus.

Definition 2.1 The fractional integral of order r with the lower limit zero for a function
f is defined as

ren L[S
If(t)_F(r)fo —(t_s)lirds, t>0,r>0,

provided the right-hand side is point-wise defined on [0, c0), where I'(-) is the gamma
function, which is defined by I'(r) = [~ " ~'e~" dt.

Definition 2.2 The Riemann-Liouville fractional derivative of order r >0, n -1 <r < n,
n € N, is defined as

7 _ 1 d ! ‘ n-r-1
Dmf(t)—r(—(d—t) fo (= sy f(s)ds,

n—r)
where the function f(£) has an absolutely continuous derivative up to order (n —1).

Definition 2.3 The Caputo derivative of order r for a function f : [0,00) — R can be

written as

n-1
“D'f(t) = Dy, (f(t) -3 %ﬂ“((»), t>0n-1<r<n.
k=0 "
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Remark 2.4 If f(t) € C"[0,00), then

1 P ALO)

I( ) (¢ )r+1nds:1n_rf(n)(t), t>0,n—-1<r<n.
n—r)Jjo (E=8)""

Df) =
Now we present an auxiliary lemma which plays a key role in the sequel.

Lemma 2.5 Let ¢,h € C([0,T],R) and A;pu; #1, i = 1,2. Then the solution of the linear
fractional differential system

D%x(t)=¢(t), tel0,T),1<a<2,
DPy(t)=h(t), tel0,T],1<B<2,

(2.1)
%(0) = My(T), %'(0) = A2y/(T),
¥(0) = max(T),  ¥'(0) = uax'(7T),
is equivalent to the system of integral equations
MT(uire +1 A T A
x(£) = W2 ( 1T (pihs + )+A2t)Bz+ 2 ( (/«L1+M2)1+t>A2
1-2a12 1-2Am 1-Azp2 1-Am
(A + B)+/t(t 9 s d 2.2)
1 )\1 75} St o I(a) s ’
and
M2 Tuy(A + A2) > A2 <TM1()~1I«L2+1) )
t) = +t)By + + Uat A
¥ 1—Azuz( 1= 2T oma \ Toag )R
t -1
(t-s)?
——(AMA1 + B —_ ds, 2.3
T 1>+f0 s (23)
where
T -1 a-1
(T -s)P (T -9)
A= ———h(s)ds, B = (s)ds,
=)o TT® N S P
T -2 T -2
(T-s)* (T-s)
Ay = ————h(s)ds, B, = —_ ds.
= [ oo B [T e

Proof We know that the general solution of fractional differential equations in (2.1) can

be written as

t (t _ S)a—l

x(t) = ag +a1t+/0 T@) ¢(s) ds, (2.4)
_q)B-
9O = bo + bt + / (tr(sl; ) ds, 2.5)

where a;, by, i = 0,1, are arbitrary real constants.
Using the boundary conditions in (2.4) and (2.5), we have

x(0) =2y(T) = ao=nmbo+bT+A4),

y(0)=x(T) = bo=p(ap+arT + By),
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¥(0) =20 (T) = a1=x(b1+A4,),

Y(0)=wux(T) = by =ps(ar +By).

From the last two relations we find

A
2 (,bL2Bz +A2) and l’)l = MZM (32 + )szz).
2

a = ——— —_—
1-Aaus 1-2

Substituting a; and b, in the first two relations, we find

Al
ag = ——— [Ty + By + Thy + Aq]
1-2m
)\.1 |: 125} T}\z T,LL2
= (2By + Ag) + By + Ay + ———(Ba + 1247)
1-Apr [ 1-2202 4 1-Azpr

M [Tﬂz(mM + l)B . Tho(pr + 1)

= Ay +A +MB]
2 2 1 1P1 |»
1—)\‘1/;01 1—)»2,&2 1—)\‘2/.162

and

b = wag + piar T + By
VSV [Tuz(/m\z +1) . Tho(p1 + p2)

Ay + Ay + MlBl]

= 2
1-Mm 1-2a2 1—Aopo
1T Ay
———[u2By + As] + 1By
1-2a2
Tuipy A1+ Ay Tuiry [ Apa +1
= Bz + A2
1-2ouz \1-211y 1-2ouz \1-211
A
1M1 A H“1 B,.

1+
1-2i 1-2m

Inserting the values of a;, b;, i = 0,1, in (2.4) and (2.5), we get solutions (2.2) and (2.3). The
converse follows by direct computation. This completes the proof. O

3 Main results
Let us introduce the space X = {u(t)|u(t) € C([0, T],R)} endowed with the norm |u| =
sup{|u(t)|,t € [0, T']}. Obviously, (X, || - ||) is a Banach space. Then the product space (X x
X, ||(&,v)|]) is also a Banach space equipped with the norm ||(x, v)| = ||lu|| + ||v]|.

In view of Lemma 2.5, we define the operator 7: X x X — X x X by

T1(u, v)(t

T < (190
Ty (u, v)(t)

where
T (u,v)(¢t)
MT (A +1 A T A
_ M2 ( 1T (ks + )+)\2t>32f+ 2 ( (,U«1+M2)1+t)A2g
1-Azp2 1-Am 1-2z2 1-2Mm

AM ¢ (t _ s)a—l
+ T i (A1g + puBys) + /0 Wf(s,x(s),y(g)) ds,
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and

To(u,v)(2)

1) Ti(h + Ap) Ao Tpi(Apg +1)
= +1 Bzf + + Ual A2g
1-2Aous 1-Am 1-2Aauo 1-Aiu

5)B-1

CT(B)

(AlAlg +Byy) + / - g(s,%(s), ¥(s)) ds,
0

1 A

g (T—s)ﬂ : (T !
Alg:/ Tﬁ) g(s,%(s), ¥(s)) ds, By = / T@) ————f(s,x(5),5(5)) ds,

L T
/ sx@9@)ds By = [ TPl 509) .

a-1)

For convenience, we put

1=

|2 [A1](lpe1lAz] +1) T
[A2]

[1— a2 [1— A1l INGY)
( |1l sl ) T
+ +1 ,
11— A e +1)
M = [Aa] <(|M1| + |pa]) A1l ) Vi . [A1] T’
2= )
[1—Azpa] 1= 11l ) N-xam|T(B+1)
|2l (|M1|(|)»1| +[Aal) ) T 7251 T
3= +1 + ,
[1—Axual [1— A1l M)  [1-Ap| T +1)

4=

[A2] <|M1|(|M||M2| +1) | |> T?
2
11— Aapa] [1—A1ps] r'(B)

( (1]l 1] > T?
+ +1 .
11— A rp+1)
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(3.1)

(3.2)

(3.3)

(3.4)

In the first result, we prove the existence and uniqueness of solutions of boundary value

problem (1.1)-(1.2) via Banach’s contraction principle.

Theorem 3.1 Assume that:

(Hi) f,g:10,T] x R x R — R are continuous functions and there exist positive constants

L1 and £y such that for all t € [0, T] and x;,y; € R, i = 1,2, we have

f (&, 21,%2) = (&, y1,92) | < a(lx1 =l + %2 = p2l),

lg(t, %1, %) — g6, 31,92)| < Lo (I = 1] + %2 = y2l).
If

(Ml + Mg)gl + (M2 + M4)g2 < 1,

where M;,i=1,2,3,4, are given by (3.1)-(3.4), then system (1.1)-(1.2) has a unique solution.
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Proof Define sup,. (o 7f(¢,0,0) = N < 00 and sup,(o 718(¢,0,0) = N5 < 00 and r > 0 such
that

s (M1 + M3)Ny + (My + M4)N,
1— (M + M3)ey — (M + Ma)ly

We show that TB, C B,, where B, = {(#,v) € X x X : ||(&,v)|| < r}.
By assumption (H;), for (&,v) € B,, t € [0, T], we have

[f(t, u(t), v(t))| < [f(t,u(t),v(t)) —f(t,0,0)| + [f(t, 0,0)|
< Kl(|u(t)| + |v(t)|) +N;

<a(lull+vl) + Ny < tr + Ny,
and

lg(&,u(®), v(®))| < € (llull + IIVIl) + Ny < £or + Na,

which lead to
|2l [A1l(lpe1l A2l +1) T
Ti(u,v)(8)| < ( + | A (b1r + N1)
I S Tesvm | e )T "
A A T#
[Az] <(|M1|+|M2|)| 1 +1) (Cor + Ny)
11— Apual [1— At r'p)
[A1] T? T
y4 N- —( N,
|1—11M1|<F(/3+1)( o + 2)+|M|F(a+1)( 1+ 1))
— (£ N;
* T

= (M + Molo)r + MuNy + MoN,.
Hence
| T1(u, v)|| < (M11 + Myo)r + MyN; + MyN,.
In the same way, we can obtain that
|| Ty (u,v) || < (M3L1 + Mylo)r + M3Ny + MyN>.
Consequently,
T @, v)| < [(My + Ms)ey + My + M)l |r + (My + M3)Ny + (M + My)Np <.
Now, for (uy,vs), (1,v1) € X x X and for any ¢ € [0, T], we get

| T4 (42, v2)(2) — T (1, 1) (2)

|2l (|M|(|M1||)»2|+1)_'_|)L |) T
= 2 N7 N
[1—=Aaus] 1= Ayl I (er)

Gl = wa ]l + [[va = 1))
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[A2] <(|M1|+|M2|)|A1| )Tﬁ
+1

& (luz —mll + lva —wil)

[1— Aol 11— Al r'p)
Il ¢
& (luz = w | + va =l
11— | T(B +1) ( ! 1)
Ml T®

L1l — g || + [|va — w1l
[1-App T +1) ( )

o

- ¢ _ _
+ T+l 1(||u2 ur]l + llva V1||)

= (Mg + Mals) ([l — || + [lva = v1ll),

and consequently we obtain

| T1 (2, v2) = Ta(ur, v1) | < (Mrly + Mals)(lluz — | + [lv2 — nal)). (3.5)
Similarly,
| T (w2, v2) (&) = To(ur,v1) | < M3y + Malo)(lluz — wall + [lva = will). (3.6)

It follows from (3.5) and (3.6) that
| T (2, v2) = T(ur,v1)|| < [(My + M)ty + My + Ma) o] (luz — | + [|va — v l).

Since (M; + M3)¢y + (Mo + Ma)l; < 1, therefore, T is a contraction operator. So, by Banach’s
fixed point theorem, the operator T has a unique fixed point, which is the unique solution
of problem (1.1)-(1.2). This completes the proof. O

The second result is based on the Leray-Schauder alternative.

Lemma 3.2 (Leray-Schauder alternative [28], p.4) Let F : E — E be a completely continu-

ous operator (i.e., a map restricted to any bounded set in E is compact). Let
E(F) = {x € E:x = \F(x) for some 0 < X < 1}.

Then either the set E(F) is unbounded or F has at least one fixed point.

Theorem 3.3 Assume that:

(Hs) f,2:10, T] x Rx R — R are continuous functions and there exist real constants k;, y; >
0(i=0,1,2) and ko > 0, yo > 0 such that Vx; € R (i = 1,2), we have

[f (t,x1,%2)| < ko + ka1 | + kalxa ],

lg(t, 1, %) | < vo + nilai| + valxal.
If

(M1 + Mg)kl + (M2 +M4)}/1 <1 and (M1 + Mg)/Q + (M2 +M4))/2 < 1,
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where M;, i =1,2,3,4, are given by (3.1)-(3.4), then system (1.1)-(1.2) has at least one solu-

tion.
Proof First we show that the operator 7: X x X — X x X is completely continuous. By

the continuity of functions f and g, the operator T is continuous.
Let 2 C X x X be bounded. Then there exist positive constants L; and L, such that

If (& u(®),v(®))| <Ly, |h(t, u@®),v(t))| <L, V(u,v)e€Q.

Then, for any (u,v) € Q, we have

|73, 9)(0)] < [ 2] <|A1|(|M1||}\2|+1)+|X2|)£L1
')

[1—Axual [1—Aip]
[Az] (lpea] + [p2]) A Tk
+1 L2
[1—Apusl [1—Aqpq] r'(B)
™ L L r,
+ + +
M- \T@+D 2 M+ "Tar) ™

= ML) + MLy,
which implies that
| T1(u, v)|| < MiLy + ML,
Similarly, we get
| T2, v) || < MLy + MyLs.
Thus, it follows from the above inequalities that the operator T is uniformly bounded,

since || T(u,v)|| < (My + M3)L; + (My + My)L,.
Next, we show that T is equicontinuous. Let 1, t, € [0, T] with £ < £;. Then we have

| T (u(t2), v(12)) = T (u(tr), v(t1))|

L[ 2| 2] LAz
<22t )+ — (- 1)
11— Aausl [1—Aaual
1 (o . 18 )
+ L —/ (ty —8)*~ ds——/ (tr—s)*"ds
I'(a) Jo I'(a) Jo
L[ 2| 2] L|As|
< ———(t-t)+ —————(—t)
[1— 222 [1—Azpt2]
L{ 1 /‘tl[(t )al (t )ald / (t )qld}
+L{ — 9 —8 1= s+— 9 —§ s
() Jo I'(q)
LA Ly|A
< 1l 2||,M2|(t2_t1)+ 2[Az] (ty— 1)
1= 2202 [1—2zp02]
Ly
+ [2(62 — 0)* + 85 - £7|].

INa +1)
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Analogously, we can obtain

| T2 (u(t2), v(t2)) = T (u(tr), v(t)|

L Ly|A L
- ey (t— 1) + 2] 2||M2|(t2—t1)+ 2
[1—Aapal 11— Aapa] rB+1)

[2(2 - 1) + |t =2 |].
Therefore, the operator T'(i,v) is equicontinuous, and thus the operator 7'(u,v) is com-
pletely continuous.
Finally, it will be verified that the set £ = {(&,v) € X x X|(u,v) = AT (4, v),0 <A <1} is
bounded. Let (u,v) € &, with (&, v) = AT(u,v). For any ¢ € [0, T], we have
u(t) = 2 T1(u, v)(t), v(t) = AT (u, v)(2).

Then

|u(2)| < My (ko + kulul + ka|v]) + Ma(vo + yilul + yalv])

= Miko + Mayo + (Miki + Mayi)|ul + (Mika + Mays)|v|
and

[v(0)| < M3 (ko + kulul + ka|v]) + Ma(vo + yilul + y2lv])

= Mzko + Mayo + (Mzki + Mayr)|ul + (Mszky + May,)|vl.
Hence we have
lull < Miko + Mayo + (Miki + Mayr)llull + (Mikz + Mays) IV
and
VI < Mzko + Mayo + (Msky + May1)|ull + (Mzka + May) (VI
which imply that

lull + v < (M + Ma)ko + (My + Ma)yo + [(My + Ms)ky + (Ma + Moy ][l
+ [(My + M3)ky + (My + Ma)ya ]IVl
Consequently,

(M1 +M3)k0 + (M2 + M4,))/()
My

)| < ,
where MO = mln{l - [(Ml +M3)/(1 + (M2 +M4))/1], 1- [(Ml +M3)k2 + (M2 +M4,))/2]}, which
proves that £ is bounded. Thus, by Lemma 3.2, the operator 7T has at least one fixed point.
Hence boundary value problem (1.1)-(1.2) has at least one solution. The proof is com-
plete. O
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Example 3.4 Consider the following system of fractional boundary value problem:

D¥2x(t) = grg o + 1+ 35 sin’y(0) + A=, £€(0,1],
DPy(t) = 5o sin(2mx(t)) + ngm +1, telo], a0
%(0)=3y(1),  #(0) =3y (),
y(0)=2x(1),  ¥(0) =¥ (D).
Herea =8 = 3/2 M =1/2,hp =1/3, 11 =4/5, up =3/4,f(t,u,v) = sz 1‘5\14 +1+ = sm v,
and k(t, u,v) = 3271 sin(27 u) + ml—‘i‘lvl) 3+ With the given data, we find that M; ~ 2.8216701,

My ~1.4892147, M3 ~ 3.3860044, M, ~ 2.5499538. Note that If(t, a1, u2) — f(E,v1,v2)| <
e lu — | + g v = val, |g (8w, u2) — g (8, v, v2)| < 16 lua — | + 5 |vi —val, and (M + M3) €y +
(Mo + My)ly ~ 0.6404276 < 1. Thus all the conditions of Theorem 3.1 are satisfied, and
consequently, its conclusion applies to problem (3.7).

4 Conclusions

In this work, we have established the existence and uniqueness results for a nonlinear
coupled system of Caputo type fractional differential equations supplemented with non-
separated coupled boundary conditions. Our results are not only new in the given set-
ting but also lead to some new interesting situations for specific values of the param-
eters involved in the problem. For instance, if we choose A; =1 =X, and pu; = -1 =y,
or vice versa, our results correspond to a boundary value problem of nonlinear cou-
pled fractional differential equations subject to a combination of coupled periodic and
anti-periodic boundary conditions of the form: x(0) = y(T), «'(0) = y'(T), y(0) = —x(T),
¥ (0) = =x'(T) or x(0) = —y(T), '(0) = —y'(T), y(0) = x(T), ¥'(0) = x'(T). Further, by tak-
ing A1 =1 = -y and —u; =1 = oy, we obtain the results for the coupled system with the
boundary conditions: x(0) = y(T), '(0) = —y'(T), y(0) = —x(T), ¥'(0) = x'(T), while the re-
sults for the boundary conditions x(0) = —y(T'), '(0) = y'(T), ¥(0) = x(T), y'(0) = —&'(T)
can be obtained by letting —A; =1 = A5 and p; = 1 = —». In the case of x(0) =0, ¥(0) =0
(A1 =0 = ), £(0) = 229 (T), ¥'(0) = u2x'(T), our results correspond to a problem with
coupled flux type conditions. Thus, the work established in this article is of quite a gen-
eral nature and covers a variety of special cases associated with particular values of the
parameters involved in the problem.
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