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Abstract
In this paper we consider the following nonlinear subelliptic Dirichlet problem:

X*AK u, Xu) + Blx,u,Xu) =0, xe&,
u-ug € Wy (),

where X = {Xj,...,Xn} is a system of smooth vector fields defined in R” with globally
Lipschitz coefficients satisfying Hormander's condition, and we prove the global
higher integrability for the very weak solutions.
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1 Introduction and main result
The theory of very weak solutions was introduced in the work of Iwaniec and Sbordone
[1]. Iwaniec and Sbordone realized that the usual Sobolev assumption for weak solutions
to p-harmonic equation can be relaxed to a slightly weaker Sobolev space and proved that
very weak solutions are actually classical weak solutions by using the nonlinear Hodge
decomposition to construct suitable test functions. Based on Whitney’s extension theo-
rem and theory of A, weights, Lewis [2] showed a completely different proof and obtained
the same result to certain elliptic systems. After [1] and [2], many authors have devoted
their energy to the study of the regularity of such solutions; see for example [3-5] and
the references therein. We mention here that Xie and Fang [5] obtained the global higher
integrability for very weak solutions to a class of nonlinear elliptic systems with Lipschitz
boundary condition by using Hodge decomposition to construct a suitable test function.
Recently the authors in [6] proved the global regularity result for a second-order degen-
erate elliptic systems of p-Laplacian type in the Euclidean setting.

In 2005, Zatorska-Goldstein [7] showed the local higher integrability of very weak so-

lutions to the nonlinear subelliptic equations

X*A(x, u, Xu) + B(x,u,Xu) =0, x€, 1.1)
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where © C R” is a bounded domain and X = {Xj,...,X,,} (m < n) is a system of smooth
vector fields in R” with globally Lipschitz coefficients satisfying the Hérmander’s condi-
tion and X* = (X7, ...,X},) is a family of operators formal adjoint to X; in L2.

In this work we are concerned with the boundary value problem for (1.1) with the bound-
ary condition u — uy € Wy (), i.e.,

X*A(x, u, Xu) + B(x,u,Xu) =0, xe€€,

(1.2)
u—uy € Wylh(Q),

and establish the global higher integrability for very weak solutions. We assume that the
functions A = (A1,...,A4,) : R" x R x R” - R” and B: R” x R x R” — R are both
Carathéodory functions satisfying

| A, 1,8)] < a(jul™ + £, (1.3)
|B(x,u,&)| < a(Jul’™ + 15177, (1.4)
(AGe,u,) - A(x,v,0),€ — ) > BlE — 1P (18] + 121)77, (1.5)

fora.e.x € R”, u € Rand & € R”. Here p > 2, «, B are positive constants.
A function u € W)l(”(Q) (r < p) is called a very weak solution to (1.1) if

fA(x, u,Xu) - Xeodx + / B(x,u, Xu)pdx =0 (1.6)
Q Q

holds for all ¢ € C°(2).

In the above definition, the very weak means the integrable exponent is strictly lower
than the natural exponent p and if r = p, this is the classical definition of weak solution
to (1.1).

To get our result, some regularity assumption introduced in [8] should be imposed on €2.
Let us first recall the notion of uniform (X, p)-fatness which can be found in [9]: A set
E C R" is called uniformly (X, p)-fat if there exist constants Cy, Ry > 0 such that

cap, (E N B(x, R), B(x, 2R)) > Cocap,, (B(x,R),B(x, 2R))

forallx € 3E and 0 < R < Ry, where cap,, is the variational p-capacity defined in Section 2.
We consider the following hypotheses on :

(H7) there exists a constant C; > 1 such that, for all x € €,

IBpw| < C1|Bywy) N (R \ Q)

’

where p(x) = 2 dist(x, R"” \ 2);
(H2) the complement R” \ Q2 of 2 is uniformly (X, p)-fat.

Under the hypotheses stated above, we prove the following.

Theorem 1.1 Assume that u, € W}(’S(Q), s> p. Then there exists a § > 0 such that if u €

W)l('p_‘s(Q) is a very weak solution to the Dirichlet problem (1.2), we have u € W)l('mg(ﬂ)for
some § > 0.
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The key technical tool in proving Theorem 1.1 is a Sobolev type inequality with a ca-
pacity term. With it we can prove a reverse Holder inequality for the generalized gradient
Xu of a very weak solution, which allows us to get the global higher integrability of Xu.
This paper is organized as follows. In Section 2 we collect some known results on Carnot-
Carathéodory spaces and prove a Sobolev type inequality characterized by capacity. Sec-
tion 3 is devoted to the proof of Theorem 1.1.

2 Some known results and a Sobolev type inequality
Let {X3,...,Xn} be a system of C*°-smooth vector fields in R”(n > 3) satisfying Hérman-
der’s condition (see [10]):

rank (Lie{X1, ..., X;n}) = n.

The generalized gradient is denoted by Xu = (Xju,..., X,,u) and its length is given by

1
m

|Xu(x)| = (Z|X,u(x)|2> .

j=1

An absolutely continuous curve y : [a,b] — R” is said to be admissible with respect to the
system {X,...,X,,}, if there exist functions ¢;(t),a < t < b, satisfying

Yo’ <1 and y'()=) c®X(y ().

i=1 i=1

The Carnot-Carathéodory distance d(x, y) generated by {Xj,...,X,,} is defined as the infi-
mum of those T > 0 for which there exists an admissible path y : [0, T] — R” with y (0) = x,
y(T)=y.

By the accessibility theorem of Chow [11], the distance d is a metric and therefore (R", d)
is a metric space which is called the Carnot-Carathéodory space associated with the sys-
tem {Xy,...,X,,}. The ball is denoted by

B(xg,R) = {x e R” : d(x,x0) < R}.

For o > 0 and B = B(xo, R), we will write o B to indicate B(xg, o R) and diam 2 the diameter
of Q with respect to d.

It was proved in [12] that the identity map is a homeomorphism of (R”,d) into R” with
the usual Euclidean metric, and every set which is bounded with respect to the Euclidean
metric is also bounded with respect to d. Moreover, by a result of Garofalo and Nhieu [13],
Proposition 2.11, if the given vector fields have globally Lipschitz coefficients in addition,
then a subset of R” is bounded with respect to d if and only if it is bounded with respect
to the Euclidean metric.

Hereafter we assume that the vector fields Xj, ..., X,, satisfy the Hormander condition
and have globally Lipschitz coefficients.

Lemma 2.1 ([12, 14]) For every bounded open set 2 C R” there exists Cq > 1 such that
|B(x,2R)| < C4|B(x,R)| (2.1)

foranyx € Q and 0 <R <5diam Q.
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Here, |B(x, R)| denotes the Lebesgue measure of B(x, R). The best constant Cy in (2.1) is
called the doubling constant, the measure such that (2.1) holds is called a doubling measure
and the homogeneous dimension relative to Q2 is Q = log, Cy.

Given 1 < p < 00, we define the Sobolev space W)l('p(SZ) by

WP (Q) = {u e P(Q): Xju € 17(R),j = 1,2,...,m},
endowed with the norm
o610y = lslr@) + 1 Xt 20

Here, X;u is the distributional derivative of u € L] .(€2) given by the identity

loc
(Xiu, ) =/ qu‘(pdx, ¢ € CP ().
Q

The space W)l(’p(Q) is a Banach space which admits C*°(2) N W)l(’p(Q) as its dense subset.
The completion of C§°(€2) under the norm || - | WP () is denoted by W)l(’% (€2). The following
e :
Sobolev-Poincaré inequalities can be found in [14] and [15]:

Lemma 2.2 Let Q be the homogeneous dimension relative to 2, B = B(xo,R) C 2,0 <R <
diam 2,1 < p < oo. There exists a constant C > 0 such that, for every u € W)l(’p(B),

1 1
(][ |u—u3|"pdx> ! < CR(][ |Xu|pdx>p,
B B

where ug = f,udx = |Tla|f3”dx' and1 <k <Q/(Q-p),ifl<p<Q1=<k<ooifp>Q.
Moreover, for any u € W)l('f)(B),

1 1
(7[ |u|Kde> " < CR(f |Xu|”dx)p.
B B

Next we recall a Gehring lemma on the metric measure space (Y,d, i), where d is a
metric and u is a doubling measure.

Lemma2.3 ([7]) Letq € [q0,2Q), qo > 1 isfixed. Assume that functionsf, g are nonnegative
and g € LT (Y, ), f € L°.(Y, ), for some ry > q. If there exist constants b > 1 and 6 such

loc loc

that for every ball BC 0B C Y the following inequality holds:

q
fquusb[(f gdu) o f"du]+9][ ddn,
B oB oB oB

then there exist nonnegative constants 0y = 0y(qo, Q, C4,0) and &y = €o(b, qo, Q, Cy, o) such
that if 0 <0 <0y then g € I (Y, 1) for p € [q,q + &0).

loc

For the Hardy-Littlewood maximal functions

Mf (x) = sup
R>0

1
d
BB Jsr) o) dy
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and

Mqf (x) = sup
250 1B, R)| Jpurne

If )| dy,

we will use the following properties proved in [14] and [15].

Lemma 2.4 Iff € LP(2), 1 < p < 00, then Mqf € L¥(2) and there exists a constant C =
C(Cy,p) > 0 such that

IMafllzr@) < Cliflr@.

Lemma 2.5 Ifu e W)l(’j’oc(ﬂ), 1< p < 00, then there exists C > 0 such that, for a.e. x,y € Q,
|u(x) — u(y)| < Cd(x,y) (M| Xu|(x) + Ma|Xul(y)).

Moreover, for any B = B(x9,R) C Q and u € W)l(’p(B), we have
|u(x) - u3| < CRMg|Xu|(x), a.e.x€B. (2.2)

It is worth noting that from Lemma 2.5 and Lemma 2.2 we can infer that, for a.e. x € B
and u € W)l(’f)(B),

|u(x)| < CRMp| Xu|(%). (2.3)

Let w(x) > 0 be alocally integrable function, we say that w € A,, 1 < p < 00, if there exists
some positive constant A such that

1 p-1
sup (fwdx)(][wlﬂdx> <A< oo.
BcR" \JB B

Lemma 2.6 Assumew €L}

(R") is nonnegative and 1 < p < 0o. Then w € A, if and only if
there exists a constant C > 0 such that

/ |MfIPwdx < C/ flPowdx,
R” R"
forall f € [P (w(x) dx).
The (X, p)-capacity of a compact set K C Q in Q is defined by
cap,(K, Q) = inf{/ [XulP dx:ue C°(Q),u=1on I(}
Q
and for an arbitrary set E C , the (X, p)-capacity of E is

cap,(E, Q) = Gcisglgpen Iilé% cap, (K, £2).
ECG K compact
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We will use the following two-sided estimate of (X, p)-capacity in [16]: For x € € and
0 < R < diam €2, there exist C;, C, > 0 such that

|B(x, R)| IB(x,R)I'

G (2.4)

S Capp (B(x’ R):B(xr 2R)) S CZ

Lemma 2.7 ([9]) IfR"\ is uniformly (X, p)-fat, then there exists 1 < q < p such that R"\Q
is also uniformly (X, q)-fat.

The uniform (X, g)-fatness also implies uniform (X, p)-fatness for all p > ¢, which is a
simple consequence of Holder’s and Young’s inequality.

At the end of this section we prove a Sobolev type inequality characterized by capacity.
A similar inequality in the Euclidean setting can be found in [8].

Lemma 2.8 Let 2 C R” be a bounded open set with the homogeneous dimension Q, 1 <
g <00 and 0 < R < diam Q. For any x € Q, denote B = B(x,R) and N(¢) = {y € B: ¢(y) = 0}.
Then there exists a constant C = C(Q, q) > 0 such that, for all ¢ € C*°(2B) N W)l(’q(ZB),

1
kq 1 q
| |“1dx> gc(if X |qu> , (2.5)
(7€B Y cap,(N(¢),2B) Jr5 ¥

wherel1 <k <Q/(Q-¢q)ifl<gq<Qandl<k<o0ifqg>Q.

Proof We always assume @yp # 0; otherwise, (2.5) follows immediately from Lemma 2.2
and (2.4). Let n € C{°(2B),0 < n <1 such that =1 on Band |Xp| < %+ Denoting v =
n(pap — )/@ap, then v e C°(2B) and v =1 in N(p). It follows from Lemma 2.2 that

capq(N((p), ZB) < . | Xv|? dx

< lpsl / X017l - gasl dx + |02 f Xol? dx
2B 2B

<Closl™ | |Xo|dx,
2B

and then

q
lpap] < C( Ilequ> . (2.6)

cap,(N(¢),2B) J2p

Then Lemma 2.2 and (2.6) lead to

1

1 1
Kq kq
(][ le”’dx> S(][ Iqo—gozslkqu> + | @]
2B 2B
1 1
CR(I[ Xo|7d )q C( 1 / Xo|’d )q
< () X + S () X
28 cap,(N(¢),2B) Jap

1 q
<Cc[—— | x |qu) ,
<capq<N(¢>,zB> St
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where in the last step we used the estimate
cap, (N(¢),2B) < cap,(B,2B) < C|B|R™.
The proof is complete. g

3 Proof of Theorem 1.1

Assume that the function u € W)l(’p _B(Q)(S < %) is a very weak solution to the Dirichlet
problem (1.2). Choose a ball By such that Q C %Bo and let B be a ball of radius R with
3B C By for fixed 0 < R < 1. There are two cases: (i) 3B C Q or (ii) 3B\2 # @. In the case
(i), the following estimate has been proved in [7]:

p-8

A
f | Xu|P~ dx 59][ |Xu|p‘5dx+b[][ |u|1’—5+(7[ |Xu|fdx) ] (3.1
B 3B 3B 3B

2

where 6 small enough, b > 1, max{1, (p - §).} <t <p-34.
When 3B\2 # J, a similar inequality (see (3.31) below) will be achieved.
Step 1. Let n be a smooth cut-off function on 2B, i.e. n € C§°(2B) such that

0<nc<l, n=1 onB and |Xn|<c/R.
Define it = n(u — ug) and
E,= {xeR”:M|X12|(x)§M}, for > 0. (3.2)

We conclude from Lemma 2.5 and the assumption (H;) that # is Lipschitz continuous on
E,UR"\ Q).

Indeed, if x,y € E,, N 2, then Lemma 2.5 implies |&(x) — &(y)| < cud(x,y); if x,y € R"\ ,
then &1(x) = &(y) = 0. We set B,,, = B(x, py) with p, = 2 dist(x, R" \ Q) for the case x € E, N 2
and y € R\ Q. Since # is zero on R” \ ©, it follows that

/ |I:t—l’:£3px|dz=/ |£l3px|dz
By, N(RM\Q) By, N(RM\Q)

= B, N (R"\ Q)] liLs,, |

and then, from assumption (H;) and Lemma 2.2,

By, N (R"\ Q)]

lip, | < Ci
Px |B,0x|

lug,, |

G

1B, JB, n&m\2)

< Cl][

B/’x

|I:t - iinxle

o — i, |dz < cCl,ox][ | X dz
B/’x

< cCrpxM|Xit|(x) < cCy i px.
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Therefore, we have by (2.2) and (3.2)

|iu(x) — (y)| = |aax)|
<|a(x) - i, | + lias,, |
< cpxM|Xtt|(%) + cCiipx
< cCiupy

< cCiud(x,y).

It follows that # is a Lipschitz function on E,, U (R" \ 2) with the Lipschitz constant ¢C; .
As in [7], we can use the Kirszbraun theorem (see e.g. [17]) to extend # to a Lipschitz
function v, defined on R” with the same Lipschitz constant. Moreover, there exists
such that, for every u > o, suppv, C 3BN Q.
In fact, let D = 2B N Q and x € R”\(3B N £2), we have by Lemma 2.1 that

. . C, .
MXal) = s f IXalp)dy < <& / X2l() dy,
28] ),

B'5x,B'N2B#3) B/
where |B'| > |B|, C; is the doubling constant. Setting

Cu

- = [ (Xl dy,
28] J, 1O D

Mo

then M| Xu|(x) < pt, u > o, which implies v, (x) = #(x) = 0 for x € R"\(3BN 2). So we can
take the function v, as a test function in (1.6).
Let 1 > po and take v, as a test function in (1.6) to have

/ Alx, u, Xu) - Xv, dx+/ B(x, u, Xu)v, dx = 0.
3BNQ 3BNQ

Noting that v, = & on (3BN Q) N E,, and that supp iz C D, we have by the structure condi-
tions on A(x, u, €) and B(x, u, &)

/ Alx, u, Xu) ~X£tdx+/ B(x, u, Xu)idx
DNE, DNE,,

5/ |A(x, u,Xu)||XVM|dx+/ |B(x, u,Xu)||vM| dx
(BBNQ)\E, (3BNQ\Ey,

<cu / (Jul?™ + | XuP™) dx, (3.3)
(3BNQ)\E,

where in the last inequality we use the fact that [Xv,| < cu, |v,| < cRu (see [7]).
Multiplying both sides of (3.3) by =19 and integrating over (1, 00), we get

o0
L:= / / w1+ (A(x, u, Xu) - Xut + B(x, u,Xu)lft) dxdu
no JDNE,

(e e}
< C/ / w (lulP™ + 1 XulP ") dxdp = P. (3.4)
Ko (SBOQ)\E/L
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Interchanging the order of integration and applying (3.2), we have

M|Xu\
P= c/ / |u|1’ Ly | XulP- l)dudx
o

<173 (MIXal)' 7 (1P~ + [ XulP™) dx
=68 JeBna)\Ey,

<c / (1P + | XuP ) dx + ¢ / (M) dx. (3.5)
3BNQR 3BNQ

Using Lemma 2.4 and Lemma 2.8, we have

c/ (MIX2al)"™ dx
3BNQ2

<c / |X2|P~% dx
D

/IXu Xuolp‘sdx+m/ |t — uo P dx

2B 1
< c/ | Xue — Xuo [P~ dx + cI2B| / | X — XuolP 8 dx ),
D Rp=0 \ cap, s(N(u - up),2B)

where N(u—u0) = {x € B: u(x) = uo(x)}. Since u — uo vanishes outside 2, we have R"\ Q C

{u — uy = 0}. On the other hand, by Lemma 2.7 and assumption (H), there exists o such
thatif 0 < § < §p, R” \ Q is uniformly (X, p — §)-fat, and hence

cap,_s (N (% - uo),2B) > cap,_s (B N(R"\ Q),2B)

> ccap,_s(B,2B) > c[BIR"¥™. (3.6)
From (3.6) and the doubling condition, we derive
c/ (M|Xit|)p_5dx§c/ | X270 dx
3BNQ D
< c/ | Xu|P~® dx + c/ | Xuo [P~ dx, (3.7)
D D
and then (3.5) becomes
pP< c/ |ulP~ dx + c/ [ Xuto P78 dx + cf | Xu|P~ dx. (3.8)
3BNQ 3BNQ 3BNQ
As regards the estimation of L, by changing the order of integration, we have
[o¢]
L= / / w1+ (A(x, u, Xu) - Xt + B(x, M,Xu)ﬂ)X{M|xa\(x)5M} dxdu
10
[e¢]
= / f U (A, u, Xu) - Xit+ B(x, u, Xu)it) dxdp
D\Ey,, JMIXil

o0
+ / / w1+ (ACx, u, Xu) - Xit + B(x, u, Xu)it) dx dp
DNEyq Y 1o
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- / (MIX) ™ (A(r, 1, X) - Xt + Boe, 4, Xuu)i) dx
$ D\Ey,

1
+ = / ,ua‘s (A(x, u, Xu) - Xut + B(x, u,Xu)it) dx.
8 JpnEy,

Since D\ E,, =D\ (DNE,,), (1.3) and (1.4) imply

1 _ 1 )
L= —/(MlXitl) 5A(x,u,Xu).X£¢d __/ (M|X£¢|) SA(x,u,Xu)-Xﬁdx
8Jp DNEy,

1 .
. s / (MIX2]) ™ Bx, u, Xue) it dox
D\Ey,

1 N ~
+ = / ,ug‘s (A(x, u, Xu) - Xt + B(x, u,Xu)u) dx
8 Jpney,

1 -
z g/(MIXﬁl) " A, 1, Xu) - Xitdx
D

_ 2 (M1Xitl) ™ (|alP™ + | XualPY) | Xit] e
8 Jpney,

- % / (MIxXa) ™ (™ + 1 Xul™) 2] dx
D
1

= g([l - 20[12 - (113). (39)

Step 2. Next, we will estimate J; (i = 1,2, 3) one by one.
Now for estimation of [;. To this end, define the sets

Dy = {x €D\ B: M|Xii| < §(Mpl|Xu - Xuo)},
D, = {x €D\ B: M|Xi| > §(Mp|Xu — Xuol) }

and Bg = BN Q. Thus
I = / (M|X£l|)_8 (A, u, Xu) — A(x, o, Xuo)) - n.X (1 — o) dx
BqUDy
+ / (M|X12|)78A(x, uo, Xug) - n(Xu — Xug) dx
BqUDy
+/ (M|X12|)_5A(x, u, Xu) - Xn(u — uo) dx
Dy
+ / (M|X12|)_8A(x, u, Xu) - Xoidx.
Dy
Since (M|Xi)™® < |X#|™ a.e., it follows from (1.5) and (1.3) that

L=8 [ (MIXil) ™| Xu - Xuol? dx
Bg

a ( f XA (ol + Xino ™)
Bg

X | Xu — Xuo| dx + / (M|X£¢|)_5(|uo|”‘1 + [ Xuo|P™1) [ X — Xuso dix
Dy
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+ /D (MIX2) ™ (1P~ + [ Xul ™) [ Xn(u - uo)| dax
2
+ /D (MIX2l) ™ (|l + [ XulP ) X dx)
1
o= Iy —a(ly + Iz + Ly + L), (3.10)
Since the function (M|X#|)~ is an Ap-weight, we obtain from Lemma 2.6 that

In>cB | (MIXi)™ (Mpg|Xu— Xuol)’ dx.
Bq

By the doubling condition and Lemma 2.8 we see that, for x € g ne,

M| Xu|(x) < sup |Xit|dy +  sup | X dy
B'>x,B'CBJB B'5%,B'N0B#3J B
1 1 1
C / s , S
< Mp, | X(u - ug) +—(][ | — uol® dx> +c<—/ | Xu — Xuy|* dx)
al | R\J>p 12B| Jp

1
capy (N(u - uo),2B) Jo

1

1 , P

+c<—/ | Xu — Xuy|* dx)
12B| Jp

1
1 / s
< Mg, |X(u—u0)’ +c<®/D|Xu—Xuo|s dx) , (3.11)

1
SMBQ|X(u—uo)|+1%( |X(u—u0)|s/dx)s

where max({1, (p — 8).} < s < p — & is such that R” \ Q is uniformly (X,s’)-fat and the last
inequality comes from an argument similar to (3.6).
To continue, we define

A=

B 1 Pt
G:{xeEHQ:MBQ‘X(L{—MOMzc<®/D|Xu—Xuo| dx)

So from (3.11) we see that M|X#| < cMp, | X (4 — up)| on G, and then

Ii>c / (Mg | X — Xutg)) ™ (Mg | Xut — Xuto ) dx
G

b3
s/

=

1 ,
Zc/ | Xut — Xuo|P~° dx—clBI(—/ | Xu — Xuo|® dx>
5o 12B| J»

1 ,
>c / IXulP?dx—c f | Xuto P~ dx—c|B|(— f | Xul® dx) ) (3.12)
Bno D 12B| Jp

2

Using the fact X&t = X(u — up) on B and Young'’s inequality, we have
In<c / (luolP™° + | Xuo =) dx + ce / | X1 — XuolP~ dx
D D

< c/ luo|P~° dx + c/ | Xuio|P~° dx + ce / | Xul|P~ dx. (3.13)
D D D
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Next from the definition of D, and Lemma 2.4, we see
L3 <c8 / (Mp|Xu = Xuol)' ™ (Juo P~ + [ Xuuo ) dx
D
<c / (10lP™° + | Xuo IP°) dx + ce / | Xu — Xuo P~ dx
D D

<c / luo P2 dx + ¢ / | Xuo|P~% dx + ce / | Xu |8 dx. (3.14)
D D D

For I 4, we have by using | Xn(u — up)| < | X#| + | Xu — Xug|

Ia<c / (MIX2]) ™ (1P~ + 1 Xuu = Xuo [P~ + [ Xuao 71| Xy (1t — )| e

Dy

< c/ (MIX2l) ™ (1P~ + [ XuaoP) (1X8] + 1 X0t — Xuao ) dox
Dy
+ c/ (M|Xzft|)_6|Xu — Xuo P71 X1 — uo| dx
Dy
§c/ (M|X£t|)_5(|u|”‘1 + [ XuoP™') | Xt dx
Dy
+ c/ (M|Xf4|)_5(|u|"”1 + |Xu0|p_1)|Xu — Xug| dx
Dy
+ < / (M|Xl:t|)76|XM — Xuo P u — uo| dx
R Jp,
= 1(1 + 1(2 + 1(3
Using Young’s inequality and (3.7), we get

K <c / (Jul?™ + | Xuo IP71) | X0t dx
D

<c / P dx + ¢ / | Xuo P8 dx + ce / | Xu|P~? dx. (3.15)
D D D

By the definition of D, and noting that |X(u — uo)| < Mp|X (1 — uo)| a.e. D,
Ky <c§™? / | Xu — Xuo| " (Jul?™ + | Xuo ™) dx
D

<c / P dx + ¢ / | Xuo P8 dx + ce / | Xu|P~ dx. (3.16)
D D D

Finally, by Young’s inequality,

=
K < CT (M| Xt — Xuaol) ™" | Xuu — Xuao P |1t — 1tg| dx
Dy
58

< — | | Xu— XuolP 0w — uo| dx

R Jp

568/ IXu—Xuolp“de+c/
D D

p-0

dx. (3.17)

Uu— Uy
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In order to estimate the second component of the right-hand side, we lets” = (p—§)(1 - ),

where0<l§‘<pf78 ifp—cSSQand0<z9<min{p757Q,%}ifp—8>Q.Denote

§+Q p-$
Q 7
D = Q
2, s >Q,

then xs” > p — §. Using Lemma 2.7 and Lemma 2.8, we derive

(.

1

1
re = -1 ks s
dx <cR lu — up|** dx
2B

<cR! !
- capy (N (1 — uo), 2B

Uu—Ugy

1
7

s s
dx)

/ |X(u —up)
2B

1 /" s
<c|l — | |Xu—-Xuol ,
12B| Jp

where the proof of the last inequality is similar to (3.6). Therefore,

C\/
2B

Inserting (3.18) into (3.17), we have

~

S

) b3
u—ugl’

R

12B|

K3 §cs/ | Xu P2 dx+c/ | Xuo [P~ dix
D D

1 " s
dx < c|2B| (— / | Xu — Xug|* dx) . (3.18)
D

1 ' ST
+c|2B|(® f | Xul® dx) , (3.19)
D

A combination of (3.15), (3.16) and (3.19) implies

o = [ (1 + o)
D

p-3s
o7

1 4
+cs/ |Xu|p_5dx+c|2B|<—/ | Xul|® dx) . (3.20)
D 12B| Jp

The definition of D; and Lemma 2.4 give
Ls<c / (MIXa) "™ (1l + | Xul ™) dox
Dy
<8t / (MD|Xu —Xl,to|)175(|u|1’_1 + |Xu|p_1) dx
D

<8 [ / | Xu — Xuol?™ dx + / (Jul?™ + |Xu|1’-“)a’x]
D D

<c / (17 + | Xuo|P™°) dax + 8 / [ XulP~ dx. (3.21)
D D
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The previous estimates show that

L > c/ | Xue P~ dx — c/ (|u|p_5 + |uo P + | Xug |1”_‘S) dx
Ena D
=

1
—c(8+8)/ |Xu|ﬁ-5dx—c|23|(—/ |Xu|fdx> , (3.22)
D |2B| Jp

where t = max{s’,s"} < p - 8.
Now we address the estimation of I5. Using (3.7), we have

IZS/ |M|p’1|X£[|175dx+\/ (MlXi‘”)—(S'Xulp—llXﬁ'dx
b DNEy,
SC/ |”|”’8dx+68/ IXitlp*“dm/ IXul (M| Xiil)' ™ dox
b D DNEy,
D

+ce / | XuelP~ dlx + / Xul ™ (MIX01])' ™ dex. (3.23)
D DNEy,

To estimate the last integral in (3.23),let 0 < 7 < % and x € DNE,,. If | Xu| > t7' 110, then
M| Xu| < o < t|Xu| and

XuelPH(MIX#) T < 1 Xl (2 1Xul) 0 = 2 X (3.24)
if | Xu| < 1o, then

Xul (MIX#)' ™ < (0 o) iyt < TPl (3.25)
By (3.24) and (3.25), we deduce that, foranyx e DNE,,,

IXul N (MIXal)' ™ < (e XulP ™ + P uh). (3.26)

For the second term in (3.26), we first observe from the proof of (3.11) that

1 1
1 / s 1 / ¥
—(J[ |u — uo|* dx) §c<—f [ Xu — Xug|* dx) .
R\J3p 12B| Jp

Noticing (g = ﬁ /, | | Xit| dx, we have from Holder’s inequality

_ 1 P
TPk b <erl —/|Xn(u—u0)+nX(u—u0)|dx
12B| Jp

1 ST\
50111”(—(][ lu — uol® dx> )
R\J2p

p-3

1 P ra
+crl‘p<—/|X(u—uo)| dx)
12B| Jp
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=)

p-8

1 s s
Scrlp(—/|X(u—uo)| dx)
12B] Jp

1 l / s
< cr”’(—/ | Xuto|?~? dx) + crl‘p(—/ | Xul|® dx> . (3.27)
12B| Jp 12B| Jp

By (3.26) and (3.27), it follows that

/ Xul? M (M1X#]) dox
DNEy,

-5

7

1 , r
<crt? / [XulP? dx + c / | X1to P~ dx+crlp|2B|(— / | Xu|® dx) . (3.28)
D D 12B| Jp
Taking (3.28) into (3.23), we have

I Sc/ lufP~? dx+c/ | Xuio [P~ dx
D D

p-6

s

1 /
+ c(s + rl_‘s)/ | Xu|P= dx + ct'P|2B| <— / | Xul® dx) . (3.29)
D 12B| Jp

For the estimation of I3: From (2.3), Lemma 2.8 and a similar process to the proof of
(3.18), we have

I < c/ (lulP™ + 1 XulP™) 2 dx

D
5/ |u|1’_5+cz?/ |Xu|p_5dx+c/ |t — uo P dx
D D D

< c/ (|u|1’_5 + |Xuo|”"s)dx
D

=)

t

1
+cs/ |Xu|1"sdx+c|23|(—/|Xu|tdx> , (3.30)
D 12B| Jp

where ¢ = max{s’,s"} < p - 8.
Step 3. Taking into account (3.4), (3.8), substituting (3.22), (3.29) and (3.30) into (3.9),
and letting & = 179, it follows that

/ | Xu P2 dx
Zna

< / (1P + Lo P + | Xuro P~*) dix
3BNQ

p-8

1 I3
IXulP=® dx + e |2B) | — Xul'dx) . (3.31)
[2B| J3pna

+c(8+7'70) /

3BNQ

To sum up the cases 3B C 2 and 3B\Q2 #{J, we let

Xul!, xe,
0, x € R\,

glx) =
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and

(lt — uo| + |uo| + | Xuol)t, x€,

O; X € RH\Q.

fx) =

Thus we have from (3.1) and (3.31)

q
fquxgb[(][ gdx) +][ fqu}+9][ gldx,
g 3B 3B 3B

where g = 22, 6 = ¢(§ + 71°) and b = ct!?. Choosing 7, § small enough, we see by
Lemma 2.3 that there exists t; = p — § + &9, for some &g > 0, such that | Xu| € L1(S2).
Furthermore, we will show that there exists &, > r = p — § such that u € L2(Q2). Since

U—1uy € W}(’B(Q), we obtain from Lemma 2.2 that, for r < Q, ¥* = Qr/(Q —r),

(/ = uo|” dx)r* < C(Q)(/ |X(u—u0){rdx>r < 0.
Q Q

Taking ¢, = min{s,7*} > r, we have

1 1 1
t: o t: o t: f
/|u|2dx < /lu—uo|2dx + /|uo|2dx
Q Q Q

1 1
* r* B

SC(/ |t — uo|” dx) +</ |uo|t2dx)

Q Q

and then u € L2(Q) by up € L3(2). If r > Q then we can apply the above reasoning for any
r* < 0o to obtain u € L2(R).
We set p = min{¢;, 6} >p—-S§and u W)l('p(SZ). Repeating the preceding reasoning, we

know that there exists § > 0 such that u € W}(’P +5(Q) and the proof is complete.

4 Conclusions

In this paper, we obtained the global higher integrability for very weak solutions to the
Dirichlet problem for a nonlinear subelliptic equation on Carnot-Carathéodory spaces
which implies that such solutions are classical weak solutions. It is a generalization of the
corresponding result in the classical Euclidean setting.
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