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1 Introduction and the main results
Recently, the anisotropic parabolic equations with the variable exponents

N
) .
Z — |Vx,. Pi2y.),  (x,t) € Qr=2x(0,7), (1.1)

i=1

Q)

were studied by Antontsev and Shmarev [1], Tersenov [2, 3], and some essential charac-
teristics different from the evolutionary p-Laplacian equations were revealed. Zhan [4, 5]
studied the equations

-2

| <

)|V, P12, (1.2)

¥

(=5

l

and showed some essential characteristics different from equation (1.1). Here,
bi(x)>0, xeQ; bi(x)=0, xe€dQ. (1.3)

In this paper, we study the equation

Nog N da(v)
1(96)72 i
;a— bi(x) vy, P vx,.)+i=21g @ (1.4)
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with the initial value condition

v(ix,0) =vo(x), x€, (1.5)
and with a partial boundary value condition

v(ix,£) =0, (x,t)e€X; x(0,T), (1.6)

where ¥; C Q2 is a relatively open subset. A similar partial boundary value condition was

imposed on the equation

av

N
rrie diV(&Z(x)|VV|P_2VV) - Z b (x)Dv + c(x, t)v = f(x, 1), (x,t) € Qr, (1.7)

i=1

and a new approach to prescribe the boundary value condition rather than define the
Fichera function was formulated by Yin and Wang [6]. However, since equation (1.4) is
anisotropic and with the variable exponents, the method of [6] seems difficult to be ap-
plied to equation (1.4). In what follows, we will try to depict ¥; in another way. Moreover,
instead of depicting the explicit formula of X;, we will try to find the other conditions to
substitute the boundary value condition.

Instead of condition (1.3), we assume that x € 2, b;(x) > 0, and

bi (%) > 0,b;,(x) >0,...,b;, (x) >0, x€, (1.8)

b;,(x) =0,b;,(x) =0,...,b;,(x) =0, xecIQ. (1.9)

Here, {i1,ip,...,ix} U {j1,j2,.--,ji} = {1,2,...,N}, k + [ = N. For the sake of simplicity, we
denote that

po= rr;ig{m(x),pz(x), o PN-1(®), PN ()}

pO = m%x{Pl(x);Pz(x), cee :pN—l(x)rpN(x)}:

and assume that po > 1.

Let us introduce the basic definition and the main results. First of all, for any small con-
stant 1 > 0, we define

Conditions (1.8)—(1.9) assure that this set is an open subset of .

Definition 1.1 If a function v(x, ) satisfies

vel®Qr), v el (0T, W (Q),  bi®)v"® e 12(0, T;1H(Q), (1.10)
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and for ¢ € L2(0, T; W**(Q)), ¢lxcaa = 0,

//Q { ¢+Z P 20+ aV D, +atVg ¢] Fdwde =0, (111)

then we say that v(x, £) is a weak solution of equation (1.1) with initial value condition (1.5),
provided that

lim/ |V(x, t) - vo(x)’ dx =0. (1.12)

t—0 Jqo

Besides, if the partial boundary value condition (1.6) is satisfied in the sense of the trace,
then we say that v(x, ¢) is a weak solution of the initial-boundary value problem (1.4)—(1.6).

Here and in what follows, p’ = p as usual.

-1

Theorem 1.2 Ifpy > 1, b;(x) satisfies conditions (1.8), (1.9), g'(x) € C1(Q), a(s) is a contin-
uous function,

vo € LX), (b)) 70 vy, € LP(<2), (1.13)

then equation (1.4) with initial value (1.5) has a solution. If

1
f bjp”_l(x)dx<oo, 1<r<i,
Q r

then there exists a solution of the initial-boundary value problem (1.4)—(1.6).

Theorem 1.3 Let py > 1, b;(x) satisfy conditions (1.8), (1.9), g'(x) € CY(Q), a(s) be a Lip-

p]r

schitz function and for every 1 <r <, fQ i (%) dx < 00. If v(x, t) and u(x,t) are two

solutions of equation (1.4),
vix, t) = ulx,t) =0, (x,¢t)€d2x(0,T), (1.14)
then

/|v(x,t)—u(x,t)|dx§/|v(x,0)—u(x,0)|dx. (1.15)
Q Q

Theorem 1.4 Ifp > 1, b;(x) satisfies conditions (1.8), (1.9), g'(x) € C1(Q), a(s) is a Lipschitz
function. Let v(x, t) and u(x, t) be two solutions of equation (1.4). If

vix,t) =ulx,t) =0, (x¢t)€X;x(0,7), (1.16)

and forevery 1 <r <,

1
- b,
n (/sz\szn d ®

1

Pjr 15
dx) — 1.17)

!
(zbm)
s=1

iy
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then the stability (1.15) is true. Here,

l ;
b (%)), [Pir®
Zl={x63§2: |(Zsfl ]s( ))x,r|

(L, b #0}’ r=bk (1.18)

If a(s) = 0 in equation (1.4), the similar conclusion as Theorem 1.4 was obtained in [5],
where the partial boundary X, was depicted as follows:

/ ,
H— bi (%)s Diy (x)
21—{x€8§2:|( 1 0 (), |

= [Hlej(x)]pi’(x)_l 7!0}, r=1,2,...,k (1.19)

In fact, letting ¢ be a nonnegative C* function, satisfying
px)>0, xeq, px)=0, x€0%, (1.20)

the partial boundary ¥, can be depicted by ¢ as

|, ()17 )

z, = {xe Q2 PO 7‘0}, r=1,2,...,k. (1.21)

By this token, the exact partial boundary X1, such that the partial boundary value con-

dition (1.6) matches up the nonlinear degenerate parabolic equation, should satisfy that
Z1 - Z(pr
and we can depict it as

=%, (1.22)
[

for any ¢ satisfying (1.20). However, if we really choose ¥, as (1.22), it lacks the technical
support to obtain the stability of the weak solutions for the time being. Anyway, by adopting
some ideas and techniques in [4, 5], in some special cases, we can prove the stability of the
weak solutions independent of the boundary value condition.

Theorem 1.5 Ifp, > 1, b;(x) satisfies conditions (1.8), (1.9), g'(x) € C1(RQ), a(s) is a Lipschitz

function. Let v(x,t) and u(x, t) be two solutions of equation (1.4) only with the initial values
vo(x) and uy(x), respectively, but without any boundary value condition. If condition (1.17)

!
(£ne)
s=1 X

ir

is true, and

(!
n\Ja\g,

forevery 1 <r <k, then the stability (1.15) is true.

1
plr ﬁ
dx) <c (1.23)

One can see that no boundary value condition is required in Theorem 1.5. From my own

perspective, condition (1.23) is an alternative of the partial boundary value condition (1.6).
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By the way, for the following reaction—diffusion equation

g—]; =div(a(v,x,6)Vv) +div(b(v)), (x,1) € Q2 x (0,7), (1.24)
with

a(V,%,t)|xesn = 0, (1.25)

we had conjectured that a partial boundary value condition should be imposed. This con-
jecture was partially proved in [7, 8].

2 The proof of existence
By a similar method as in [4], we can prove the following.
1
Lemma 2.1 IffQ b, Pl () dix < 00, v(x, t) is a weak solution of equation (1.4) with initial
condition (1.5). Then, for any given t € [0, T),

/ lvg,ldx <¢c, i=1,2,...,N, (2.1)
Q

and the trace of v on the boundary 02 can be defined in the traditional way.
We omit the details of the proof here. By this lemma, we know that if b;(x) satisfies (1.8),
1

(1.9) and if for every 1 <r </, fQ b]._r!F (%) dx < 00, then (2.1) is satisfied. Thus, we can
define the trace of v on the boundary 952.
Consider the regularized equation

k l

Ve = Z (bir (x) | Vi, |171'r -2 Vi, )xir + Z ( (b/r () + 8) |Vx1'r |l7jr (x)_Zijr )xjr

r=1 r=1

da(v)
Bxi

N .
+y @)

i=1

, @®1eQr (2.2)

with the initial-boundary condition

v(x,0) = vpe(x), x€K, (2.3)
vix, t)=0, (x,¢)€dQx(0,T). (2.4)
Here, vy (x) € C3°(S2) and is strongly convergent to vy(x) in Wol P O(Q).

Then, by Wu [9], we know that problem (2.2)—(2.4) has a unique solution v, € L*°(Qr),
Lpo
ve € W ().

Proof of Theorem 1.2 Multiplying (2.2) by v, and integrating it over Q7 yield

N i

1

—/ vgdx+2// bi(x)|vsxi|1’i(") dxdt+82// [Vex;, Pir® dix di
2Ja i=1 7 YQr r=1Y7Qr

N
= % /Q Vﬁ(x)dx—; / /Q T[a(vg)g"(x)vsxi +a(ve)g, ve | dxdt, (2.5)
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then

!
ey / / Vew,, 1P dxcdt < c (2.6)
r=1 Qr

and

Z/f X) [ Vex, %) dxdt < c. (2.7)

Hence, by (2.5), (2.6), and (2.7), there exists a function v and an n-dimensional vector
—
& =(&,...,&,) such that

v pix)
veL®@Qn, o€ L*(Qr),  &eL'(0,T; LT (Q)),

and v, —> va.e. € Qr,

ve =~ v, weakly star in L(Qr),
ve = v, inL*(0,T;L} (),

ovg av

RN, i L2 s
5 3, I (Qr)

eVex, =0, inLP¥(Qp),

p, (x)

Bi() Ve v, — & in L'(0, T; LPT ().

Nj
Here, Nflgo .

Now, similar to [1], we can show that
0/ _1.9
veel? (0,T; W (Q),

and by Wu [9], by a process of the limit, we are able to prove that

Z/f x) |V, [pi@-2y, @y, dxdt = Z/ &%)y, dxdt (2.8)

for any function ¢ € L*(0, T; W’ (Q)), ¢lsesq = 0. Thus, v(x, ¢) satisfies (1.10) and (1.11).
Moreover, according to Lemma 2.1, the partial boundary value condition (1.6) is satisfied
in the sense of trace.

Now, we can prove the initial value (1.5) in a similar way as that in [10]. In detail, for
small given r > 0, denote D, = {x € Q : dist(x, 9Q2) < r}. For large enough m, n, denoting
that v,,(x,£) = v,_ L (x, ), we declare that

/ |vm(x, ) — vyl t)| dx < / |v0m(x) - Voy,(x)| dx + ¢,(t), (2.9)
Dy Dy
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where ¢,(¢) is independent of m, n, and lim;_, ¢ ¢,(¢) = 0. In fact, by (2.2), for any ¢ € [0, T),
we have

t
//w(vmt—vnt)dxdr
0 D,

k t
+ § / bis (x)(|me,'S |Pis ) Vimxi, = |an,'s |Pis ) anis)(pxis dxdt
0 JD,
s=1 r

! t
1
i -2
+ Z A A [(bls (x) + %) |me/s |p]s (x) mejs
s=1 r

1 . _
_ <bjs (%) + Z) |V”x/‘s |Pis () 2"”’%]%/5 dxdt

N ot
m " : Xi m) n i. dxd
+§/0 /L;r{[a(v ) = a(v) g @) ¢y, + [avim) — a(v,) g, ¢} dxdt
=0, Vo e L*(0, T3 Wp™ (). (2.10)

For small n > 0, let

§ 2
L,(s)= /0 Iy(t)dr, Iy(s) = ;(1 - |i77|)+ (2.11)
Obviously, /,(s) € C(R) and

L,(s) >0, |sty(s)| < 1, L,y(s)] < 1. (2.12)

Clearly, if we denote A, (s) = [ L,(s) ds,

liII(l)L,,(S) = sgn(s), lin(l)An(s) =ls|, s€(~00,+00), (2.13)
n— n—>
and
lim [, (s)s = 0. (2.14)
n—0

Suppose that & (x) € C§(D,) such that
0<&<L &, =1,

and choose ¢ =£L, (v,, — v,) in (2.10), then

t
/ ELy (Vn — Vi) (s — Vi) dx T
0 D,

kot
. _2 . _2
+ Z / / big (x)(|vmxis |pls (x) anis - |anl‘s |1713 (x) anig)
s=1 V0 Dr

X ElLy (Vi = Vi) Vi — "n)xl's dxdt
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kot
£y / f bi () (1, 1752 Vi, = [V 152V, ) Loy (Vi = V)i, A
s=1 V0 Dr

/ t
1 ) 1
+ SZI:/(; /D;,« [(b]s(x) + Z) |mejs |p,S(x) Zmeis - (bjs (%) + Z) |an |pls an/'x:|

X ELy (Vi = Vi) (Vi = Vi), dxdT
Lo 1 1
X Ly(v — v,,)éxjs dxdt

N ot

+ ;/ /Dr [a(im) — a(vy) g ®EL (Vi = Vi) Vin = Vi), dx dT
N ¢ |

+ Z/ /Dr [a(Vim) — a(v) |g' X)Ly (Vi — V)&, dxdT

N ¢ .
' ; /o /D, [a(vi) = a(vn) g & Ly (v = vi) dx d

=0. (2.15)
Clearly,
t
f / bis (X)(|meis |pis(x)_2vmxi5 - |anis |pis(x)_2vnxis)§ln(vm V)V — Vn)xis dxdt
0 JD,
(2.16)
and

1 )
/ / |:( s (%) + )lvmx] | s (¢ mels (b/'s (%) + Z) |an1'5 |p/5(x) 2anjs:|

é—'ln(V = V) (Vi — Vn)x/ dxdt

> 0. (2.17)

Noticing that & € C}(2), a(s) is a Lipschitz function, using Hélder’s inequality of the vari-
able exponent Sobolev space, by (2.14), we easily deduce that

lim / [a(vm) - a(v,,)]gi(x)éln(vm = V) (Vi — Vi), dx = 0. (2.18)
Dy

n—0

At the same time,

hm/ EL, (Vi — Vi) Wit — Vi) dx d
Dy

_11m/ / (/ W”L,,(s)ds) dxdr
n—0 , -
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t Vim—Vn t
:%13})/0 /DrS/O sgnn(s)ds’odx

= EWVp — vyl dx — E|Vom — Von| dx.

Qr D,

Let n — 0. By (2.11)—(2.19), we can obtain

E Vi — vl dx
D2r

5/ |V0m_V0n|dx
Dy

k t
c ) o)
+ ;Z/ / bz’s(x)(|me,~s |pls(x) 1, Ian,«S |pls(x) l)dxdr
s=1 0 JDr

Page 9 of 18

(2.19)

J t
c 1 - 1 ()
N A O L L e

et
+ - E / [Vin — vl dx dt
ri- Jo Jo,

= / |V0m - V0n| dx + Cr(t)-
Dy

By v € L*(Qr) and the unform estimates (2.6)—(2.7), we know that c,(¢) is independent

of m,n.

Now, for any given small r, if m, n are large enough, by (2.9), we have

/ |v(x, t)— vo(x)} dx
Doy

5/ |v(x,t)—vm(x,t)|dx+/ Vi (%, 8) = Vu(, 8)| dx
Dy, Dy

+/Dzr|vn(x,t)—V0n(x)|dx+/D2y|v0,,(x)—vo(x)|dx

E/02,|V(x’t)_Vm(x’t)|dx+/Dr|VM(x’O)_V"(x’O)|dx+c’(t)

+/Dzr‘v,,(x,t)—Vo,,(x)‘dx+/j;zr‘voy,(x)—vo(x)‘dx.

(2.20)

By (2.20), similar to the usual evolutionary p-Laplacian equation (Chap. 2, [9]), we have

(1.12). Then Theorem 1.2 is proved.

Certainly, the initial value condition (1.5) can be right in the other sense; for example,

in [11], it has the form

}i_r)r&/gv(x,t)d)(x)dx:/Qvo(x)qﬁ(x)dx, Vo (x) € Ci° ().

Also, the existence of weak solutions can be proved in other ways. Here, we would like to

mention some recent related papers [12—14].

O
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3 The stability of the initial-boundary value problem
Theorem 3.1 Ifpo > 1, b;(x) satisfies conditions (1.8), (1.9), g'(x) € C}(Q), a(s) is a Lipschitz
1

Sfunction and for every 1 <r <1, [, bj:p”_l (%) dx < 00, g'(x) satisfies

_1

@b, " (x) <c. (3.1)
If v(x, t) and u(x.t) are two solutions of equation (1.4) with the same homogeneous value

v(x, ) =ulx,t)=0, (xt)ed2x(0,T),
and with different initial values u(x) and vo(x), then

/|V(x, t) — u(x, t)|dx < / |vo(x)—u0(x)|dx.

Q Q
1

Proof Since fQ ;F () dx < 0o, by Lemma 2.1, we can choose ¢ = x[r,qL,(v—u)in (1.11),
where x| 4 is the characteristic function of [t,s] C (0, T). Then

S a _
/;/S;Ln(v—u) (Vatu) dxdt

N S
30 [ [ (P, P )0 0,1, - ) v
=1 7T Y9

N S
_ il_ —u),
+;£Aw@ameNMWML

+ (a(v) - a(u))g;l_L,,(v —u)]|dxdt
-0. (3.2)

At first, we have
/ f Bi () 1V, P v, — o, P00, ) (v = 1), 1, (v — w) dix dt > 0. (3.3)
T Q

By Lemma 3.1 from [11], we have

lim /S/L,,(v—u)a(v_u) dxdt
T JQ

n—0 ot

= lim [An(v—u)(x,s) —An(v—u)(x,t)] dx
n—0 Jo

=/ |v—u|(x,s)dx—/ v —ul|(x, T)dx. (3.4)
Q Q

Moreover, since g'(x) satisfies condition (3.1)

_1
gwb " <
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by (3.4), a(s) is a Lipschitz function, we have

a(v a(u)]g(x)l v-—u)v- u)xtdxdt‘

a(v —a(u)]g'(x)b pol(v u)b; i (v =)y, dxdt‘

1701

< rl}l_r)r})(/ /‘ ' (x)b pol,7(v u)’POldxdt)
X (/s/ bix) (1va, 170 + |, Ipo)dxdt>p_0
N
<c rl}l_r)r(l)(/ /!(v u)l,(v - u)’PO ldxdt)
X (/;/Qbi(x)(lvxilpo + |y, Ipo)dxdt>p_0

=0.

0-1

lim
—0
7 i=1

SC/ / |v—u|dxdt.
T Q

Now, let n — 0in (3.2). Then

' [a(v) - a(u)]g,’;t,Ln(v —u)dx dt‘
Q

/ |v(x,s) - u(x,s)| dx
Q

5/’V(x,t)—u(x,t)’dx+c/ / |v—u|dxdt.
Q T Q

By Gronwall’s inequality, letting ¢ — 0, we have

/|v(x,s) —u(x,s)\dxf / \Vo(x) —uo(x)idx.
Q Q

Theorem 3.1 is proved.

Page 11 of 18

(3.5)

(3.7)

One can see that condition (3.1) is used to prove (3.4). In fact, without this condition,

the conclusion of Theorem 3.1 is still true. This is Theorem 1.3.

O

Proof of Theorem 1.3 From the above proof of Theorem 3.1, we only need to prove that

hm‘/ a(v) — a(u)]g (x)(v - u)xtL’ (v—u)dx

<c ling) A | [a(v) - a(u)](v - u)xiL;(u - v)| dx =0,

n—

(3.8)
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without condition (3.1). Let us give an explanation. Noticing
/Q|[a(v) - a(u)](v - u)xiL:?(v - u)| dx
= /S;|[a(v) - a(u)](v — W)y, by (v — u)| dx
= / |[a(v) - a(u)](v — W)y, by (v — u)| dx, (3.9)
{2 |v—ul<n}

if {Q:|v—u| =0} is a subset of Q with a positive measure, then

lim | [a(v) - a(u)](v — W)y, Ly (v - u)| dx
10 JiQufv-ul<n}
1 5 1 el
< c(f (] v, - ) dx) (/ b, dx)
(Q:[v-u|=0} Q
=0.

At the same time, if {Q: |v — u| = 0} is a subset of Q with zero measure, since b;(x) satisfies
1

(1.8)-(1.9), and for every 1 < r </, fQ bjr jr =1 (%) dx < 00, we have

_ 1
b, el}Q), i=1,2,...,N.
Then

lim | [a(v) - a(u)](v — W)y, by (v — u)| dx

=0 JiQuv-ul<n)

pi-1

1 o \Pi L\
< c(/ ()" v — 1) 'dx) (/ b,™ dx)
Q {Q:lv-ul=0}
1 -1
. , pi -1 i
< c(/ bi(x) (v, 17 + |uxi|pl)dx) (/ b," dx)
Q {Q:lv-u]=0}

=0.

Thus, Theorem 1.3 is true. g

4 The stability based on the partial boundary value condition

Theorem 4.1 If py > 1, b;(x) satisfies conditions (1.8), (1.9), g'(x) € C(Q) satisfies (3.5),
a(s) is a Lipschitz function. Let v(x,t) and u(x,t) be two solutions of equation (1.4). If the
initial values uo(x) and vy(x) are different, while the partial boundary values satisfy

v(x, ) = ulx,t) =0, (xt) e X x[0,T),

then the stability (1.15) is true, provided that for every 1 <r <, condition (1.17) is true,

ie.,
1
—( | 5
n\Ja\g,

=

Pjr
?j
dx <c.

!
(zbm)
s=1 X

r
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Proof Let 2, ={x€Q: Zizl b;.(x) > n}, and

1 ifx e Q,,
o) =1, , (4.1)
52 by ) ifxeQ\Q,

Then, if x € 2\ 2, Py, = Zr 1 b;,(%))x;, while x € Q,, ¢, = 0.
Let ¢ = x[7,519nLy (v — u) be the test functlon in (1.11). Then

//(i)nvu) )ddt

+Z// (s P21 1 P20, ) Gt — vy = V)b () vl

+ Z kf / b;, (x)(|in, Pir (X)_vai, - |Mxi, [Pir (x)_2uxi,)Ln(V - u)¢nxir dxdt
r=1 T JQ

+ Z/ / (x) |Vx |Pir@=2y, v, — |, |p/r(")’2ux/r)L,,(V — U)Pyx, dxdt

N s ]
. Zl / /Q [(a(v) = a())g )y (v = ) (v = )5 by

+ (a(v) - a(u))gj;iLn(v - u)qb,,x,] dxdt
- 0. (4.2)

At first,
/ bi(x)(h/xi |pi(x)_2in - |uxi |p,‘(x)—2vxi)(vxi - uxi)ln (V - u)¢n (x) dx Z 0: (4-3)
Q

and

11m/ /d),,(x)L v—u) ( )d dt

=/ |v—u|(x,s)dx—/ v —ul|(x, T)dx. (4.4)
Q Q

Secondly, by Holder’s inequality of the variable exponent Sobolev space, we have

|/ bir (x)(|inr |pir (x)_zvx,'r - |ux,'r |pir (x)_zuxir )Ln(V - M)d’nx,vr dx
Q

= ‘/Q\Q bir(x)(h/xi, |Ptr(x)—2vxir = luty;, Ipif(")’zuxi,)Ln(V_ U) Py, dx
n

< / by () (v, 171 [y, V) | Ly (v = )by, | it
\Q,

Piy(x) 71
Pip(x)

S/ |: blr(x)zb]s :| |inr |Ptr(x)—1+|uxir |Pir(x)—1)
2\Q,
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( )p” Zs 1B ()],
dx
plr(x)

Zs 1 by (x)] Pirt

a,
/ Zbk(x i () (v, i) 4 |uy, |"’r )dx
o, 1

x (b;, (x))” irl

L,(v—u)-"

s=1

1 VL By () |P ) ;T
~by, )| Ly (v - w) |7 - d i
x (/sz\ﬂr, " L(@)|Ly (v —u) 3L by G x

1

1
< c< / bir(x)(|in, |17fr(x) + ik, |17iy(x)) dx> %y
Q\Q,
1

Pzr T
X (l/ L, (v u) pire 1 5, | dx) b
nJa\Q, [Zs=1bjs (x)]Pirt=~1

Here, p}r = p;'y orp; according to

! .

1 . ,x sz(x)
[ Ll Tl
Q\an [Zslb x plrx

or

1 o (e By (%)), [P
/ L @iy et Zem 20, Caxen,
e, 1 XL b

n

one can refer to Lemma 2.1 of [4]. g, (x) = -2 il
Let 3, =0Q\ X1, and

X . .
et ql.lr has a similar sense.
7

Q= {x € Q\ Q, : dist(x, X3) > dist(x, El)},

Qo = {x € Q\ Q, : dist(x, Xp) < dist(x, )31)}.

Then

l _ Piy (% |(Zs 1 (x x,r Iplr
n '/;2\90|Ln(v & Zs 1 by (x))Fir@™

1 X Piy(x)
< [ - (OSUAIACN
1 Ja I

nl
l .
i (X, — b X . ply(x)
+ n/ |L,(v - u) Pir (%) |(Zsl_1 jis ))x,.,| s
2 [Zs=1 bjs (x)]plr(x)_

Since
v=u=0, X € X4,
by the definition of the trace, we have

I .
.1 20 | m B (), 1Pir )
lim — |L,7(V_u)19r<x> =1 9;, .
n—0n Qn [Zszl b]s(x)] iy (x)
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(4.5)

(4.6)
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|(Zs 1 (x x,r |plr

=L1 sign(v — u) [Zs b P

Moreover, since

i .
Zs Wb x))xz, |pl,(x)

] = 0, X € 22,
[Yoy by, ()17t
we have
1 , pir (>
lim = }Ln(v—u) Pir @) ZS ! =, |
= Jo, > lb
Diy (x)
P 1/ (0 By (), | s
oo o, (XL by G-

_/ |(ZS 1 (x))x,, |pi' %)
5 [0, by ()P

According to (4.5)—(4.8), we have

lim
n—0

Thirdly, for the last term of the left-hand side of (4.2), we have

< f by () (1w, P71y, )
2\Q,

1
x) (Z b,-s(x)>
s=1 X

i

pjy (%)
dx)

By condition (1.17),

1 !
(Lasol(300),

Then

i

lim
n—0

f bir (x)(|”xi, |Pir(x)—2uxfr _ |inr |pi,(x)—2inr) Ln (u _ V)¢nxf, dx| =0
Q

/Q b, () (1, 1772y, = g, 1720, YLy (v = )y,

/ b]r (x) (|for |pjr (x)—zvxjr _ |uxjr |pjr (x)-2
Q\Q,

l
(Z b;, (x)) L,(v—u)
s=1 X

1
[ B, P ) )

pjir (%) v
dx)

+"—‘

#j

3

<c.

/Q b].r (x)(h’xir |p/r(x)_2Vx,~, _ |”xir |P/r(x)—2uxjr ) Ln(V _ u)¢’nx/, dx|l =0

ijr)L,,(V - M)%x,, dx

Page 15 of 18

(4.7)

(4.8)

(4.10)

(4.11)
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Fourthly, since g’(x) satisfies condition (3.5), we have

lim
n—0
i=1

N
= lim E
n—0
i=1

; [a(v) - a(u)]gi(x)l,,(v —u)(v—u)y, P, (x) dx dt’

/I /Q[a(v) - a(u)]g"(x)a_l%ol,,(v - u)b;p_o (v — )y, ¢y (x) dx dt‘

< %%(/ /| a(v) — a(u) |g'(x)b; pol (v — u)|1”0 ldxdt)
X (/:/gbz(x)(|l/x,-|p° + oy, |1’°)dxdz.‘>170
-0. (4.12)

At last, we have

lim
n—0
i=1

a(v) — a(u)]gjciL,,(u — V), (x)dxdt

50//|v—u|dxdt. (4.13)
T JQ

Now, let n — 0 in (4.2). By (4.3), (4.4), (4.9), (4.11), (4.12), and (4.13), we have

/ |v(x, s) — u(x, s)| dx < / \V(x, T) — u(x, r)| dx + c/s|v(x, t) — u(x, t)| dxdt. (4.14)
Q Q T

By Gronwall’s inequality, we have

/|v(x,s) —u(x,s)\dxf / \v(x,t) —u(x,t)!dx. (4.15)
Q Q
Let t — 0. Then
/|v(x,s) —u(x,s)\dxf / \Vo(x) —uo(x)idx. 0
Q Q

Proof of Theorem 1.4 1f |g'(x)| < ¢ and a(s) is a Lipschitz function, for every r satisfies
(1.17), similar to the proof of Theorem 1.3 in Sect. 3, combining with Theorem 4.1, we
know Theorem 1.4 is true. O

5 The stability without boundary value condition

Theorem 5.1 Let v(x,t) and u(x, t) be two solutions of equation (1.4) with different initial
values vy(x) and uy(x), respectively. If py > 1, b;(x) satisfies conditions (1.8), (1.9), g'(x) €
CH(Q) satisfies (3.5), a(s) is a Lipschitz function, conditions (1.17) and (1.23) are true, then
the stability (1.15) is true.

Proof As in the proof of Theorem 4.1, let ¢ = (7 q¢,L,(v — u) be the test function and
obtain (4.2)—(4.4).

Since

f bi, () (v, 177 v, — a1, VLo (v = W)y, dis
Q
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/ bir (x)(|vxir |pir (x)_Zinr - |uxir |pir (x)_zuxir)Ln(V - u)d)nxir dx
\Q,

IA

f bi, (%) (| Vg, 17770 4 [, P71 | Ly (v = )by, | dx

Q\Qy,

1

!
qir
/ D b, )by, @) (v, 177 + [, P70
Q\Q

n s=1

IA

iy (%) 4

I
Pir
xff N b, | dx) (5.1)
n\Je

\n | 521

by condition (1.23), we have (4.9). At the same time, we have (4.10)—(4.15). The proof is
complete. d

Proof of Theorem 1.5 If |g'(x)| < c and a(s) is a Lipschitz function, condition (1.23) is true.
Similar to the proof of Theorem 1.3 in Sect. 3, combining with Theorem 5.1, we know
Theorem 1.5 is true. O
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