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#### Abstract

In this paper, by the viscosity vanishing approach, we consider the Riemann problem for zero-pressure gas dynamics with flux perturbation. The Riemann solutions involve parameterized delta shock wave and constant density state. For the parameterized delta-shock solution, its generalized Rankine-Hugoniot and entropy condition are clarified. While for the constant density solution, the formation of it is rigorously analyzed. Moreover, all of their existence, uniqueness, and stability to reasonable viscous perturbations are shown.
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## 1 Introduction

The well-known zero-pressure gas dynamics reads

$$
\left\{\begin{array}{l}
\rho_{t}+(\rho u)_{x}=0  \tag{1.1}\\
(\rho u)_{t}+\left(\rho u^{2}\right)_{x}=0
\end{array}\right.
$$

where $\rho \geq 0$ is the density and $u$ is the velocity. These equations are also called the transport equations, or Euler equations for pressureless fluids, which have been systemically studied by a large number of scholars since 1994. They can be regarded as the direct result by taking the pressure $p=0$ in the isentropic Euler equations in gas dynamics [1]. They also can be obtained from Boltzmann equations [2] and the flux-splitting scheme of the full compressible Euler equations [3, 4]. System (1.1) is used to model the motion of free particles which stick under collision [5] and the formation of large-scale structures in the universe [6, 7].

For system (1.1), Bouchut [2] presented the existence of measure solutions of the Riemann problem. Weinan et al. [7] discussed the existence of global weak solution and the behavior of such global solution with random initial data. The 1-D and 2-D Riemann problems were constructively solved by Sheng and Zhang [8], and a new kind of discontinuity, called delta shock wave, was found in the Riemann solutions. A delta shock wave is a generalization of an ordinary shock wave, on which at least one of the state variables may develop an extreme concentration in the form of a weighted Dirac delta function with the
discontinuity as its support. It is more compressive than an ordinary shock wave and is often used to describe the process of formation of the galaxies in the universe and the process of concentration of particles. In the past over two decades, the investigation of delta shock waves has been increasingly active. Specifically, the study on the stability of delta-shock solution is much more important and interesting.
In the discussing of stability of a delta shock wave, the vanishing viscosity method is one of the most vital ways. In fact, it is a very popular approach to constructing discontinuous solutions of the Cauchy problem for the conservation law

$$
\begin{equation*}
u_{t}+(f(u))_{x}=0 . \tag{1.2}
\end{equation*}
$$

This method consists in viewing (1.2) as the limit of the equation

$$
\begin{equation*}
u_{t}+(f(u))_{x}=\varepsilon u_{x x} \tag{1.3}
\end{equation*}
$$

for $\varepsilon \rightarrow 0^{+}$. The difficulty for this regularization is that (1.3) does not possess spacetime expanding invariance $((x, t) \rightarrow(\alpha x, \alpha t), \alpha>0)$. To overcome this difficulty, Dafermos [9], Kalasnikov [10], and Tupciev [11] independently suggested the viscous regularization given by

$$
\begin{equation*}
u_{t}+(f(u))_{x}=\varepsilon t u_{x x}, \tag{1.4}
\end{equation*}
$$

which possesses the desired space-time expanding invariance and admits solutions that depend only on the self-similar independent variable $\xi(\xi=x / t)$. For this kind of vanishing viscosity approach, a small amount of diffusion or viscosity makes the mathematical model more realistic in most applications. In addition, the shocks constructed by this method are physical ones, since they satisfy the entropy inequalities.
Specially, in order to obtain the stability of the delta shock wave of (1.1), by using the vanishing viscosity method, Sheng and Zhang [8] considered the following regularized system:

$$
\left\{\begin{array}{l}
\rho_{t}+(\rho u)_{x}=0  \tag{1.5}\\
(\rho u)_{t}+\left(\rho u^{2}\right)_{x}=\varepsilon t u_{x x}
\end{array}\right.
$$

where $\varepsilon>0$ is a small parameter. All of the existence, uniqueness, and stability of solutions were investigated to viscous perturbations. See also Yang [12] for the generalized zeropressure system and [13-23] for the viscosity vanishing approach on various systems of conservation laws.
In addition, there are a lot of different approaches to studying the formation of a delta shock wave, such as the perturbation of the Coulomb-like friction term [24, 25], the weak asymptotic method [26-28], the shadow wave method [29], and so on. Here, we are pleased to introduce the flux-approximation method proposed by Yang and Liu [30]. The main idea of it is to introduce some small perturbed parameters in the flux function of the system, and then discuss the limits of solutions to the perturbed system by letting perturbed parameters drop to zero. They analyzed the limits of solutions to the perturbed
isentropic system

$$
\left\{\begin{array}{l}
\rho_{t}+\left(\rho u-2 \epsilon_{1} u\right)_{x}=0,  \tag{1.6}\\
(\rho u)_{t}+\left(\rho u^{2}-\epsilon_{1} u^{2}+\epsilon_{2} p\right)_{x}=0
\end{array}\right.
$$

with $p=\frac{\rho^{\gamma}}{\gamma}(\gamma>1)$, where $\rho \geq 2 \epsilon_{1}, \epsilon_{1}, \epsilon_{2}>0$ are parameters modeling the strength of flux and pressure, respectively. They proved that the limits of Riemann solutions of (1.6) involving two shock waves and two rarefaction waves tend to a delta-shock solution and a vacuum state to the zero-pressure gas dynamics (1.1), respectively. This implies that both the delta-shock and vacuum solutions of (1.1) are stable under some small perturbations of flux. See also the papers [31-33] for more discussions on the flux-approximation method.

System (1.6) is an archetype of hyperbolic systems of conservation laws of the form

$$
\begin{equation*}
u_{t}+\left(f\left(u, \epsilon_{1}, \epsilon_{2}\right)\right)_{x}=0 \tag{1.7}
\end{equation*}
$$

with $u=(\rho, \rho u)^{T}$ and $f\left(u, \epsilon_{1}, \epsilon_{2}\right)=\left(\rho u-2 \epsilon_{1} u, \rho u^{2}-\epsilon_{1} u^{2}+\epsilon_{2} p\right)^{T}$, where $T$ represents transpose. As $\epsilon_{1}=0$, system (1.6) is nothing but the Euler equations of isentropic gas dynamics with pressure perturbation. By using the vanishing pressure limit method, Chen and Liu [34] identified the stability of the delta shock wave of (1.1) under the pressure perturbation, which was equivalent to the formation of delta shock waves and vacuum states in solutions of system (1.6) as $\epsilon_{2} \rightarrow 0$. Further, in [35] they also studied vanishing pressure limit of solutions to the nonisentropic fluids. See also Li [36] for the isothermal Euler equations with zero temperature. Now, the vanishing pressure limit method has been widely used and the results were extended to the relativistic Euler equations by Yin et al. [37-39], to the perturbed Aw-Rascle model by Shen and Sun [40], to the modified Chaplygin gas equations by Yang and Wang [41, 42], etc. It is clear that the flux-approximation method is indeed a natural generalization of the vanishing pressure limit method.

While as $\epsilon_{2}=0$, (1.6) becomes the following perturbed zero-pressure gas dynamics:

$$
\left\{\begin{array}{l}
\rho_{t}+\left(\rho u-2 \epsilon_{1} u\right)_{x}=0  \tag{1.8}\\
(\rho u)_{t}+\left(\rho u^{2}-\epsilon_{1} u^{2}\right)_{x}=0
\end{array}\right.
$$

which is a pure flux approximation. The Riemann problem of (1.8) was solved in [30]. The Riemann solutions including a parameterized delta shock wave depending on $\epsilon_{1}$ and a constant density state ( $\rho=2 \epsilon_{1}$ ) were obtained. Compared with the transport equations (1.1), the vacuum state here is removed, while the weight of a delta shock wave decreases. These imply that the flux perturbation works in the pressureless fluids.
Motivated by systems (1.5) and (1.8), we are intensely curious if the flux perturbation will have impact on the stability of delta-shock and vacuum state solutions of the zero-pressure gas dynamics under viscosity approach. Therefore, we consider the flux-perturbation viscosity regularized problem

$$
\left\{\begin{array}{l}
\rho_{t}+\left(\rho u-2 \epsilon_{1} u\right)_{x}=0  \tag{1.9}\\
(\rho u)_{t}+\left(\rho u^{2}-\epsilon_{1} u^{2}\right)_{x}=\varepsilon t u_{x x}
\end{array}\right.
$$

with the initial data

$$
\begin{equation*}
(\rho, u)(0, x)=\left(\rho_{ \pm}, u_{ \pm}\right) \quad( \pm x>0) . \tag{1.10}
\end{equation*}
$$

Physically, a reasonable perturbation can be used to govern some dynamical behaviors of fluids, so it is worth studying the vanishing viscosity limit for Riemann solutions to the zero-pressure gas dynamics with flux perturbation. As stated in [35], small external forces imposed on the fluids lead to deformation of a fluid particle. The small forces can be regarded as a flux perturbation in terms of mechanics. What is more, although the fluxperturbation parameter $\epsilon_{1}$ can be considered very small and reflects the strength of the flux, it does not vanish in general. We propose to include this parameter in hope of investigating the effect of a flux approximation to the stability of the delta-shock and vacuum state solutions to the zero-pressure gas dynamics under viscosity approach. Obviously, in contrast to the previous works in $[8,12,18]$, we here develop a viscosity approach which contains flux approximation in the considered systems. So this paper to some extent extends the results and proofs in [8].

Using Schauder's fixed point theorem, we first consider the existence of self-similar solution for (1.9) and (1.10) in [ $-A, A$ ], where $A$ is a sufficiently large real number. Then the obtained solution is extended to the whole interval $(-\infty,+\infty)$. Here, we use a new idea and skill to reach our goal. Furthermore, we investigate the limit of solution of (1.9) and (1.10) when $\varepsilon \rightarrow 0^{+}$. Concretely, when $u_{-}<u_{+}$, we rigorously analyze how constant density solution is formed. While if $u_{-}>u_{+}$, the limit solution of (1.9) and (1.10) generates the parameterized delta-shock solution of (1.8) and (1.10). At this moment, the limit functions $\rho(x, t)$ is the sum of a step function and a Dirac delta function, $u(x, t)$ is a step function. These facts show that delta-shock and constant density solutions are stable to the reasonable viscous perturbations under flux approximation. It also confirms the mathematical reasonability of the flux perturbation from another perspective. Furthermore, in the process of proof, one can easily observe that the Riemann solutions to (1.9) and (1.10) converge to those of the zero-pressure gas dynamics (1.1) with the same initial data when $\epsilon_{1}, \varepsilon \rightarrow 0$.

This paper is organized as follows. In Sect. 2, for readers' convenience, we present some preliminary knowledge of system (1.8) and (1.10). Section 3 shows the existence of solution to the viscous system (1.9) and (1.10). Then, as the viscosity vanishes, we discuss the limit of solutions of the viscous system in Sect. 4. Finally, a brief conclusion is presented in Sect. 5.

## 2 Riemann solutions to system (1.8) and (1.10)

We briefly recall the Riemann solutions for system (1.8) and (1.10) in this section. See [30] for more details.
The characteristic roots and corresponding right characteristic vectors of the system are $\lambda=u$ and $r=(1,0)^{T}$, with $\nabla \lambda \cdot \vec{r}=0$. So the system is full linear degenerate and elementary waves only involve contact discontinuities.
Under the self-similar transformation $\xi=x / t$, besides the constant state solution, the system provides the singular solution $\rho=2 \epsilon_{1}, u=\xi$, while the elementary wave has only contact discontinuity $J: \xi=u_{-}=u_{+}$.

For case $u_{-}<u_{+}$, one can construct solution of the Riemann problem as follows:

$$
(\rho, u)(\xi)= \begin{cases}\left(\rho_{-}, u_{-}\right), & -\infty<\xi<u_{-}  \tag{2.1}\\ \left(2 \epsilon_{1}, \xi\right), & u_{-} \leq \xi \leq u_{+} \\ \left(\rho_{+}, u_{+}\right), & u_{+}<\xi<+\infty\end{cases}
$$

which includes two contact discontinuities and a constant-density state besides two constant states.

For the case $u_{-}>u_{+}$, the solution contains a delta shock wave. In order to define the delta-shock solution of (1.8) and (1.10) in the sense of distributions, a two-dimensional weighted delta function $w(s) \delta_{S}$ supported on a smooth curve $S$ parameterized as $t=t(s)$, $x=x(s)(a \leq s \leq b)$ is introduced as

$$
\begin{equation*}
\left\langle w(t(s)) \delta_{S}, \varphi(t, x)\right\rangle=\int_{a}^{b} w(t(s)) \varphi(t(s), x(s)) \sqrt{x^{\prime}(s)^{2}+t^{\prime}(s)^{2}} \mathrm{~d} s \tag{2.2}
\end{equation*}
$$

for all test functions $\varphi \in C_{0}^{\infty}([0,+\infty) \times(-\infty,+\infty))$.
By this definition, the delta shock wave type solution in the sense of distributions is defined as

$$
\rho=\rho_{0}(x, t)+w \delta_{s}, \quad u=u_{0}(x, t)
$$

where $S=\{(\sigma t, t): 0 \leq t<\infty\}$,

$$
\begin{aligned}
& \rho_{0}(x, t)=\rho_{-}+[\rho] H(x-\sigma t), \quad u_{0}(x, t)=u_{-}+[u] H(x-\sigma t), \\
& w(t)=\frac{t}{\sqrt{1+\sigma^{2}}}\left(\sigma[\rho]-\left[\rho u-2 \epsilon_{1} u\right]\right),
\end{aligned}
$$

in which $[G]=G_{+}-G_{-}$expresses the jump of the quality $G$ across the curve $S, \sigma$ is the tangential derivative of the curve $S$, and $H(x)$ is the Heaviside function.

The solution $(\rho, u)$ constructed above satisfies that

$$
\begin{align*}
& \left\langle\rho, \varphi_{t}\right\rangle+\left\langle\rho u-2 \epsilon_{1} u, \varphi_{x}\right\rangle=0  \tag{2.3}\\
& \left\langle\rho u, \varphi_{t}\right\rangle+\left\langle\rho u^{2}-\epsilon_{1} u^{2}, \varphi_{x}\right\rangle=0 \tag{2.4}
\end{align*}
$$

for all test functions $\varphi \in C_{0}^{\infty}([0,+\infty) \times(-\infty,+\infty))$, where

$$
\begin{aligned}
& \langle\rho, \varphi\rangle=\int_{0}^{+\infty} \int_{-\infty}^{+\infty} \rho_{0} \varphi \mathrm{~d} x \mathrm{~d} t+\left\langle w \delta_{S}, \varphi\right\rangle \\
& \langle\rho u, \varphi\rangle=\int_{0}^{+\infty} \int_{-\infty}^{+\infty} \rho_{0} u_{0} \varphi \mathrm{~d} x \mathrm{~d} t+\left\langle\sigma w \delta_{S}, \varphi\right\rangle
\end{aligned}
$$

$u, u^{2}$ and $\rho u^{2}$ have similar integral identities as above.
With this definition, the delta-shock solution of (1.8) and (1.10) has the form

$$
(\rho, u)(t, x)= \begin{cases}\left(\rho_{-}, u_{-}\right), & x<x(t)  \tag{2.5}\\ \left(w(t) \delta(x-x(t)), u_{\delta}\right), & x=x(t) \\ \left(\rho_{+}, u_{+}\right), & x>x(t)\end{cases}
$$

where $x(t), w(t)$, and $u_{\delta}$ satisfy the following generalized Rankine-Hugoniot relation:

$$
\left\{\begin{array}{l}
\frac{\mathrm{d} x}{\mathrm{~d} t}=u_{\delta}=\sigma,  \tag{2.6}\\
\frac{\mathrm{d} \sqrt{1+\sigma^{2}} w(t)}{\mathrm{d} t}=\sigma[\rho]-\left[\rho u-2 \epsilon_{1} u\right], \\
\frac{\mathrm{d} \sqrt{1+\sigma^{2}} w(t) \sigma}{\mathrm{d} t}=\sigma[\rho u]-\left[\rho u^{2}-\epsilon_{1} u^{2}\right] .
\end{array}\right.
$$

Besides, the discontinuity should satisfy the entropy condition

$$
u_{+}<\sigma<u_{-} .
$$

Then we solve the generalized Rankine-Hugoniot relation (2.6) with initial conditions $t=0: x(0)=0, w(0)=0$. By a routine calculation, when $[\rho] \neq 0$, one can easily obtain that

$$
\begin{aligned}
& x(t)=\frac{[\rho u]+\sqrt{[\rho u]^{2}-[\rho]\left(\left[2 \epsilon_{1} u\right] \sigma+\left[\rho u^{2}-\epsilon_{1} u^{2}\right]\right)}}{[\rho]} t, \\
& u_{\delta}=\sigma=\frac{\left[\left(\rho-\epsilon_{1}\right) u\right]+\sqrt{\left(\rho_{-}-\epsilon_{1}\right)\left(\rho_{+}-\epsilon_{1}\right)}\left(u_{-}-u_{+}\right)}{[\rho]}, \\
& w(t)=\frac{\left[\epsilon_{1} u\right]+\sqrt{\left(\rho_{-}-\epsilon_{1}\right)\left(\rho_{+}-\epsilon_{1}\right)}\left(u_{-}-u_{+}\right)}{\sqrt{1+\sigma^{2}}} t,
\end{aligned}
$$

while when $[\rho]=0, x(t)=\frac{u_{-}+u_{+}}{2} t, u_{\delta}=\sigma=\frac{u_{-}+u_{+}}{2}, w(t)=\frac{\left[2 \epsilon_{1} u-\rho u\right]}{\sqrt{1+\sigma^{2}}} t$.

## 3 Existence of solutions to the viscous system (1.9) and (1.10)

In this section, we show that the viscosity regularized problem (1.9) with initial data (1.10) has a smooth self-similar solution. Equivalently, we consider the boundary value problem

$$
\left\{\begin{array}{l}
-\xi \rho_{\xi}+\left(\rho u-2 \epsilon_{1} u\right)_{\xi}=0,  \tag{3.1}\\
-\xi(\rho u)_{\xi}+\left(\rho u^{2}-\epsilon_{1} u^{2}\right)_{\xi}=\varepsilon u_{\xi \xi}
\end{array}\right.
$$

and

$$
\begin{equation*}
(\rho, u)( \pm \infty)=\left(\rho_{ \pm}, u_{ \pm}\right) \tag{3.2}
\end{equation*}
$$

For system (3.1) and (3.2), we have the following theorem of existence.

Theorem 3.1 There exists a weak solution

$$
(\rho, u) \in L^{1}(-\infty,+\infty) \times C^{2}(-\infty,+\infty)
$$

for the boundary value problem (3.1), (3.2).

In order to prove this theorem, we first consider the existence of solutions of system (3.1), (3.2) in the interval $[-A, A]$, where $A$ is a sufficiently large real number, with the boundary condition

$$
\begin{equation*}
(\rho, u)( \pm A)=\left(\rho_{ \pm}, u_{ \pm}\right) \tag{3.3}
\end{equation*}
$$

The main idea is to use Schauder's fixed point theorem, so we take

$$
B=C^{2}[-A, A], \quad K=\left\{U \mid U \in B, U( \pm A)=u_{ \pm}, U \text { is monotone }\right\} .
$$

Obviously, $K$ is a bounded convex closed set in $B$, a Banach space.

Lemma 3.2 For any $U \in K$, the problem

$$
\left\{\begin{array}{l}
-\xi \rho_{\xi}+\left(\rho U-2 \epsilon_{1} U\right)_{\xi}=0  \tag{3.4}\\
\rho( \pm A)=\rho_{ \pm}
\end{array}\right.
$$

possesses a weak solution $\rho \in L^{1}[-A, A]$.
(i) When $u_{-}>u_{+}$,

$$
\rho(\xi)= \begin{cases}\rho_{1}(\xi), & -A \leq \xi<\xi_{\sigma}  \tag{3.5}\\ \rho_{2}(\xi), & \xi_{\sigma}<\xi \leq A\end{cases}
$$

where $\xi_{\sigma}$ is a unique solution of equation

$$
\begin{equation*}
U\left(\xi_{\sigma}\right)=\xi_{\sigma}, \tag{3.6}
\end{equation*}
$$

$\rho_{1}(\xi)$ is increasing in $\left(-A, \xi_{\sigma}\right)$, while $\rho_{2}(\xi)$ is decreasing in $\left(\xi_{\sigma}, A\right)$.
(ii) When $u_{-}<u_{+}$,

$$
\rho(\xi)= \begin{cases}\rho_{1}(\xi), & -A \leq \xi<\xi_{\sigma_{1}}  \tag{3.7}\\ 2 \epsilon_{1}, & \xi_{\sigma_{1}} \leq \xi \leq \xi_{\sigma_{2}} \\ \rho_{2}(\xi), & \xi_{\sigma_{2}}<\xi \leq A,\end{cases}
$$

where $\xi_{\sigma_{1}} \leq \xi_{\sigma_{2}}$ satisfying

$$
\begin{equation*}
\xi_{\sigma_{1}}=\min \{\xi \mid U(\xi)=\xi\}, \quad \xi_{\sigma_{2}}=\max \{\xi \mid U(\xi)=\xi\} \tag{3.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\xi \rightarrow \xi \bar{\sigma}_{1}} \rho_{1}(\xi)=\lim _{\xi \rightarrow \xi \sigma_{2}} \rho_{2}(\xi)=2 \epsilon_{1}, \tag{3.9}
\end{equation*}
$$

$\rho_{1}(\xi)$ is decreasing in $\left(-A, \xi_{\sigma_{1}}\right)$, while $\rho_{2}(\xi)$ is increasing in $\left(\xi_{\sigma_{2}}, A\right)$.
Formulae of $\rho_{1}(\xi)$ and $\rho_{2}(\xi)$ in (3.5) and (3.7) can be given as

$$
\begin{equation*}
\rho_{1}(\xi)=2 \epsilon_{1}+\left(\rho_{-}-2 \epsilon_{1}\right) \exp \left(\int_{-A}^{\xi} \frac{-U^{\prime}(s)}{U(s)-s}\right) d s \tag{3.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho_{2}(\xi)=2 \epsilon_{1}+\left(\rho_{+}-2 \epsilon_{1}\right) \exp \left(\int_{\xi}^{A} \frac{U^{\prime}(s)}{U(s)-s}\right) d s \tag{3.11}
\end{equation*}
$$

where ${ }^{\prime}=d / d \xi$.

Proof (i) When $u_{-}>u_{+}$, the equation in (3.4) can be rewritten as

$$
\begin{equation*}
(U(\xi)-\xi) \rho_{\xi}+\left(\rho-2 \epsilon_{1}\right) U_{\xi}=0 \tag{3.12}
\end{equation*}
$$

Obviously, the singularity point of it is given by the solution of equation (3.6). $U(\xi)$ is decreasing, the uniqueness of singularity point can be easily obtained, we denote it by $\xi_{\sigma}$. The solution (3.5) with formulae (3.10) and (3.11) can be obtained by integrating (3.12) from $-A$ to $\xi$ or $\xi$ to $A$, respectively. The monotonicity of $\rho_{1}(\xi)$ and $\rho_{2}(\xi)$ is apparent from formulae of solution. Besides this, one easily obtains

$$
\begin{equation*}
\lim _{\xi \rightarrow \xi \bar{\sigma}} \rho_{1}(\xi)=+\infty, \quad \lim _{\xi \rightarrow \xi_{\sigma}^{+}} \rho_{2}(\xi)=+\infty . \tag{3.13}
\end{equation*}
$$

Next, we show that $\rho(\xi)$ is a weak solution of (3.4) and $\rho \in L^{1}[-A, A]$. Integrating (3.12) on $[-A, \xi]$ for $-A<\xi<\xi_{\sigma}$, we have

$$
\begin{equation*}
(U(\xi)-\xi) \rho_{1}(\xi)+\int_{-A}^{\xi} \rho_{1}(s) d s=\left(A+u_{-}\right) \rho_{-}+2 \epsilon_{1} U(\xi)-2 \epsilon_{1} u_{-} \tag{3.14}
\end{equation*}
$$

Set

$$
\begin{equation*}
p(\xi)=\int_{-A}^{\xi} \rho_{1}(s) d s, \quad A_{1}=\left(A+u_{-}\right) \rho_{-}, a(\xi)=U(\xi)-\xi \tag{3.15}
\end{equation*}
$$

Equation (3.14) can be written as

$$
\left\{\begin{array}{l}
a(\xi) p^{\prime}(\xi)+p(\xi)=A_{1}+2 \epsilon_{1} U(\xi)-2 \epsilon_{1} u_{-}  \tag{3.16}\\
p(-A)=0
\end{array}\right.
$$

Solving (3.16), we obtain

$$
\begin{aligned}
p(\xi)= & \left(A_{1}-2 \epsilon_{1} u_{-}\right)\left\{1-\exp \left(\int_{-A}^{\xi} \frac{-d s}{a(s)}\right)\right\} \\
& +\exp \left(\int_{-A}^{\xi} \frac{-d s}{a(s)}\right) \int_{-A}^{\xi} \frac{2 \epsilon_{1} U(r)}{a(r)} \exp \left(\int_{-A}^{r} \frac{d s}{a(s)}\right) d r .
\end{aligned}
$$

For the term $\int_{-A}^{\xi} \frac{2 \epsilon_{1} U(r)}{a(r)} \exp \left(\int_{-A}^{r} \frac{d s}{a(s)}\right) d r$ in the expression above, using the second mean value theorem for integrals, we have

$$
\begin{aligned}
p(\xi)= & \left(A_{1}-2 \epsilon_{1} u_{-}\right)\left\{1-\exp \left(\int_{-A}^{\xi} \frac{-d s}{a(s)}\right)\right\} \\
& +\exp \left(\int_{-A}^{\xi} \frac{-d s}{a(s)}\right)\left\{U(-A) \int_{-A}^{\zeta} \frac{2 \epsilon_{1}}{a(r)} \exp \left(\int_{-A}^{r} \frac{d s}{a(s)}\right) d r\right. \\
& \left.+U(\xi) \int_{\zeta}^{\xi} \frac{2 \epsilon_{1}}{a(r)} \exp \left(\int_{-A}^{r} \frac{d s}{a(s)}\right) d r\right\}
\end{aligned}
$$

$$
\begin{aligned}
= & \left(A_{1}-2 \epsilon_{1} u_{-}\right)\left\{1-\exp \left(\int_{-A}^{\xi} \frac{-d s}{a(s)}\right)\right\} \\
& +2 \epsilon_{1} u_{-}\left(\exp \left(\int_{\zeta}^{\xi} \frac{-d s}{a(s)}\right)-\exp \left(\int_{-A}^{\xi} \frac{-d s}{a(s)}\right)\right) \\
& +2 \epsilon_{1} U(\xi)\left(1-\exp \left(\int_{\zeta}^{\xi} \frac{-d s}{a(s)}\right)\right)
\end{aligned}
$$

where $\zeta \in(-A, \xi)$.
Because $a(\xi)>0$ and $a(\xi)=O\left(\left|\xi-\xi_{\sigma}\right|\right)$ as $\xi \rightarrow \xi_{\sigma}^{-}$, one has

$$
\begin{equation*}
\lim _{\xi \rightarrow \xi_{\sigma}^{-}} \int_{-A}^{\xi} \rho_{1}(s) d s=A_{1}-2 \epsilon_{1} u_{-}+2 \epsilon_{1} U\left(\xi_{\sigma}\right) \tag{3.17}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\left.\lim _{\xi \rightarrow \xi \sigma^{-}}(U(\xi))-\xi\right) \rho_{1}(\xi)=0 \tag{3.18}
\end{equation*}
$$

For $\xi_{\sigma}<\xi<A$, in the same way as above, the following results

$$
\begin{equation*}
\lim _{\xi \rightarrow \xi_{\sigma}^{+}} \int_{\xi}^{A} \rho_{2}(s) d s=A_{2}-2 \epsilon_{1} u_{+}+2 \epsilon_{1} U\left(\xi_{\sigma}\right) \tag{3.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\lim _{\xi \rightarrow \xi_{\sigma}^{+}}(U(\xi))-\xi\right) \rho_{2}(\xi)=0 \tag{3.20}
\end{equation*}
$$

hold, where $A_{2}=\left(u_{+}-A\right) \rho_{+}$. Equations (3.17) and (3.19) mean that $\rho \in L^{1}[-A, A]$.
For arbitrary $\psi \in C_{0}^{\infty}[-A, A]$, we verify that

$$
\begin{equation*}
\int_{-A}^{A}\left(\xi \rho-\rho U+2 \epsilon_{1} U\right) \psi^{\prime} d \xi+\int_{-A}^{A} \rho \psi d \xi=0 \tag{3.21}
\end{equation*}
$$

In fact, for any $\xi_{1}, \xi_{2}$ satisfying $-A<\xi_{1}<\xi_{\sigma}<\xi_{2}<A$, we have

$$
\begin{aligned}
I & =\int_{-A}^{A}\left(\xi \rho-\rho U+2 \epsilon_{1} U\right) \psi^{\prime} d \xi+\int_{-A}^{A} \rho \psi d \xi \\
& =\left(\int_{-A}^{\xi_{1}}+\int_{\xi_{1}}^{\xi_{2}}+\int_{\xi_{2}}^{A}\right)\left(\left(\xi \rho-\rho U+2 \epsilon_{1} U\right) \psi^{\prime}+\rho \psi\right) d \xi \\
& =I_{1}+I_{2}+I_{3} .
\end{aligned}
$$

By simple calculation, one can obtain

$$
\begin{aligned}
& I_{1}=\left(\left(\xi_{1}-U\left(\xi_{1}\right)\right) \rho\left(\xi_{1}\right)+2 \epsilon_{1} U\left(\xi_{1}\right)\right) \phi\left(\xi_{1}\right) \\
& I_{3}=-\left(\left(\xi_{2}-U\left(\xi_{2}\right)\right) \rho\left(\xi_{2}\right)+2 \epsilon_{1} U\left(\xi_{2}\right)\right) \phi\left(\xi_{2}\right)
\end{aligned}
$$

Considering the monotonicity of $U(\xi)$, from (3.18) and (3.20), we get

$$
\begin{aligned}
\left|I_{1}+I_{3}\right| \leq & \left|\left(\xi_{1}-U\left(\xi_{1}\right)\right) \rho\left(\xi_{1}\right) \phi\left(\xi_{1}\right)\right|+\left|\left(\xi_{2}-U\left(\xi_{2}\right)\right) \rho\left(\xi_{2}\right) \phi\left(\xi_{2}\right)\right| \\
& +2 \epsilon_{1}\left|\left(U\left(\xi_{1}\right) \phi\left(\xi_{1}\right)-U\left(\xi_{2}\right) \phi\left(\xi_{2}\right)\right)\right| \\
& \rightarrow 0, \quad \text { as } \xi_{1} \rightarrow \xi_{\sigma}^{-}, \xi_{2} \rightarrow \xi_{\sigma}^{+} .
\end{aligned}
$$

Since $\rho \in L^{1}[-A, A]$, we can prove that

$$
\left|I_{2}\right| \leq \int_{\xi_{1}}^{\xi_{2}}\left|-(U-\xi) \psi^{\prime}+\psi\right||\rho|+2 \epsilon_{1} \int_{\xi_{1}}^{\xi_{2}}|U| d \xi \rightarrow 0, \quad \text { as } \xi_{1} \rightarrow \xi_{\sigma}^{-}, \xi_{2} \rightarrow \xi_{\sigma}^{+} .
$$

Noting $I$ is independent of $\xi_{1}$ and $\xi_{2}$, so $I=0$, that is, (3.21) holds. Therefore, $\rho(\xi)$ defined in (3.5) is a weak solution of (3.4).
(ii) When $u_{-}<u_{+}$, we can obtain $\xi_{\sigma_{1}} \leq \xi_{\sigma_{2}}$ because $U(\xi)$ is increasing. The solution $\rho(\xi)$ of (3.4) to be (3.7) with (3.10) and (3.11) can be easily obtained by using the same method as case (i).

When $\xi_{\sigma_{1}} \leq \xi \leq \xi_{\sigma_{2}}$, we rewrite the first equation in (3.4) as $(\xi-u) \rho_{\xi}+\rho\left(1-u_{\xi}\right)+2 \epsilon_{1} u_{\xi}-$ $2 \epsilon_{1}=\rho-2 \epsilon_{1}$, that is, $((\xi-u) \rho)^{\prime}+2 \epsilon_{1}(u-\xi)^{\prime}=\rho-2 \epsilon_{1}$. Hence

$$
\begin{equation*}
\int_{\xi_{\sigma_{1}}}^{\xi_{\sigma_{2}}}\left(\rho(\xi)-2 \epsilon_{1}\right) d \xi=\left.(\xi-u) \rho(\xi)\right|_{\xi_{\sigma_{1}}} ^{\xi \sigma_{2}}+\left.2 \epsilon_{1}(u-\xi)\right|_{\xi_{\sigma_{1}}} ^{\xi \sigma_{2}}=0 \tag{3.22}
\end{equation*}
$$

which implies that $\rho(\xi)=2 \epsilon_{1}$. In addition, with the help of (3.10) and noting that

$$
\begin{aligned}
\int_{-A}^{\xi} \frac{U^{\prime}(s)}{U(s)-s} d s & =U^{\prime}\left(\zeta_{1}\right) \int_{-A}^{\xi} \frac{d s}{U(s)-s} \\
& \geq U^{\prime}\left(\zeta_{1}\right) \int_{-A}^{\xi} \frac{d s}{U(\xi)-s} \\
& =-U^{\prime}\left(\zeta_{1}\right) \ln \frac{U(\xi)-\xi}{U(\xi)+A} \\
& \rightarrow+\infty, \quad \text { as } \xi \rightarrow \xi_{\sigma_{1}}^{-}
\end{aligned}
$$

where $-A<\xi<\xi_{\sigma_{1}},-A \leq \zeta_{1} \leq \xi$, we get the first half of (3.9). Similarly, the second half can also be obtained. Moreover, the monotonicity of $\rho_{1}(\xi)$ and $\rho_{2}(\xi)$ is obvious. The proof of Lemma 3.2 is completed.

Define an operator $T: K \rightarrow B$ as follows: for any $U \in K, u=T U$ is the unique solution of boundary value problem

$$
\left\{\begin{array}{l}
\varepsilon u^{\prime \prime}=\rho(U, \xi)(U-\xi) u^{\prime}  \tag{3.23}\\
u( \pm A)=u_{ \pm}
\end{array}\right.
$$

where $\rho(U, \xi)$ is defined in (3.5) or (3.7). Integrating the first equation of (3.23) twice on $[-A, \xi)$, we get the solution as follows:

$$
\begin{equation*}
u(\xi)=\frac{\left(u_{+}-u_{-}\right) \int_{-A}^{\xi} \exp \left(\int_{-A}^{\tau}(\rho(U-s) / \varepsilon) d s\right) d \tau}{\int_{-A}^{A} \exp \left(\int_{-A}^{\tau}(\rho(U-s) / \varepsilon) d s\right) d \tau}+u_{-} . \tag{3.24}
\end{equation*}
$$

Lemma 3.3 $T: K \rightarrow K$ is a continuous operator in $B$.

Proof Take $U_{n} \rightarrow U($ in $B)(n \rightarrow \infty), U_{n}, U \in K$. Then

$$
T U_{n}=u_{n}, \quad T U=u
$$

satisfy (3.23), and we have

$$
\left\{\begin{array}{l}
\varepsilon\left(u_{n}-u\right)^{\prime \prime}=\rho_{n}\left(U_{n}-\xi\right)\left(u_{n}-u\right)^{\prime}+\left(\rho_{n}\left(U_{n}-\xi\right)-\rho(U-\xi)\right) u^{\prime}  \tag{3.25}\\
\left(u_{n}-u\right)( \pm A)=0
\end{array}\right.
$$

Then it follows that

$$
\begin{align*}
\left(u_{n}-u\right)^{\prime}(\xi)= & -\frac{\int_{-A}^{A} \int_{-A}^{t} q_{n}(\tau) \exp \left(\int_{\tau}^{t} p_{n}(s) d s\right) d \tau d t}{\int_{-A}^{A} \exp \left(\int_{-A}^{\tau} p_{n}(s) d s\right) d \tau} \\
& \times \exp \left(\int_{-A}^{\xi} p_{n}(s) d s\right)+\int_{-A}^{\xi} q_{n}(\tau) \exp \left(\int_{\tau}^{\xi} p_{n}(s) d s\right) d \tau  \tag{3.26}\\
\left(u_{n}-u\right)(\xi)= & -\frac{\int_{-A}^{A} \int_{-A}^{t} q_{n}(\tau) \exp \left(\int_{\tau}^{t} p_{n}(s) d s\right) d \tau d t}{\int_{-A}^{A} \exp \left(\int_{-A}^{\tau} p_{n}(s) d s\right) d \tau} \\
& \times \int_{-A}^{\xi} \exp \left(\int_{-A}^{\tau} p_{n}(s) d s\right) d \tau \\
& +\int_{-A}^{\xi} \int_{-A}^{t} q_{n}(\tau) \exp \left(\int_{\tau}^{t} p_{n}(s) d s\right) d \tau d t \tag{3.27}
\end{align*}
$$

where $\varepsilon p_{n}=\rho_{n}\left(U_{n}-\xi\right), \varepsilon q_{n}=\left(\rho_{n}\left(U_{n}-\xi\right)-\rho(U-\xi)\right) u^{\prime}$. From the first equation of (3.4), we have

$$
\left(\rho(U-\xi)-2 \epsilon_{1} U\right)^{\prime}=-\rho<0, \quad\left(\rho_{n}\left(U_{n}-\xi\right)-2 \epsilon_{1} U_{n}\right)^{\prime}=-\rho_{n}<0 \quad(n=1,2, \ldots) .
$$

Then $\rho(U-\xi)-2 \epsilon_{1} U$ and $\rho_{n}\left(U_{n}-\xi\right)-2 \epsilon_{1} U_{n}(n=1,2, \ldots)$ are monotone decreasing and continuous functions. We can rewrite $\varepsilon q_{n}$ as follows:

$$
\varepsilon q_{n}=\left(\rho_{n}\left(U_{n}-\xi\right)-2 \epsilon_{1} U_{n}\right)-\left(\rho(U-\xi)-2 \epsilon_{1} U\right)+2 \epsilon_{1}\left(U_{n}-U\right) u^{\prime} .
$$

Because the sequence of monotone functions (continuous or discontinuous) which converges to a continuous function must converge uniformly, we have that $q_{n}(\xi)$ converges to zero uniformly. From (3.25), (3.26), and (3.27), we can get that

$$
u_{n} \rightarrow u \quad(\text { in } B), \text { as } n \rightarrow \infty .
$$

Therefore $T: K \rightarrow B$ is continuous in $B$.
Furthermore, from (3.23) we have

$$
\begin{equation*}
u^{\prime}(\xi)=\frac{\left(u_{+}-u_{-}\right) \exp \left(\int_{-A}^{\xi}(\rho(U-s) / \varepsilon) d s\right.}{\int_{-A}^{A} \exp \left(\int_{-A}^{\tau}(\rho(U-s) / \varepsilon) d s\right) d \tau} \tag{3.28}
\end{equation*}
$$

It is obvious that $u=T U$ is monotone. So we get $T K \subset K$. The proof of this lemma is completed.

Lemma 3.4 TK is precompact in $B$.

Proof According to the continuity of $T$ and the Ascoli-Arzela theorem [43], we still need to show the boundedness of $T K$ in $B$.
When $u_{-}>u_{+}$, for any $U \in K$, we have

$$
u^{\prime}(\xi)=u^{\prime}(-A) \exp \left(\int_{-A}^{\xi} \frac{\rho(U-s)}{\varepsilon} d s\right) .
$$

By Lemma 3.2, when $s<\xi_{\sigma}$, it yields that

$$
0<\rho(U-s)=\rho_{-}\left(u_{-}+A\right)-\int_{-A}^{s} \rho(\xi) d \xi+2 \epsilon_{1}\left(U(\xi)-u_{-}\right)<\rho_{-}\left(u_{-}+A\right) .
$$

While when $s>\xi_{\sigma}$, we get

$$
0>\rho(U-s)=\rho_{+}\left(u_{+}-A\right)+\int_{s}^{A} \rho(\xi) d \xi+2 \epsilon_{1}\left(U(\xi)-u_{+}\right)>\rho_{+}\left(u_{+}-A\right) .
$$

Thus we need only to consider the uniform boundedness of $u^{\prime}(-A)$. From (3.23) we obtain

$$
u^{\prime \prime}(\xi)<0, \quad \xi \in\left[-A, \xi_{\sigma}\right)
$$

Then it follows that

$$
u^{\prime}(\xi)<u^{\prime}(-A)<0, \quad \xi \in\left[-A, \xi_{\sigma}\right)
$$

and

$$
u_{-}-u_{+}>u(-A)-u\left(\xi_{\sigma}\right)=u^{\prime}\left(\zeta_{2}\right)\left(-A-\xi_{\sigma}\right)>u^{\prime}\left(\zeta_{2}\right)\left(-A-u_{+}\right), \quad \zeta_{2} \in\left[-A, \xi_{\sigma}\right) .
$$

So

$$
0>u^{\prime}(-A)>u^{\prime}\left(\zeta_{2}\right)>-\frac{u_{-}-u_{+}}{A+u_{+}} .
$$

These above imply that $u^{\prime}(\xi)$ is uniformly bounded for $K$.
When $u_{-}<u_{+}$, from (3.23) and (3.24), we have

$$
0<u^{\prime}(\xi)<u^{\prime}\left(\xi_{\sigma_{1}}\right) \leq 1, \quad \xi \in\left[-A, \xi_{\sigma_{1}}\right)
$$

and

$$
0<u^{\prime}(\xi)<u^{\prime}\left(\xi_{\sigma_{2}}\right) \leq 1, \quad \xi \in\left(\xi_{\sigma_{2}}, A\right] .
$$

Therefore, $u(\xi), u^{\prime}(\xi)$, and $u^{\prime \prime}(\xi)$ are all uniformly bounded for $K$, that is, $T K$ is a bounded set in $B$. We complete the proof of this lemma.

From the above lemmas, by virtue of Schauder's fixed point theorem, we get the following result.

Theorem 3.5 There exists a weak solution

$$
(\rho, u) \in L^{1}[-A, A] \times C^{2}[-A, A]
$$

for the boundary value problem (3.1) and (3.2).

Now we extend the solution of (3.1) and (3.2) in $[-A, A]$ to the whole interval $(-\infty,+\infty)$. The following lemma is necessary.

Lemma 3.6 The solution $(\rho, u)(\xi)$ of system (3.1) and (3.2) satisfies
(i) $u(\xi), u^{\prime}(\xi)$ have uniform bounds independent of $A$;
(ii) $\left|u^{\prime \prime}(\xi)\right| \leq C(\varepsilon), \xi \in[-A, A]$, where $C(\varepsilon)$ is a constant only dependent on $\varepsilon$;
(iii) $\rho_{A}(u, \xi)$ converges as $A \rightarrow+\infty$, where $\rho_{A}(u, \xi)$ can be expressed as

$$
\rho_{A}(u, \xi)=\left\{\begin{array}{c}
\rho_{1}(\xi)=2 \epsilon_{1}+\left(\rho_{-}-2 \epsilon_{1}\right) \exp \left(\int_{-A}^{\xi} \frac{-u^{\prime}(s)}{u(s)-s}\right) d s \\
\xi \in\left(-A, \xi_{\sigma}\right) \text { or } \xi \in\left(-A, \xi_{\sigma_{1}}\right) \\
\rho_{2}(\xi)=2 \epsilon_{1}+\left(\rho_{+}-2 \epsilon_{1}\right) \exp \left(\int_{\xi}^{A} \frac{u^{\prime}(s)}{u(s)-s}\right) d s \\
\xi \in\left(\xi_{\sigma}, A\right) \text { or } \xi \in\left(\xi_{\sigma_{2}}, A\right)
\end{array}\right.
$$

Proof We only consider the case $u_{-}>u_{+}$, one can prove the case $u_{-}<u_{+}$in a similar way. For this case, we have

$$
u_{+}<\xi_{\sigma}<u_{-} .
$$

(i) Take $-A<\xi_{1}<u_{+}$. From the first equation in (3.23), we can obtain

$$
u^{\prime}(\xi)=u^{\prime}\left(\xi_{1}\right) \exp \left(\int_{\xi_{1}}^{\xi} \frac{\rho(u-s)}{\varepsilon} d s\right) .
$$

Because

$$
u^{\prime \prime}(\xi)<0, \quad \xi \in\left(-A, \xi_{\sigma}\right),
$$

it follows that

$$
0>u^{\prime}\left(\xi_{1}\right)>u^{\prime}(\xi), \quad \xi \in\left(\xi_{1}, \xi_{\sigma}\right) .
$$

Since

$$
u_{-}-u_{+}>u\left(\xi_{1}\right)-u\left(\xi_{\sigma}\right)=u^{\prime}\left(\zeta_{3}\right)\left(\xi_{1}-\xi_{\sigma}\right)>u^{\prime}\left(\zeta_{3}\right)\left(\xi_{1}-u_{+}\right), \quad \zeta_{3} \in\left(\xi_{1}, \xi_{\sigma}\right)
$$

we get

$$
u^{\prime}\left(\zeta_{3}\right)>\frac{u_{-}-u_{+}}{\xi_{1}-u_{+}} .
$$

Then

$$
0>u^{\prime}\left(\xi_{1}\right)>\frac{u_{-}-u_{+}}{\xi_{1}-u_{+}} .
$$

In addition,

$$
\begin{aligned}
\rho\left(\xi_{1}\right) & =2 \epsilon_{1}+\left(\rho_{-}-2 \epsilon_{1}\right) \exp \left(\int_{-A}^{\xi_{1}} \frac{-u^{\prime}}{u-s} d s\right) \\
& =2 \epsilon_{1}+\left(\rho_{-}-2 \epsilon_{1}\right) \exp \left(\int_{-A}^{\xi_{1}} \frac{-(u-s)^{\prime}-1}{u-s} d s\right) \\
& =2 \epsilon_{1}+\left(\rho_{-}-2 \epsilon_{1}\right) \frac{u_{-}+A}{u\left(\xi_{1}\right)-\xi_{1}} \exp \left(\int_{-A}^{\xi_{1}} \frac{-d s}{u-s}\right) \\
& \leq 2 \epsilon_{1}+\left(\rho_{-}-2 \epsilon_{1}\right) \frac{u_{-}+A}{u\left(\xi_{1}\right)-\xi_{1}} \exp \left(\int_{-A}^{\xi_{1}} \frac{-d s}{u_{-}-s}\right) \\
& =2 \epsilon_{1}+\left(\rho_{-}-2 \epsilon_{1}\right) \frac{u_{-}-\xi_{1}}{u\left(\xi_{1}\right)-\xi_{1}} .
\end{aligned}
$$

If $\xi<\xi_{1}$, then

$$
\exp \left(\int_{\xi_{1}}^{\xi} \frac{\rho(u-s)}{\varepsilon} d s\right)<1
$$

While if $\xi_{1}<\xi<\xi_{\sigma}$, we have

$$
\begin{aligned}
\rho(u-\xi) & =\rho\left(\xi_{1}\right)\left(u\left(\xi_{1}\right)-\xi_{1}\right)+2 \epsilon_{1}\left(u(\xi)-u\left(\xi_{1}\right)\right)-\int_{\xi_{1}}^{\xi} \rho d s \\
& \leq \rho\left(\xi_{1}\right)\left(u\left(\xi_{1}\right)-\xi_{1}\right) \leq \rho_{-}\left(u_{-}-\xi_{1}\right) .
\end{aligned}
$$

So we obtain that

$$
\exp \left(\int_{\xi_{1}}^{\xi} \frac{\rho(u-s)}{\varepsilon} d s\right) \leq \exp \left(\frac{\rho_{-}\left(u_{-}-\xi_{1}\right)^{2}}{\varepsilon}\right)
$$

When $\xi>\xi_{\sigma}$,

$$
\begin{aligned}
\int_{\xi_{1}}^{\xi} \frac{\rho(u-s)}{\varepsilon} d s & =\int_{\xi_{1}}^{\xi_{\sigma}} \frac{\rho(u-s)}{\varepsilon} d s+\int_{\xi_{\sigma}}^{\xi} \frac{\rho(u-s)}{\varepsilon} d s \\
& \leq \int_{\xi_{1}}^{\xi_{\sigma}} \frac{\rho(u-s)}{\varepsilon} d s .
\end{aligned}
$$

Therefore, $u(\xi)$ and $u^{\prime}(\xi)$ have uniform bounds independent of $A$.
(ii) We can get this result from the first equation of (3.23) and (i).
(iii) Similar to the estimate on $\rho_{1}(\xi)$ in (i), we can obtain that

$$
\rho_{1}(\xi) \leq 2 \epsilon_{1}+\left(\rho_{-}-2 \epsilon_{1}\right) \frac{u_{-}-\xi}{u(\xi)-\xi}, \quad \xi \in\left(-A, \xi_{\sigma}\right)
$$

and

$$
\rho_{2}(\xi) \leq 2 \epsilon_{1}+\left(\rho_{+}-2 \epsilon_{1}\right) \frac{u_{+}-\xi}{u(\xi)-\xi}, \quad \xi \in\left(\xi_{\sigma}, A\right)
$$

which show that $\rho_{A}(u, \xi)$ converges as $A \rightarrow+\infty$. We finish the proof of Lemma 3.6.

From the above discussion, for any $L>0,\left\{u_{A}(\xi)\right\}$ is a compact set in $C^{1}[-L, L]$ if $A>L$. Hence there exists a subsequence $\left\{u_{A_{i}}(\xi)\right\}$ such that

$$
\lim _{A_{i} \rightarrow+\infty} u_{A_{i}}(\xi)=u(\xi), \quad \lim _{A_{i} \rightarrow+\infty} u_{A_{i}}^{\prime}(\xi)=u^{\prime}(\xi), \quad \xi \in(-L,+L)
$$

By Helly's selection theorem, we get a subsequence, also denoted by $\left\{u_{A_{i}}(\xi)\right\}$, such that

$$
\lim _{A_{i} \rightarrow+\infty} u_{A_{i}}(\xi)=u(\xi), \quad \lim _{A_{i} \rightarrow+\infty} u_{A_{i}}^{\prime}(\xi)=u^{\prime}(\xi), \quad \xi \in(-\infty,+\infty) .
$$

Theorem 3.7 Let $\varepsilon \leq \varepsilon_{0}$. Then $u(\xi)$ satisfies

$$
\left\{\begin{array}{l}
\varepsilon u^{\prime \prime}=\rho(u, \xi)(u-\xi) u^{\prime}  \tag{3.29}\\
u( \pm \infty)=u_{ \pm}
\end{array}\right.
$$

and

$$
\rho(\xi)= \begin{cases}\rho_{1}(\xi), & -\infty<\xi<\xi_{\sigma_{1}}  \tag{3.30}\\ 2 \epsilon_{1}, & \xi_{\sigma_{1}} \leq \xi \leq \xi_{\sigma_{2}} \\ \rho_{2}(\xi), & \xi_{\sigma_{2}}<\xi<+\infty\end{cases}
$$

when $u_{-}<u_{+}$, while

$$
\rho(\xi)= \begin{cases}\rho_{1}(\xi), & -\infty<\xi<\xi_{\sigma}  \tag{3.31}\\ \rho_{2}(\xi), & \xi_{\sigma}<\xi<+\infty\end{cases}
$$

when $u_{-}>u_{+}$, where

$$
\begin{align*}
& \rho_{1}(\xi)=2 \epsilon_{1}+\left(\rho_{-}-2 \epsilon_{1}\right) \exp \left(\int_{-\infty}^{\xi} \frac{-u^{\prime}(s)}{u(s)-s}\right) d s  \tag{3.32}\\
& \rho_{2}(\xi)=2 \epsilon_{1}+\left(\rho_{+}-2 \epsilon_{1}\right) \exp \left(\int_{\xi}^{+\infty} \frac{u^{\prime}(s)}{u(s)-s}\right) d s \tag{3.33}
\end{align*}
$$

and $\xi_{\sigma}, \xi_{\sigma_{1}}$, and $\xi_{\sigma_{2}}$ satisfy

$$
\xi_{\sigma_{1}}=\min \left\{\xi_{\sigma} \mid u\left(\xi_{\sigma}\right)=\xi_{\sigma}\right\}, \quad \xi_{\sigma_{2}}=\max \left\{\xi_{\sigma} \mid u\left(\xi_{\sigma}\right)=\xi_{\sigma}\right\} .
$$

Proof Denote $\left(\rho_{A}(\xi), u_{A}(\xi)\right)$ by the solution of (3.1), (3.3). When $u_{-}>u_{+}$, integrating (3.23) from $\xi_{2}$ to $\xi, \xi_{2}$ is a fixed point. Then we have

$$
\begin{aligned}
\varepsilon\left(u_{A}^{\prime}(\xi)-u_{A}^{\prime}\left(\xi_{2}\right)\right)= & \rho_{A}(\xi)\left(u_{A}(\xi)-\xi\right) u_{A}(\xi) \\
& -\rho_{A}\left(\xi_{2}\right)\left(u_{A}\left(\xi_{2}\right)-\xi_{2}\right) u_{A}\left(\xi_{2}\right)-\epsilon_{1}\left(u_{A}^{2}(\xi)-u_{A}^{2}\left(\xi_{2}\right)\right)+\int_{\xi_{2}}^{\xi} \rho_{A} u_{A} d s
\end{aligned}
$$

whenever $\xi_{\sigma}$ is between $\xi_{2}$ and $\xi$ or not. Letting $A \rightarrow+\infty$, by the Lebesgue convergence theorem it follows that

$$
\begin{align*}
\varepsilon\left(u^{\prime}(\xi)-u^{\prime}\left(\xi_{2}\right)\right)= & \rho(\xi)(u(\xi)-\xi) u(\xi)-\rho\left(\xi_{2}\right)\left(u\left(\xi_{2}\right)-\xi_{2}\right) u\left(\xi_{2}\right) \\
& -\epsilon_{1}\left(u^{2}(\xi)-u^{2}\left(\xi_{2}\right)\right)+\int_{\xi_{2}}^{\xi} \rho u d s \tag{3.34}
\end{align*}
$$

When $u_{-}<u_{+}$, we can get the same formula as above. The right-hand side of (3.34) is continuous, so we get

$$
u^{\prime} \in C^{1}(-\infty,+\infty)
$$

Differentiating (3.34) with respect to $\xi$ yields

$$
\varepsilon u^{\prime \prime}=\rho(-\xi+u) u^{\prime},
$$

and from (3.24) we have

$$
u(-\infty)=u_{-}, \quad u(+\infty)=u_{+}
$$

The formulae of $\rho(\xi)$ in (3.30)-(3.33) can be obtained from the lemmas above. The proof is completed.

## 4 The limit solutions of (1.9), (1.10) as viscosity vanishes

In this section, we investigate the behavior of solution of (3.1), (3.2) as $\varepsilon \rightarrow 0$.
Case 1. $u_{-}>u_{+}$.

Lemma 4.1 Let $\xi_{\sigma}^{\varepsilon}$ be the unique point satisfying

$$
u^{\varepsilon}\left(\xi_{\sigma}^{\varepsilon}\right)=\xi_{\sigma}^{\varepsilon}, \quad \xi_{\sigma}=\lim _{\varepsilon \rightarrow 0^{+}} \xi_{\sigma}^{\varepsilon}
$$

(pass to a subsequence if necessary). Then, for any $\eta>0$,

$$
\begin{align*}
& \lim _{\varepsilon \rightarrow 0^{+}} u_{\xi}^{\varepsilon}(\xi)=0 \quad \text { for }\left|\xi-\xi_{\sigma}\right| \geq \eta \\
& \lim _{\varepsilon \rightarrow 0^{+}} u^{\varepsilon}(\xi)=u_{+}  \tag{4.1}\\
& \lim _{\varepsilon \rightarrow 0^{+}} u^{\varepsilon}(\xi)=u_{-} \quad \text { for } \xi \leq \xi_{\sigma}+\eta
\end{align*}
$$

uniformly in the intervals above.

Here and after, denote $u^{\varepsilon}, \rho^{\varepsilon}$ as $u, \rho$ when there is no confusion.

Proof Take $\xi_{3}=\xi_{\sigma}+\frac{\eta}{2}$, and let $\varepsilon$ be so small that $\xi_{\sigma}<\xi_{3}-\frac{\eta}{4}$. Integrating the first equation of (3.1) twice on $\left[\xi_{3}, \xi\right]$, we get

$$
u\left(\xi_{3}\right)-u(\xi)=-u^{\prime}\left(\xi_{3}\right) \int_{\xi_{3}}^{\xi} \exp \left(\int_{\xi_{3}}^{\tau} \frac{\rho(u(s)-s)}{\varepsilon} d s\right) d \tau
$$

When $\xi>\xi_{\sigma}$,

$$
\begin{aligned}
\rho(\xi) & =2 \epsilon_{1}+\left(\rho_{+}-2 \epsilon_{1}\right) \exp \left(\int_{\xi}^{+\infty} \frac{u^{\prime}(s)}{u(s)-s} d s\right) \\
& =2 \epsilon_{1}+\lim _{A \rightarrow+\infty}\left(\rho_{+}-2 \epsilon_{1}\right) \exp \left(\int_{\xi}^{A} \frac{(u(s)-s)^{\prime}+1}{u(s)-s} d s\right) \\
& \leq 2 \epsilon_{1}+\lim _{A \rightarrow+\infty}\left(\rho_{+}-2 \epsilon_{1}\right) \frac{u_{+}-A}{u(\xi)-\xi} \exp \left(\int_{\xi}^{A} \frac{d s}{u_{+}-s}\right) \\
& =2 \epsilon_{1}+\lim _{A \rightarrow+\infty}\left(\rho_{+}-2 \epsilon_{1}\right) \frac{u_{+}-A}{u(\xi)-\xi} \frac{u_{+}-\xi}{u_{+}-A} \\
& =2 \epsilon_{1}+\left(\rho_{+}-2 \epsilon_{1}\right) \frac{u_{+}-\xi}{u(\xi)-\xi},
\end{aligned}
$$

we have

$$
\begin{align*}
\rho(u-\xi) & \geq 2 \epsilon_{1}(u-\xi)+\left(\rho_{+}-2 \epsilon_{1}\right)\left(u_{+}-\xi\right) \\
& \geq 2 \epsilon_{1}\left(u_{+}-\xi\right)+\left(\rho_{+}-2 \epsilon_{1}\right)\left(u_{+}-\xi\right) \\
& =\rho_{+}\left(u_{+}-\xi\right), \quad \xi \in\left(\xi_{\sigma},+\infty\right) . \tag{4.2}
\end{align*}
$$

Then

$$
\begin{aligned}
u\left(\xi_{3}\right)-u(\xi) & \geq-u^{\prime}\left(\xi_{3}\right) \int_{\xi_{3}}^{\xi} \exp \left(\int_{\xi_{3}}^{\tau} \frac{\rho_{+}\left(u_{+}-s\right)}{\varepsilon} d s\right) d \tau \\
& =-u^{\prime}\left(\xi_{3}\right) \int_{\xi_{3}}^{\xi} \exp \left(\frac{\rho_{+}}{\varepsilon}\left(\left(u_{+}-\xi_{3}\right)\left(\tau-\xi_{3}\right)-\frac{1}{2}\left(\tau-\xi_{3}\right)^{2}\right)\right) d \tau \\
& =-u^{\prime}\left(\xi_{3}\right) \int_{0}^{\xi-\xi_{3}} \exp \left(\frac{\rho_{+}}{\varepsilon}\left(\left(u_{+}-\xi_{3}\right) \tau-\frac{1}{2} \tau^{2}\right) d \tau\right)
\end{aligned}
$$

Letting $\xi \rightarrow+\infty$, it follows that

$$
\begin{aligned}
u_{-}-u_{+} & \geq-u^{\prime}\left(\xi_{3}\right) \int_{0}^{+\infty} \exp \left(\frac{v_{+}}{2 \varepsilon}\left(2\left(u_{+}-\xi_{3}\right) \tau-\tau^{2}\right) d \tau\right) \\
& \geq-u^{\prime}\left(\xi_{3}\right) \sqrt{\varepsilon} A_{3}
\end{aligned}
$$

where $A_{3}$ is a constant independent of $\varepsilon$. Thus

$$
\left|u^{\prime}\left(\xi_{3}\right)\right| \leq \frac{u_{-}-u_{+}}{\sqrt{\varepsilon} A_{3}} .
$$

So, one can check that

$$
\left|u^{\prime}(\xi)\right| \leq \frac{u_{-}-u_{+}}{\sqrt{\varepsilon} A_{3}} \exp \left(\int_{\xi_{3}}^{\xi} \frac{\rho(u-s)}{\varepsilon} d s\right) .
$$

Again note that when $\xi>\xi_{3}$,

$$
\begin{aligned}
\rho(\xi) & =2 \epsilon_{1}+\left(\rho_{+}-2 \epsilon_{1}\right) \exp \left(\int_{\xi}^{+\infty} \frac{u^{\prime}(s)}{u(s)-s}\right) d s \\
& =2 \epsilon_{1}+\lim _{A \rightarrow+\infty}\left(\rho_{+}-2 \epsilon_{1}\right) \exp \left(\int_{\xi}^{A} \frac{(u(s)-s)^{\prime}+1}{u(s)-s} d s\right) \\
& \geq 2 \epsilon_{1}+\lim _{A \rightarrow+\infty}\left(\rho_{+}-2 \epsilon_{1}\right) \frac{u_{+}-A}{u(\xi)-\xi} \exp \left(\int_{\xi}^{A} \frac{d s}{u\left(\xi_{3}\right)-s}\right) \\
& =2 \epsilon_{1}+\lim _{A \rightarrow+\infty}\left(\rho_{+}-2 \epsilon_{1}\right) \frac{u_{+}-A}{u(\xi)-\xi} \frac{u\left(\xi_{3}\right)-\xi}{u\left(\xi_{3}\right)-A} \\
& =2 \epsilon_{1}+\left(\rho_{+}-2 \epsilon_{1}\right) \frac{u\left(\xi_{3}\right)-\xi}{u(\xi)-\xi},
\end{aligned}
$$

we have

$$
\begin{align*}
\rho(u-\xi) & \leq 2 \epsilon_{1}(u(\xi)-\xi)+\left(\rho_{+}-2 \epsilon_{1}\right)\left(u\left(\xi_{3}\right)-\xi\right) \\
& \leq 2 \epsilon_{1}\left(u\left(\xi_{3}\right)-\xi\right)+\left(\rho_{+}-2 \epsilon_{1}\right)\left(u\left(\xi_{3}\right)-\xi\right) \\
& =\rho_{+}\left(u\left(\xi_{3}\right)-\xi\right), \quad \xi \in\left(\xi_{3},+\infty\right) . \tag{4.3}
\end{align*}
$$

Then

$$
\begin{equation*}
\left|u^{\prime}(\xi)\right| \leq \frac{u_{-}-u_{+}}{\sqrt{\varepsilon} A_{3}} \exp \left(-\frac{\rho_{+}}{\varepsilon} \int_{\xi_{3}}^{\xi}\left(s-u\left(\xi_{3}\right)\right) d s\right), \tag{4.4}
\end{equation*}
$$

which implies that

$$
\lim _{\varepsilon \rightarrow 0^{+}} u_{\xi}^{\varepsilon}(\xi)=0, \quad \text { uniformly for } \xi \geq \xi_{\sigma}+\eta
$$

Next, we pick $\xi_{4}$ such that $\xi>\xi_{4} \geq \xi_{\sigma}+\eta$. From

$$
u\left(\xi_{4}\right)-u(\xi)=-u^{\prime}\left(\xi_{4}\right) \int_{\xi_{4}}^{\xi} \exp \left(\int_{\xi_{4}}^{\tau} \frac{\rho(u-s)}{\varepsilon} d s\right) d \tau
$$

we get

$$
\begin{aligned}
\left|u\left(\xi_{4}\right)-u(\xi)\right| & \leq\left|u^{\prime}\left(\xi_{4}\right)\right| \int_{\xi_{4}}^{\xi} \exp \left(\int_{\xi_{4}}^{\tau} \frac{-A_{4}}{2 \varepsilon} d s\right) d \tau \\
& \leq \frac{2 \varepsilon}{A_{4}}\left|u^{\prime}\left(\xi_{4}\right)\right|\left\{1-\exp \left(\frac{A_{4}}{2 \varepsilon}\left(\xi_{4}-\xi\right)\right)\right\},
\end{aligned}
$$

where $A_{4}=2 \rho_{+}\left(\xi_{4}-u\left(\xi_{4}\right)\right)$. Letting $\xi \rightarrow+\infty$, we conclude that

$$
\left|u\left(\xi_{4}\right)-u_{+}\right| \leq \frac{2 \varepsilon}{A_{4}}\left|u^{\prime}\left(\xi_{4}\right)\right|
$$

which implies that

$$
\lim _{\varepsilon \rightarrow 0^{+}} u^{\varepsilon}(\xi)=u_{+}, \quad \text { uniformly for } \xi \geq \xi_{\sigma}+\eta .
$$

The result for $\xi \leq \xi_{\sigma}$ can be obtained in the same way. The proof is completed.

Lemma 4.2 For any $\eta>0$,

$$
\lim _{\varepsilon \rightarrow 0^{+}} \rho^{\varepsilon}(\xi)= \begin{cases}\rho_{-}, & -\infty<\xi<\xi_{\sigma}-\eta  \tag{4.5}\\ \rho_{+}, & \xi_{\sigma}+\eta<\xi<+\infty\end{cases}
$$

## uniformly.

Proof From (4.2) and (4.3), for any $\xi>\xi_{5}>\xi_{\sigma}+\eta$, it follows that

$$
2 \epsilon_{1}+\left(\rho_{+}-2 \epsilon_{1}\right) \frac{u\left(\xi_{5}\right)-\xi}{u(\xi)-\xi} \leq \rho(\xi) \leq 2 \epsilon_{1}+\left(\rho_{+}-2 \epsilon_{1}\right) \frac{u_{+}-\xi}{u(\xi)-\xi}
$$

which yields

$$
\lim _{\varepsilon \rightarrow 0^{+}} \rho^{\varepsilon}(\xi)=\rho_{+}, \quad \text { uniformly for } \xi>\xi_{\sigma}+\eta
$$

In a similar way, the rest can be obtained. This completes the proof.

Next, we study in more detail the limiting behavior of $\rho^{\varepsilon}$ in the neighborhood of $\xi=\xi_{\sigma}$ as $\varepsilon \rightarrow 0^{+}$. Denote

$$
\begin{equation*}
\sigma=\xi_{\sigma}=\lim _{\varepsilon \rightarrow 0^{+}} \xi_{\sigma}^{\varepsilon}=\lim _{\varepsilon \rightarrow 0^{+}} u^{\varepsilon}\left(\xi_{\sigma}^{\varepsilon}\right)=u(\sigma) . \tag{4.6}
\end{equation*}
$$

Then

$$
\begin{equation*}
u_{+}<\sigma<u_{-} . \tag{4.7}
\end{equation*}
$$

Now we take $\xi_{1}<\sigma<\xi_{2}, \psi \in C_{0}^{\infty}\left[\xi_{1}, \xi_{2}\right]$ such that $\psi(\xi) \equiv \psi(\sigma)$ for $\xi$ in a neighborhood $\Omega$ of $\xi=\sigma$ ( $\psi$ is called a sloping test function). When $0<\varepsilon<\varepsilon_{0}, \xi_{\sigma}^{\varepsilon} \in \Omega$. From (3.1) we have

$$
\begin{align*}
& \int_{\xi_{1}}^{\xi_{2}}\left(\rho^{\varepsilon}\left(\xi-u^{\varepsilon}\right)+2 \epsilon_{1} u^{\varepsilon}\right) \psi^{\prime} d \xi+\int_{\xi_{1}}^{\xi_{2}} \rho^{\varepsilon} \psi d \xi=0  \tag{4.8}\\
& \int_{\xi_{1}}^{\xi_{2}}\left(\rho^{\varepsilon}\left(\xi-u^{\varepsilon}\right) u^{\varepsilon}+\epsilon_{1}\left(u^{\varepsilon}\right)^{2}\right) \psi^{\prime} d \xi+\int_{\xi_{1}}^{\xi_{2}} \rho^{\varepsilon} u^{\varepsilon} \psi d \xi=\varepsilon \int_{\xi_{1}}^{\xi_{2}} u^{\varepsilon} \psi^{\prime \prime} d \xi \tag{4.9}
\end{align*}
$$

For any $\alpha_{1}$ and $\alpha_{2}$ near $\sigma$ with $\alpha_{1}<\sigma<\alpha_{2}$, from Lemmas 4.1 and 4.2, we immediately obtain that

$$
\begin{aligned}
\lim _{\varepsilon \rightarrow 0^{+}} & \int_{\xi_{1}}^{\xi_{2}}\left(\rho^{\varepsilon}\left(\xi-u^{\varepsilon}\right)+2 \epsilon_{1} u^{\varepsilon}\right) \psi^{\prime} d \xi \\
= & \lim _{\varepsilon \rightarrow 0^{+}} \int_{\xi_{1}}^{\alpha_{1}}\left(\rho^{\varepsilon}\left(\xi-u^{\varepsilon}\right)+2 \epsilon_{1} u^{\varepsilon}\right) \psi^{\prime} d \xi+\lim _{\varepsilon \rightarrow 0^{+}} \int_{\alpha_{2}}^{\xi_{2}}\left(\rho^{\varepsilon}\left(\xi-u^{\varepsilon}\right)+2 \epsilon_{1} u^{\varepsilon}\right) \psi^{\prime} d \xi \\
= & \int_{\xi_{1}}^{\alpha_{1}}\left(\rho_{-}\left(\xi-u_{-}\right)+2 \epsilon_{1} u_{-}\right) \psi^{\prime} d \xi+\int_{\alpha_{2}}^{\xi_{2}}\left(\rho_{+}\left(\xi-u_{+}\right)+2 \epsilon_{1} u_{+}\right) \psi^{\prime} d \xi \\
= & \left(\rho_{+} u_{+}-\rho_{+} \alpha_{2}-2 \epsilon_{1} u_{+}-\rho_{-} u_{-}+\rho_{-} \alpha_{1}+2 \epsilon_{1} u_{-}\right) \psi(\sigma) \\
& -\int_{\xi_{1}}^{\alpha_{1}} \rho_{-} \psi(\xi) d \xi-\int_{\alpha_{2}}^{\xi_{2}} \rho_{+} \psi(\xi) d \xi .
\end{aligned}
$$

Letting $\alpha_{1} \rightarrow \sigma^{-}$and $\alpha_{2} \rightarrow \sigma^{+}$, we conclude that

$$
\begin{align*}
& \lim _{\varepsilon \rightarrow 0^{+}} \int_{\xi_{1}}^{\xi_{2}}\left(\rho^{\varepsilon}\left(\xi-u^{\varepsilon}\right)+2 \epsilon_{1} u^{\varepsilon}\right) \psi^{\prime} d \xi \\
& \quad=\left(-\sigma[\rho]+\left[\rho u-2 \epsilon_{1} u\right]\right) \psi(\sigma)-\int_{\xi_{1}}^{\xi_{2}} H(\xi-\sigma) \psi(\xi) \tag{4.10}
\end{align*}
$$

where

$$
H(x)= \begin{cases}\rho_{-}, & x<0, \\ \rho_{+}, & x>0 .\end{cases}
$$

Returning to (4.8), we get

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \int_{\xi_{1}}^{\xi_{2}}\left(\rho^{\varepsilon}-H(\xi-\sigma)\right) \psi(\xi) d \xi=\left(\sigma[\rho]-\left[\rho u-2 \epsilon_{1} u\right]\right) \psi(\sigma) \tag{4.11}
\end{equation*}
$$

for all sloping test function $\psi \in C_{0}^{\infty}\left[\xi_{1}, \xi_{2}\right]$. For an arbitrary $\varphi \in C_{0}^{\infty}\left[\xi_{1}, \xi_{2}\right]$, we take a sloping test function $\psi$ such that $\psi(\sigma)=\varphi(\sigma)$ and

$$
\max |\psi-\varphi|<\mu, \quad \text { for } \xi \in\left[\xi_{1}, \xi_{2}\right], \mu>0 .
$$

Considering that $\rho^{\varepsilon} \in L^{1}\left[\xi_{1}, \xi_{2}\right]$ uniformly, we find that

$$
\begin{aligned}
& \lim _{\varepsilon \rightarrow 0^{+}} \int_{\xi_{1}}^{\xi_{2}}\left(\rho^{\varepsilon}-H(\xi-\sigma)\right) \varphi(\xi) d \xi \\
& \quad=\lim _{\varepsilon \rightarrow 0^{+}} \int_{\xi_{1}}^{\xi_{2}}\left(\rho^{\varepsilon}-H(\xi-\sigma)\right) \psi(\xi) d \xi+O(\mu) \\
& =\left(\sigma[\rho]-\left[\rho u-2 \epsilon_{1} u\right]\right) \psi(\sigma)+O(\mu) \\
& =\left(\sigma[\rho]-\left[\rho u-2 \epsilon_{1} u\right]\right) \varphi(\sigma)+O(\mu) .
\end{aligned}
$$

Sending $\mu \rightarrow 0$, we find that (4.11) holds for all $\psi \in C_{0}^{\infty}\left[\xi_{1}, \xi_{2}\right]$. Thus, the limit function of $\rho^{\varepsilon}(\xi)$ is the sum of a step function and a Dirac delta function with strength $\sigma[\rho]-[\rho u-$ $\left.2 \epsilon_{1} u\right]$.

Similarly, from (4.9) we can obtain

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \int_{\xi_{1}}^{\xi_{2}}\left(\rho^{\varepsilon} u^{\varepsilon}-\tilde{H}(\xi-\sigma)\right) \psi(\xi) d \xi=\left(\sigma[\rho u]-\left[\rho u^{2}-\epsilon_{1} u^{2}\right]\right) \psi(\sigma) \tag{4.12}
\end{equation*}
$$

for $\psi \in C_{0}^{\infty}\left[\xi_{1}, \xi_{2}\right]$, where

$$
\tilde{H}(x)= \begin{cases}\rho_{-} u_{-}, & x<0 \\ \rho_{+} u_{+}, & x>0 .\end{cases}
$$

Thus $\rho^{\varepsilon} u^{\varepsilon}$ converges in the weak star topology of $C_{0}^{\infty}\left(R^{1}\right)$, and the limit function is a step function plus a Dirac delta function with strength $\sigma[\rho u]-\left[\rho u^{2}-\epsilon_{1} u^{2}\right]$.

If we take the test function as $\psi /\left(\tilde{u}^{\varepsilon}+\rho\right)$ in (4.9), where $\tilde{u}^{\varepsilon}$ is a modified function satisfying $u^{\varepsilon}(\sigma)$ in $\Omega$ and $u^{\varepsilon}$ outside $\Omega$, and let $\rho \rightarrow 0$, then we can get the other formula as follows:

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{\xi_{1}}^{\xi_{2}}\left(\rho^{\varepsilon}-H(\xi-\sigma)\right) \psi(\xi) d \xi \cdot u(\sigma)=\left(\sigma[\rho u]-\left[\rho u^{2}-\epsilon_{1} u^{2}\right]\right) \tag{4.13}
\end{equation*}
$$

where $\psi \in C_{0}^{\infty}\left(\xi_{1}, \xi_{2}\right)$.
Denote $u_{\delta}=\lim _{\varepsilon \rightarrow 0^{+}} u^{\varepsilon}\left(\xi_{\sigma}^{\varepsilon}\right)=u(\sigma)$, compared (4.13) with (4.11), we have

$$
\begin{equation*}
u_{\delta}\left(u_{\delta}[\rho]-\left[\rho u-2 \epsilon_{1} u\right]\right)=u_{\delta}[\rho u]-\left[\rho u^{2}-\epsilon_{1} u^{2}\right] \tag{4.14}
\end{equation*}
$$

that is,

$$
u_{\delta}^{2}[\rho]-u_{\delta}\left(\left[\rho u-2 \epsilon_{1} u\right]+[\rho u]\right)+\left[\rho u-2 \epsilon_{1} u\right]=0 .
$$

When $[\rho] \neq 0$, we can get

$$
u_{\delta}=\frac{\left[\left(\rho-\epsilon_{1}\right) u\right] \pm \sqrt{\left(\rho_{-}-\epsilon_{1}\right)\left(\rho_{+}-\epsilon_{1}\right)}\left(u_{-}-u_{+}\right)}{[\rho]}
$$

Because $u_{+}<u^{\varepsilon}\left(\xi_{\sigma}^{\varepsilon}\right)=\xi_{\alpha}^{\varepsilon}<u_{-}$, we take

$$
\begin{equation*}
u_{\delta}=\frac{\left[\left(\rho-\epsilon_{1}\right) u\right]+\sqrt{\left(\rho_{-}-\epsilon_{1}\right)\left(\rho_{+}-\epsilon_{1}\right)}\left(u_{-}-u_{+}\right)}{[\rho]} \tag{4.15}
\end{equation*}
$$

Let $w_{0}$ be the strength of Dirac delta function in $\rho$, then

$$
\begin{equation*}
w_{0}=u_{\delta}[\rho]-\left[\rho u-2 \epsilon_{1} u\right]=\left[\epsilon_{1} u\right]+\sqrt{\left(\rho_{-}-\epsilon_{1}\right)\left(\rho_{+}-\epsilon_{1}\right)}\left(u_{-}-u_{+}\right) . \tag{4.16}
\end{equation*}
$$

Then we have the following theorem.

Theorem 4.3 When $u_{-}>u_{+}$, let $\left(\rho^{\varepsilon}(\xi), u^{\varepsilon}(\xi)\right)$ be the solution to (3.1), (3.2). Then

$$
u(\xi)=\lim _{\varepsilon \rightarrow 0^{+}} u^{\varepsilon}(\xi)= \begin{cases}u_{-}, & \xi<u_{\delta}  \tag{4.17}\\ u_{\delta}, & \xi=u_{\delta} \\ u_{+}, & \xi>u_{\delta}\end{cases}
$$

$\rho^{\varepsilon}(\xi)$ converges in the weak star topology of $C_{0}^{\infty}\left(R^{1}\right)$, and the limit function is a sum of a step function and a Dirac delta function with strength $w_{0}$, where $u_{\delta}$ and $w_{0}$ are expressed by (4.15) and (4.16).

This theorem shows the stability of delta shock waves for (1.8) and (1.10) under viscous perturbations.

Case 2. $u_{-}<u_{+}$.

Lemma 4.4 For any $\eta>0$,

$$
\begin{aligned}
& \lim _{\varepsilon \rightarrow 0^{+}} u_{\xi}^{\varepsilon}=0, \quad \text { for } \xi \leq u_{-}-\eta \text { or } \xi \geq u_{+}+\eta \\
& \lim _{\varepsilon \rightarrow 0^{+}}\left(\rho^{\varepsilon}, u^{\varepsilon}\right)(\xi)= \begin{cases}\left(\rho_{-}, u_{-}\right) & \text {for } \xi<u_{-}-\eta \\
\left(2 \epsilon_{1}, \xi\right) & \text { for } u_{-}-\eta \leq \xi \leq u_{+}+\eta, \\
\left(\rho_{+}, u_{+}\right) & \text {for } \xi>u_{+}+\eta\end{cases}
\end{aligned}
$$

uniformly in the above intervals.

Proof Taking $\xi_{3}=u_{+}+\eta$ and integrating the first equation of (3.1) twice on $\left[\xi_{3}, \xi\right]$, we get

$$
\begin{aligned}
u(\xi)-u\left(\xi_{3}\right) & =u^{\prime}\left(\xi_{3}\right) \int_{\xi_{3}}^{\xi} \exp \left(\int_{\xi_{3}}^{\tau} \frac{\rho(u-s)}{\varepsilon} d s\right) d \tau \\
& >u^{\prime}\left(\xi_{3}\right) \int_{\xi_{3}}^{\xi} \exp \left(\int_{\xi_{3}}^{\tau} \frac{\rho_{+}\left(u_{-}-s\right)}{\varepsilon} d s\right) d \tau \\
& =u^{\prime}\left(\xi_{3}\right) \int_{\xi_{3}}^{\xi} \exp \left(\frac{\rho_{+}}{\varepsilon}\left(\left(u_{-}-\xi_{3}\right)\left(\tau-\xi_{3}\right)-\frac{1}{2}\left(\tau-\xi_{3}\right)^{2}\right)\right) d \tau \\
& =u^{\prime}\left(\xi_{3}\right) \int_{0}^{\xi-\xi_{3}} \exp \left(\frac{\rho_{+}}{2 \varepsilon}\left(2\left(u_{-}-\xi_{3}\right) \tau-\tau^{2}\right)\right) d \tau
\end{aligned}
$$

Letting $\xi \rightarrow+\infty$, it follows that

$$
\begin{aligned}
u_{+}-u_{-} & \geq u^{\prime}\left(\xi_{3}\right) \int_{0}^{+\infty} \exp \left(\frac{\rho_{+}}{2 \varepsilon}\left(2\left(u_{-}-\xi_{3}\right) \tau-\tau^{2}\right)\right) d \tau \\
& \geq u^{\prime}\left(\xi_{3}\right) \sqrt{\varepsilon} A_{5}
\end{aligned}
$$

where $A_{5}$ is a constant independent of $\varepsilon$. Thus

$$
\left|u^{\prime}\left(\xi_{3}\right)\right| \leq \frac{u_{+}-u_{-}}{\sqrt{\varepsilon} A_{5}} .
$$

So we get

$$
\left|u^{\prime}(\xi)\right| \leq \frac{u_{+}-u_{-}}{\sqrt{\varepsilon} A_{5}} \exp \left(\int_{\xi_{3}}^{\xi} \frac{\rho(u-s)}{\varepsilon} d s\right) .
$$

Noting that when $\xi>\xi_{\sigma}$,

$$
\begin{aligned}
\rho(\xi) & =2 \epsilon_{1}+\left(\rho_{+}-2 \epsilon_{1}\right) \exp \left(\int_{\xi}^{+\infty} \frac{u^{\prime}(s)}{u(s)-s} d s\right) \\
& =2 \epsilon_{1}+\lim _{A \rightarrow+\infty}\left(\rho_{+}-2 \epsilon_{1}\right) \exp \left(\int_{\xi}^{A} \frac{(u(s)-s)^{\prime}+1}{u(s)-s} d s\right) \\
& \geq 2 \epsilon_{1}+\lim _{A \rightarrow+\infty}\left(\rho_{+}-2 \epsilon_{1}\right) \frac{u_{+}-A}{u(\xi)-\xi} \exp \left(\int_{\xi}^{A} \frac{d s}{u_{+}-s}\right) \\
& =2 \epsilon_{1}+\lim _{A \rightarrow+\infty}\left(\rho_{+}-2 \epsilon_{1}\right) \frac{u_{+}-A}{u(\xi)-\xi} \frac{u_{+}-\xi}{u_{+}-A} \\
& =2 \epsilon_{1}+\left(\rho_{+}-2 \epsilon_{1}\right) \frac{u_{+}-\xi}{u(\xi)-\xi},
\end{aligned}
$$

we obtain

$$
\begin{equation*}
\rho(u-\xi) \leq \rho_{+}\left(u_{+}-\xi\right), \quad \xi \in\left(\xi_{\sigma},+\infty\right) . \tag{4.18}
\end{equation*}
$$

Therefore

$$
\begin{aligned}
\left|u^{\prime}(\xi)\right| & \leq \frac{u_{+}-u_{-}}{\sqrt{\varepsilon} A_{5}} \exp \left(\int_{\xi_{3}}^{\xi} \frac{\rho_{+}\left(u_{+}-s\right)}{\varepsilon} d s\right) \\
& =\frac{u_{+}-u_{-}}{\sqrt{\varepsilon} A_{5}} \exp \left(-\frac{\rho_{+}}{2 \varepsilon}\left(\left(u_{+}-\xi\right)^{2}-\left(u_{+}-\xi_{3}\right)^{2}\right)\right),
\end{aligned}
$$

which means that

$$
\lim _{\varepsilon \rightarrow 0^{+}} u_{\xi}^{\varepsilon}(\xi)=0, \quad \text { uniformly for } \xi \geq u_{+}+\eta
$$

Next, we take $\xi_{4}$ such that $\xi>\xi_{4} \geq u_{+}+\eta$. Noting that

$$
u(\xi)-u\left(\xi_{4}\right)=u^{\prime}\left(\xi_{4}\right) \int_{\xi_{4}}^{\xi} \exp \left(\int_{\xi_{4}}^{\tau} \frac{\rho(u-s)}{\varepsilon} d s\right) d \tau
$$

we get

$$
\begin{aligned}
\left|u(\xi)-u\left(\xi_{4}\right)\right| & \leq\left|u^{\prime}\left(\xi_{4}\right)\right| \int_{\xi_{4}}^{\xi} \exp \left(\int_{\xi_{4}}^{\tau} \frac{\rho_{+}\left(u_{+}-s\right)}{\varepsilon} d s\right) d \tau \\
& =\left|u^{\prime}\left(\xi_{4}\right)\right| \int_{\xi_{4}}^{\xi} \exp \left(\frac{\rho_{+}}{2 \varepsilon}\left(2\left(u_{+}-\xi_{4}\right)\left(s-\xi_{4}\right)-\left(s-\xi_{4}\right)^{2}\right)\right) d s \\
& =\left|u^{\prime}\left(\xi_{4}\right)\right| \int_{0}^{\xi-\xi_{4}} \exp \left(\frac{\rho_{+}}{2 \varepsilon}\left(2\left(u_{+}-\xi_{4}\right) s-s^{2}\right)\right) d s
\end{aligned}
$$

Letting $\xi \rightarrow+\infty$, we obtain

$$
\left|u\left(\xi_{4}\right)-u_{+}\right| \leq\left|u^{\prime}\left(\xi_{4}\right)\right| \sqrt{\varepsilon} A_{6},
$$

where $A_{6}$ is a constant independent of $\varepsilon$, which implies that

$$
\lim _{\varepsilon \rightarrow 0^{+}} u^{\varepsilon}(\xi)=u_{+}, \quad \text { uniformly for } \xi \geq u_{+}+\eta
$$

Furthermore, from Lemma 3.2(ii) and (4.18), for $\xi>u_{+}+\eta$, we get that

$$
\rho_{+} \geq \rho(\xi) \geq \frac{\rho_{+}\left(u_{+}-\xi\right)}{u(\xi)-\xi} \rightarrow \rho_{+} \quad \text { for } \varepsilon \rightarrow 0^{+} .
$$

Thus

$$
\lim _{\varepsilon \rightarrow 0^{+}} \rho^{\varepsilon}(\xi)=\rho_{+}, \quad \text { uniformly for } \xi>u_{+}+\eta .
$$

Analogously, we can obtain the result for $\xi<u_{+}+\eta$.
Now we consider the limit solution on $\left[u_{-}, u_{+}\right]$. Set

$$
F(\xi)=u(\xi)-\xi
$$

Then from Lemma 3.2(ii) we have

$$
F^{\prime}(\xi)=(u(\xi)-\xi)^{\prime}=u^{\prime}(\xi)-1 \leq 0,
$$

where $\xi \in\left[u_{-}, u_{+}\right]$. Hence

$$
u\left(u_{+}+\eta\right) \leq u(\xi) \leq u\left(u_{-}-\eta\right)
$$

namely

$$
u\left(u_{+}+\eta\right)-\left(u_{+}+\eta\right) \leq u(\xi)-\xi \leq u\left(u_{-}-\eta\right)-\left(u_{-}-\eta\right)
$$

which yields

$$
-\eta \leq \lim _{\varepsilon \rightarrow 0^{+}}(u(\xi)-\xi) \leq \eta .
$$

Since $\eta$ is arbitrary, we conclude that

$$
\lim _{\varepsilon \rightarrow 0^{+}}(u(\xi)-\xi)=0
$$

This immediately shows that

$$
\lim _{\varepsilon \rightarrow 0^{+}} \rho^{\varepsilon}(\xi)=2 \epsilon_{1}, \quad \text { uniformly for } u_{-}-\eta \leq \xi \leq u_{+}+\eta .
$$

Thus we have the following theorem.

Theorem 4.5 Let $\left(\rho^{\varepsilon}, u^{\varepsilon}\right)$ be the solution of (3.1) and (3.2) and $u_{-}<u_{+}$. Then

$$
(\rho(\xi), u(\xi))=\lim _{\varepsilon \rightarrow 0^{+}}\left(\rho^{\varepsilon}, u^{\varepsilon}\right)(\xi)= \begin{cases}\left(\rho_{-}, u_{-}\right), & \xi<u_{-}  \tag{4.19}\\ \left(2 \epsilon_{1}, \xi\right), & u_{-} \leq \xi \leq u_{+} \\ \left(\rho_{+}, \rho_{+}\right), & \xi>u_{+}\end{cases}
$$

The theorem shows that the constant density solution is stable under viscous perturbation.

Remark When the two perturbed parameters $\epsilon_{1}$ and $\varepsilon$ vanish simultaneously, one can observe that the Riemann solutions to (1.9) and (1.10) converge to those of the zero-pressure gas dynamics (1.1) with the same initial data, which shows that the parameterized deltashock and constant density solutions to the zero-pressure gas dynamics with flux perturbation are stable to the reasonable viscous perturbations and flux perturbations.

## 5 Conclusion

In order to explore the impact of flux perturbation on the stability of delta-shock and vacuum state solutions to the zero-pressure gas dynamics under viscosity approach, we propose the perturbed zero-pressure gas dynamics model, which contains viscosity and flux approximation simultaneously. This is quite different from the previous works $[8,30]$ that only involve viscosity or flux perturbation (or pressure perturbation). The vanishing viscosity limits for Riemann solutions to the flux-approximation pressureless system are investigated and the formation of constant density solution and parameterized deltashock solution is rigorously analyzed. It is proved that the parameterized delta-shock and constant density solutions to the zero-pressure gas dynamics with flux perturbation are stable to the reasonable viscous perturbations. Moreover, our work to some extent confirms the mathematical reasonability of the flux perturbation proposed in [30-33] from another perspective.

## Acknowledgements

Yanyan Zhang would like to thank Dr. Yu Zhang for valuable discussion. Special gratefulness to the referees for many valuable suggestions, which have improved the original manuscript greatly.

## Funding

This work is supported by the National Natural Science Foundation of China 11501488, the Scientific Research Foundation of Xinyang Normal University (No. 0201318), and Nanhu Scholars Program for Young Scholars of XYNU.

## Availability of data and materials

Not applicable.

## Competing interests

The authors declare that they have no competing interests.

## Authors' contributions

ZYY carried out the study, drafted the manuscript, and approved the initial and revised version. YJG carried out the language polishing. All authors read and approved the final manuscript.

## Author details

${ }^{1}$ College of Mathematics and Statistics, Xinyang Normal University, Xinyang, China. ${ }^{2}$ College of Science, University of Shanghai for Science and Technology, Shanghai, China.

## Publisher's Note

## References

1. Li, J., Zhang, T., Yang, S.: The Two-Dimensional Riemann Problem in Gas Dynamics. Longman, London (1998)
2. Bouchut, F.: On zero pressure gas dynamics. In: Perthame, B. (ed.) Advances in Kinetic Theory and Computing. Series on Advances in Mathematics for Applied Sciences, vol. 22, pp. 171-190. World Scientific, Singapore (1994)
3. Agarwal, R.K., Halt, D.W.: A modified CUSP scheme in wave/particle split form for unstructured grid Euler flows. In: Caughey, D.A., Hafez, M.M. (eds.) Frontiers of Computational Fluid Dynamics, pp. 155-163. World Scientific, Singapore (1994)
4. Li, Y., Cao, Y.: Second order large particle difference method. Sci. China Ser. A 8, 1024-1035 (1985)
5. Brenier, Y., Grenier, E.: Sticky particles and scalar conservation laws. SIAM J. Numer. Anal. 35, 2317-2328 (1998)
6. Shandarin, S.F., Zeldovich, Ya.B.: The large-scale structure of the universe: turbulence, intermittency, structures in a self-gravitating medium. Rev. Mod. Phys. 61, 185-220 (1989)
7. Weinan, E., Rykov, Yu.G., Sinai, Ya.G.: Generalized variational principles, global weak solutions and behavior with random initial data for systems of conservation laws arising in adhesion particle dynamics. Commun. Math. Phys. 177, 349-380 (1996)
8. Sheng, W., Zhang, T.: The Riemann problem for transportation equations in gas dynamics. Mem. Am. Math. Soc. 137, 1-77 (1999)
9. Dafermos, C.M.: Solution of the Riemann problem for a class of hyperbolic systems of conservation laws by the viscosity method. Arch. Ration. Mech. Anal. 52(1), 1-9 (1973)
10. Kalasnikov, A.S.: Construction of generalized solutions of quasi-linear equations of first order without convexity conditions as limits of solutions of parabolic equations with a small parameter. Dokl. Akad. Nauk SSSR 127, 27-30 (1959)
11. Tupciev, V.A.: On the method of introducing viscosity in the study of problems involving the decay of a discontinuity. Dokl. Akad. Nauk SSSR 211, 55-58 (1973) Soviet Math. Dokl. 14, 978-982 (1973) (English translation)
12. Yang, H.: Riemann problems for a class of coupled hyperbolic systems of conservation laws. J. Differ. Equ. 159(2), 447-484 (1999)
13. Andreianov, B.P.: On viscous limit solutions of the Riemann problem for the equations of isentropic gas dynamics in Eulerian coordinates. Sb. Math. 194(6), 793-811 (2003)
14. Dafermos, C.M., Diperna, R.J.: The Riemann problem for certain classes of hyperbolic systems of conservation laws. J. Differ. Equ. 20(1), 90-114 (1976)
15. Ercole, G.: Delta-shock waves as self-similar viscosity limits. Q. Appl. Math. LVIII(1), 177-199 (2000)
16. Hopf, E.: The partial differential equation $u_{t}+u u_{x}=\mu u_{x x}$. Commun. Pure Appl. Math. 3, 201-230 (1950)
17. Hu, J.: A limiting viscosity approach to Riemann solutions containing delta-shock waves for nonstrictly hyperbolic conservation laws. Q. Appl. Math. LV(2), 361-373 (1997)
18. Hu, J.: The Riemann problem for pressureless fluid dynamics with distribution solutions in Colombeau's sense. Commun. Math. Phys. 194(1), 191-205 (1998)
19. Joseph, K.T.: A Riemann problem whose viscosity solutions contain $\delta$-measures. Asymptot. Anal. 7(2), 105-120 (1993)
20. Joseph, K.T.: Explicit generalized solutions to a system of conservation laws. Proc. Indian Acad. Sci. Math. Sci. 109(4), 401-409 (1999)
21. Slemrod, M., Tzavaras, A.E.: A limiting viscosity approach for the Riemann problem in isentropic gas dynamics. Indiana Univ. Math. J. 38(4), 1047-1074 (1989)
22. Tan, D., Zhang, T., Zheng, Y.: Delta shock waves as limits of vanishing viscosity for hyperbolic system of conservation laws. J. Differ. Equ. 112(1), 1-32 (1994)
23. Sun, M.: Delta shock waves for the chromatography equations as self-similar viscosity limits. Q. Appl. Math. 69, 425-443 (2011)
24. Shen, C.: The Riemann problem for the pressureless Euler system with the Coulomb-like friction term. IMA J. Appl. Math. 81, 76-99 (2016)
25. Shen, C.: The Riemann problem for the Chaplygin gas equations with a source term. Z. Angew. Math. Mech. 96, 681-695 (2016)
26. Danilov, V.G., Omel'anov, G.A., Shelkovich, V.M.: Weak asymptotics method and interaction of nonlinear waves. In: Karasev, M. (ed.) Asymptotic Methods for Wave and Quantum Problems. American Mathematical Society Translation Series, American Mathematical Society, Rhode Island, vol. 208, pp. 33-65 (2003)
27. Panov, E.Y., Shelkovich, V.M.: $\delta$-shock waves as a new type of solutions to systems of conservation laws. J. Differ. Equ. 228(1), 49-86 (2006)
28. Shelkovich, V.M.: The Riemann problem admitting $\delta$-, $\delta^{\prime}$-shocks, and vacuum states (the vanishing viscosity approach). J. Differ. Equ. 231(2), 459-500 (2006)
29. Nedeljkov, M.: Shadow waves: entropies and interactions for delta and singular shocks. Arch. Ration. Mech. Anal. 197, 489-537 (2010)
30. Yang, H., Liu, J.: Delta-shocks and vacuums in zero-pressure gas dynamics by the flux approximation. Sci. China Math. 58(11), 2329-2346 (2015)
31. Yang, H., Liu, J.: Concentration and cavitation in the Euler equations for nonisentropic fluids with the flux approximation. Nonlinear Anal., Theory Methods Appl. 123-124, 158-177 (2015)
32. Yang, H., Zhang, Y.: Flux approximation to the isentropic relativistic Euler equations. Nonlinear Anal., Theory Methods Appl. 133, 200-227 (2016)
33. Zhang, Y., Yang, H.: Flux-approximation limits of solutions to the relativistic Euler equations for polytropic gas. J. Math. Anal. Appl. 435(2), 1160-1182 (2016)
34. Chen, G., Liu, H.: Formation of $\delta$-shocks and vacuum states in the vanishing pressure limit of solutions to the Euler equations for isentropic fluids. SIAM J. Math. Anal. 34, 925-938 (2003)
35. Chen, G., Liu, H.: Concentration and cavitation in the vanishing pressure limit of solutions to the Euler equations for nonisentropic fluids. Phys. Rev. D 189, 141-165 (2004)
36. Li, J.: Note on the compressible Euler equations with zero temperature. Appl. Math. Lett. 14, 519-523 (2001)
37. Yin, G., Sheng, W.: Delta shocks and vacuum states in vanishing pressure limits of solutions to the relativistic Euler equations for polytropic gases. J. Math. Anal. Appl. 355, 594-605 (2009)
38. Yin, G., Sheng, W.: Delta wave formation and vacuum state in vanishing pressure limit for system of conservation laws to relativistic fluid dynamics. Z. Angew. Math. Mech. 95, 49-65 (2015)
39. Yin, G., Song, K.: Vanishing pressure limits of Riemann solutions to the isentropic relativistic Euler system for Chaplygin gas. J. Math. Anal. Appl. 411, 506-521 (2014)
40. Shen, C., Sun, M.: Formation of delta shocks and vacuum states in the vanishing pressure limit of Riemann solutions to the perturbed Aw-Rascle model. J. Differ. Equ. 249, 3024-3051 (2010)
41. Yang, H., Wang, J.: Delta-shocks and vacuum states in the vanishing pressure limit of solutions to the isentropic Euler equations for modified Chaplygin gas. J. Math. Anal. Appl. 412, 150-170 (2014)
42. Yang, H., Wang, J.: Concentration in vanishing pressure limit of solutions to the modified Chaplygin gas equations. J. Math. Phys. 57, 111504 (2016)
43. Adames, R.A.: Sobolev Space. Academic Press, New York (1975)

## Submit your manuscript to a SpringerOpen ${ }^{\bullet}$ journal and benefit from:

- Convenient online submission
- Rigorous peer review
- Open access: articles freely available online
- High visibility within the field
- Retaining the copyright to your article

Submit your next manuscript at $>$ springeropen.com

