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#### Abstract

This paper is concerned with a kind of first-order quasilinear parabolic partial differential equations associated with a class of ordinary differential equations with two-point boundary value problems. We prove that the function given by the solution of an ordinary differential equation is the unique solution of a first-order quasilinear parabolic partial differential equation in both classical and weak senses.
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## 1 Introduction

In this paper, we study the problem of solving the following first-order quasilinear parabolic partial differential equation (PDE):

$$
\left\{\begin{array}{l}
\partial_{t} u(t, x)+\nabla_{x} u(t, x) b(t, x, u(t, x))+f(t, x, u(t, x))=0  \tag{1}\\
u(T, x)=h(x), \quad(t, x) \in[0, T] \times \mathbb{R}^{n}
\end{array}\right.
$$

where $\nabla_{x} u=\left(\frac{\partial u}{\partial x_{i}}\right)_{1 \leq i \leq n}$ is an $n$-dimensional row vector. We notice that PDE (1) is novel since its factor $b$ depends on $u(t, x)$, which is different from the traditional PDE form. It is very complicated and difficult to study the existence and uniqueness of solution of this kind of partial differential equations by traditional methods of the theory partial differential equations; some related studies can be found in [1-4]. However, PDE (1) should be related to a family of coupled ordinary differential equations (ODEs) associated with a kind of two-point boundary problems parameterized by $(t, x) \in[0, T] \times \mathbb{R}^{n}$ as follows:

$$
\left\{\begin{array}{l}
\dot{X}_{s}^{t, x}=b\left(s, X_{s}^{t, x}, Y_{s}^{t, x}\right), \\
-\dot{Y}_{s}^{t, x}=f\left(s, X_{s}^{t, x}, Y_{s}^{t, x}\right), \\
X_{t}^{t, x}=x, \quad Y_{T}=h\left(X_{T}^{t, x}\right) .
\end{array}\right.
$$

This two-point boundary value problem can be embedded into an optimal control problem when applying the maximum principle; the existence and uniqueness results were
obtained in [5]. Peng and Pardoux [6] studied the relationship between a system of quasilinear PDEs and a kind of backward stochastic differential equations. They proved that under different assumptions, the function defined by solution of the backward stochastic differential equation is a classical and viscosity solution of a kind of second-order quasilinear PDEs. In the related field, for the stochastic cases, by introducing a family of coupled forward-backward stochastic differential equations (FBSDEs) Wu and Yu [7] gave a probabilistic interpretation for a kind of systems of second-order quasilinear parabolic PDEs combined with algebra equations in the viscosity sense. Ouknine and Turpin [8] studied weak solutions of second-order PDEs in Sobolev spaces and gave a probabilistic interpretation via the FBSDEs (see also Wei and Wu [9] and Kunita [10]). By some analysis techniques of those related references, in this paper, we study PDE (1) in both classical and weak senses, including a Sobolev weak solution and viscosity solution of the two-point boundary value problem.
The paper is organized as follows. In Sect. 2, we recall some existence and uniqueness results for the two-point boundary value problem from [5] and give some regularity properties of solutions of the ODEs; Then, in Sect. 3, we prove that the function defined by the solution of an ODE is the unique classical solution of PDE (1). Meanwhile, we derive the existence and uniqueness of a solution of PDE (1) in the Sobolev space and in the viscosity sense in Sects. 4 and 5, respectively. Finally, we list some conclusive remarks.

## 2 Preliminary results of the ODEs

In this paper, we work with a finite time horizon $T>0$. We denote by $\mathbb{R}^{n}$ the $n$-dimensional Euclidean space and by $\mathbb{R}^{m \times n}$ the collection of $m \times n$ matrices. For a given Euclidean space, we denote by $\langle\cdot, \cdot\rangle$ (resp., $|\cdot|$ ) the inner product (resp., norm). The superscript $T$ denotes the transpose of vectors or matrices.

Let a (terminal) function $h: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ and a couple of coefficients $(b, f):[0, T] \times \mathbb{R}^{n} \times$ $\mathbb{R}^{m} \rightarrow \mathbb{R}^{n+m}$ be given. We introduce a family of coupled ODEs parameterized by the initial time $t \in[0, T]$ and initial state $x \in \mathbb{R}^{n}$ :

$$
\left\{\begin{array}{l}
\dot{X}_{s}^{t, x}=b\left(s, X_{s}^{t, x}, Y_{s}^{t, x}\right)  \tag{2}\\
-\dot{Y}_{s}^{t, x}=f\left(s, X_{s}^{t, x}, Y_{s}^{t, x}\right) \\
X_{t}^{t, x}=x, \quad Y_{T}^{t, x}=h\left(X_{T}^{t, x}\right)
\end{array}\right.
$$

Let also an $m \times n$ full-rank matrix $G$ be given. For each $(x, y) \in \mathbb{R}^{n+m}$, we denote

$$
\Gamma=\binom{x}{y}, \quad A(t, \Gamma)=\binom{-G^{\top} f}{G b}(t, \Gamma)
$$

In this paper, we use the following standard assumptions:
(H1) For each $\Gamma, A(\cdot, \Gamma)$ is in $L^{2}(0, T)$; $h$ and $A$ are uniformly Lipschitz continuous with respect to $x$ and $\Gamma$, respectively. Here $L^{2}(0, T)=\left\{\varphi: \int_{0}^{T}|\varphi(s)|^{2} d s \leq \infty\right\}$.
(H2) There exist three nonnegative constants $\mu, U_{1}$, and $U_{2}$ satisfying $U_{1}+U_{2}>0$ and $\mu+U_{2}>0$. Moreover, $\mu>0$ and $U_{1}>0$ (resp., $U_{2}>0$ ) in the case of $m>n$ (resp., $n>m$ ), and for all $h=(x, y, z)^{\top}$ and $\bar{h}=(\bar{x}, \bar{y})^{\top}$,

$$
\langle h(x)-h(\bar{x}),(x-\bar{x})| \geq \mu|G(x-\bar{x})|^{2}
$$

and

$$
\langle A(t, \Gamma)-A(t, \bar{\Gamma}), \Gamma-\bar{\Gamma}\rangle \leq-U_{1}|G(x-\bar{x})|^{2}-U_{2}\left|G^{\top}(y-\bar{y})\right|^{2}
$$

Under Assumptions (H1) and (H2), ODEs (2) admit a unique solution

$$
\left(X_{s}^{t, x}, Y_{s}^{t, x}\right)_{s \in[t, T]} \in C(0, T)
$$

(see Theorem 1.1 in [5]). In addition, we have the following $L^{2}$-estimates.

Proposition 2.1 Let $(b, f, h)$ and $(\bar{b}, \bar{f}, \bar{h})$ satisfy (H1) and (H2), and let $x, x^{\prime} \in \mathbb{R}^{n}$ and $s \in$ $[t, T]$. Let $\left(X_{s}^{t, x}, Y_{s}^{t, x}\right)\left(\right.$ resp., $\left.\left(\bar{X}_{s}^{t, x^{\prime}}, \bar{Y}_{s}^{t, x^{\prime}}\right)\right)$ denote the unique solution of ODEs

$$
\begin{aligned}
& \left\{\begin{array}{l}
\dot{X}_{s}^{t, x}=b\left(t, X_{s}^{t, x}, Y_{s}^{t, x}\right), \\
-\dot{Y}_{s}^{t, x}=f\left(t, X_{s}^{t, x}, Y_{s}^{t, x}\right), \\
X_{t}^{t, x}=x, \quad Y_{T}^{t, x}=h\left(X_{T}^{t, x}\right) .
\end{array}\right. \\
& \operatorname{resp.,}\left\{\begin{array}{l}
\dot{\bar{X}}_{s}^{t, x^{\prime}}=\bar{b}\left(t, \bar{X}_{s}^{t, x^{\prime}}, \bar{Y}_{s}^{t, x^{\prime}}\right), \\
-\dot{\bar{Y}}_{s}^{t, x^{\prime}}=\bar{f}\left(t, \bar{X}_{s}^{t, x^{\prime}}, \bar{Y}_{s}^{t, x^{\prime}}\right), \\
\bar{X}_{t}^{t, x}=x^{\prime}, \quad \bar{Y} \bar{Y}_{T}^{t, x}=\bar{h}\left(X_{T}^{t, x^{\prime}}\right)
\end{array}\right)
\end{aligned}
$$

Then the following estimates hold:

$$
\begin{align*}
& \sup _{t \leq s \leq T}\left|X_{s}^{t, x}\right|^{2}+\sup _{t \leq s \leq T}\left|Y_{s}^{t, x}\right|^{2} \leq C\left(1+|x|^{2}\right),  \tag{3}\\
& \sup _{t \leq s \leq T}\left|X_{s}^{t, x}-\bar{X}_{s}^{t, x^{\prime}}\right|^{2}+\sup _{t \leq s \leq T}\left|Y_{s}^{t, x}-\bar{Y}_{s}^{t, x^{\prime}}\right|^{2} \\
& \leq \\
& \leq C\left[\left|x-x^{\prime}\right|^{2}+\left|h\left(\bar{X}_{T}^{t, x^{\prime}}\right)-\bar{h}\left(\bar{X}_{T}^{t, x^{\prime}}\right)\right|^{2}\right. \\
& \quad+\int_{t}^{T}\left(\left|b\left(s, \bar{X}_{s}^{t, x^{\prime}}, \bar{Y}_{s}^{t, x^{\prime}}\right)-\bar{b}\left(s, \bar{X}_{s}^{t, x^{\prime}}, \bar{Y}_{s}^{t, x^{\prime}}\right)\right|^{2}\right.  \tag{4}\\
& \left.\left.\quad+\left|f\left(s, \bar{X}_{s}^{t, x^{\prime}}, \bar{Y}_{s}^{t, x^{\prime}}\right)-\bar{f}\left(s, \bar{X}_{s}^{t, x^{\prime}}, \bar{Y}_{s}^{t, x^{\prime}}\right)\right|^{2}\right)\right] .
\end{align*}
$$

Proof These $L^{2}$-estimates are standard (see [7, 11]). For reader's convenience, we only prove (4). Let

$$
\begin{aligned}
& \left(\hat{X}_{s}, \hat{Y}_{s}\right)=\left(X_{s}^{t, x}-\bar{X}_{s}^{t, x^{\prime}}, Y_{s}^{t, x}-\bar{Y}_{s}^{t, x^{\prime}}\right) \\
& \alpha(s):=\hat{f}\left(s, \bar{X}_{s}^{t, x}, \bar{Y}_{s}^{t, x}\right)=f\left(s, \bar{X}_{s}^{t, x}, \bar{Y}_{s}^{t, x}\right)-\bar{f}\left(s, \bar{X}_{s}^{t, x}, \bar{Y}_{s}^{t, x}\right) \\
& \beta(s):=\hat{b}\left(s, \bar{X}_{s}^{t, x}, \bar{Y}_{s}^{t, x}\right)=b\left(s, \bar{X}_{s}^{t, x}, \bar{Y}_{s}^{t, x}\right)-\bar{b}\left(s, \bar{X}_{s}^{t, x}, \bar{Y}_{s}^{t, x}\right) .
\end{aligned}
$$

We consider $\left\langle G \hat{X}_{s}, \hat{Y}_{s}\right\rangle$ and, using Assumptions (H1) and (H2), by differential equation we get

$$
\begin{align*}
& \mu\left|\hat{X}_{T}\right|^{2}+U_{1} \int_{t}^{T}\left\langle G \hat{X}_{s}, G \hat{X}_{s}\right\rangle d s+U_{2} \int_{t}^{T}\left\langle G^{\top} \hat{Y}_{s}, G^{\top} \hat{Y}_{s}\right\rangle d s \\
& \quad \leq C \lambda\left|x-x^{\prime}\right|^{2}+\frac{C}{\lambda} \sup _{t \leq s \leq T}\left|\hat{Y}_{t}\right|^{2}+C \int_{t}^{T}\left(|\alpha(s)|^{2}+|\beta(s)|^{2}\right) d s \tag{5}
\end{align*}
$$

where $\lambda \in R$ can be any positive number. For $\left|\hat{X}_{s}\right|^{2}$ and $\left|\hat{Y}_{s}\right|^{2}$, by the Gronwall inequality we have

$$
\begin{align*}
& \sup _{t \leq s \leq T}\left|\hat{X}_{s}\right|^{2} \leq C\left|x-x^{\prime}\right|^{2}+C \int_{t}^{T}\left(\left|\hat{Y}_{s}\right|^{2}+|\beta(s)|^{2}\right) d s  \tag{6}\\
& \sup _{t \leq s \leq T}\left|\hat{Y}_{s}\right|^{2} \leq C\left|\hat{X}_{T}\right|^{2}+C \int_{t}^{T}\left(\left|\hat{X}_{s}\right|^{2}+|\alpha(s)|^{2}\right) d s \tag{7}
\end{align*}
$$

Combining (5) and (7), we have

$$
\begin{align*}
& \left(\mu-\frac{C}{\lambda}\right)\left|\hat{X}_{T}\right|^{2}+\left(U_{1}-\frac{C}{\lambda}\right) \int_{t}^{T}\left|\hat{X}_{s}\right|^{2} d s+U_{2} \int_{t}^{T}\left|\hat{Y}_{s}\right|^{2} d s \\
& \quad \leq C \lambda\left|x-x^{\prime}\right|^{2}+C \int_{t}^{T}\left(|\alpha(s)|^{2}+|\beta(s)|^{2}\right) d s . \tag{8}
\end{align*}
$$

Case 1: $\mu>0, U_{1}>0$ : We can choose $\lambda=\lambda_{0}$ such that

$$
\mu-\frac{C}{\lambda_{0}}>0, \quad U_{1}-\frac{C}{\lambda_{0}}>0 .
$$

Combining with (7), we get

$$
\sup _{t \leq s \leq T}\left|\hat{Y}_{s}\right|^{2} \leq C\left|x-x^{\prime}\right|^{2}+C \int_{t}^{T}\left(|\alpha(s)|^{2}+|\beta(s)|^{2}\right) d s
$$

Now let us prove (4).
Case 2: $U_{2}>0$ :
Combining (6) and (8), we have

$$
\sup _{t \leq s \leq T}\left|\hat{X}_{s}\right|^{2} \leq C \lambda\left|x-x^{\prime}\right|^{2}+\frac{C}{\lambda}\left[\left|\hat{X}_{T}\right|^{2}+\int_{t}^{T}\left|\hat{X}_{s}\right|^{2} d s\right]+C \int_{t}^{T}\left(|\alpha(s)|^{2}+|\beta(s)|^{2}\right) d s
$$

Then

$$
\sup _{t \leq s \leq T}\left|\hat{X}_{s}\right|^{2} \leq C \lambda\left|x-x^{\prime}\right|^{2}+\frac{C}{\lambda}(1+T) \sup _{t \leq s \leq T}\left|\hat{X}_{s}\right|^{2}+C \int_{t}^{T}\left(|\alpha(s)|^{2}+|\beta(s)|^{2}\right) d s
$$

We choose $\lambda=\lambda_{1}$ such that

$$
\frac{C}{\lambda_{1}}(1+T) \leq \frac{1}{2}
$$

Then we get

$$
\begin{equation*}
\sup _{t \leq s \leq T}\left|\hat{X}_{s}\right|^{2} \leq C\left|x-x^{\prime}\right|^{2}+C \int_{t}^{T}\left(|\alpha(s)|^{2}+|\beta(s)|^{2}\right) d s \tag{9}
\end{equation*}
$$

Combining (7) and (9), we get (4) and conclude the proof.

We define $Y_{t}^{t, x}$ by a function $u$ from $[0, T] \times \mathbb{R}^{n}$ to $\mathbb{R}^{m}$ :

$$
\begin{equation*}
u(t, x):=Y_{t}^{t, x} \tag{10}
\end{equation*}
$$

Remark 2.1 Assumption (H2) can be relaxed to ensure the existence and uniqueness of the solution of the ODEs (2); see [5].

Remark 2.2 For each deterministic $(t, x) \in[0, T] \times \mathbb{R}^{n}$, from the uniqueness of a solution of ODEs (2) we have

$$
u\left(s, X_{s}^{t, x}\right)=Y_{s}^{s, X_{s}^{t, x}}=Y_{s}^{t, x}
$$

Proposition 2.2 Let Assumptions (H1) and (H2) hold. The function u defined by (10) is continuous with respect to $(t, x)$. In particular, $u$ is Lipschitz continuous in $x$.

Proof First, from Proposition 2.1 we get the Lipschitz continuity of $u$ in $x$ :

$$
|u(t, x+\delta)-u(t, x)|=\left|Y_{t}^{t, x+\delta}-Y_{t}^{t, x}\right| \leq C\left|x-x^{\prime}\right|
$$

Next, we prove that $u(t, x)$ is continuous in $t$. We have

$$
\begin{aligned}
|u(t+\delta, x)-u(t, x)| & =\left|u(t, x)-u\left(t+\delta, X_{t+\delta}^{t, x}\right)+u\left(t+\delta, X_{t+\delta}^{t, x}\right)-u(t+\delta, x)\right| \\
& \leq\left|Y_{t}^{t, x}-Y_{t+\delta}^{t+\delta, X_{t+\delta}^{t, x}}\right|+\left|Y_{t+\delta}^{t+\delta, X_{t+\delta}^{t, x}}-Y_{t+\delta}^{t+\delta, x}\right| \\
& \leq\left|Y_{t}^{t, x}-Y_{t+\delta}^{t, x}\right|+C\left|X_{t+\delta}^{t, x}-x\right| \\
& \leq \int_{t}^{t+\delta}\left|f\left(r, X_{\mathbb{R}}^{t, x}, Y_{\mathbb{R}}^{t, x}\right)\right| d r+C\left|X_{t+\delta}^{t, x}-x\right| \\
& :=\rho(\delta)
\end{aligned}
$$

where $\rho(\delta) \rightarrow 0$ as $\delta \rightarrow 0$. The continuity in $t$ and the Lipschitz continuity in $x$ imply the joint continuity of $u$ in $(t, x)$.

To improve the smoothness of the solutions of ODEs (2), we add the following assumption:
(H3) For any $s \in[t, T]$, the functions $b(s, \cdot, \cdot), f(s, \cdot, \cdot)$, and $h(\cdot)$ are of class $C^{2}$ with bounded derivatives.

Theorem 2.1 Under Assumptions (H1)-(H3), the function $x \rightarrow\left(X^{t, x}, Y^{t, x}\right)$ is differentiable with continuous derivatives given by $\left(\partial_{x_{i}} X^{t, x}, \partial_{x_{i}} Y^{t, x}\right)_{1 \leq i \leq n}$ satisfying the following ODEs:

$$
\left\{\begin{array}{l}
d \partial_{x_{i}} X_{s}^{t, x}=\nabla_{x} b\left(s, X_{s}^{t, x}, Y_{s}^{t, x}\right) \partial_{x_{i}} X_{s}^{t, x} d s+\nabla_{y} b\left(s, X_{s}^{t, x}, Y_{s}^{t, x}\right) \partial_{x_{i}} Y_{s}^{t, x} d s  \tag{11}\\
-d \partial_{x_{i}} Y_{s}^{t, x}=\nabla_{x} f\left(s, X_{s}^{t, x}, Y_{s}^{t, x}\right) \partial_{x_{i}} X_{s}^{t, x} d s+\nabla_{\chi} f\left(s, X_{s}^{t, x}, Y_{s}^{t, x}\right) \partial_{x_{i}} Y_{s}^{t, x} d s \\
\partial_{x_{i}} X_{t}^{t, x}=\left(0,0, \ldots, 1_{i}, \ldots, 0,0\right)^{\top}, \quad \partial_{x_{i}} Y_{T}^{t, x}=\nabla_{x} h\left(X_{T}^{t, x}\right) \partial_{x_{i}} X_{T}^{t, x}, s \in[t, T]
\end{array}\right.
$$

Proof A similar technique can be found in [11] and [12]. Here we give a detailed proof. Let $h_{i}=h \cdot e_{i}, \Delta_{h_{i}} X_{t}=h_{i}^{-1}\left(X_{s}^{t, x+h_{i}}-X_{s}^{t, x}\right)$, and $\triangle_{h_{i}} Y_{t}=h_{i}^{-1}\left(Y_{s}^{t, x+h_{i}}-Y_{s}^{t, x}\right)$. Then

$$
\left\{\begin{array}{l}
d \triangle_{h_{i}} X_{s}^{t, x}=h_{i}^{-1}\left[b\left(t, X_{s}^{t, x+h_{i}}, Y_{s}^{t, x+h_{i}}\right)-b\left(t, X_{s}^{t, x}, Y_{s}^{t, x}\right)\right] d s  \tag{12}\\
-d \triangle_{h_{i}} Y_{s}^{t, x}=h_{i}^{-1}\left[f\left(t, X_{s}^{t, x+h_{i}}, Y_{s}^{t, x+h_{i}}\right)-f\left(t, X_{s}^{t, x}, Y_{s}^{t, x}\right)\right] d s \\
\triangle_{h_{i}} X_{t}^{t, x}=1, \quad \triangle_{h_{i}} Y_{T}^{t, x}=h_{i}^{-1}\left[h\left(X_{T}^{t, x+h}\right)-h\left(X_{T}^{t, x}\right)\right]
\end{array}\right.
$$

Hence we treat this equation as a linear one:

$$
\left\{\begin{array}{l}
d \Delta_{h_{i}} X_{s}^{t, x}=\phi\left(s, \Delta_{h_{i}} X_{s}^{t, x}, \Delta_{h_{i}} Y_{s}^{t, x}\right) d s  \tag{13}\\
-d \Delta_{h_{i}} Y_{s}^{t, x}=\psi\left(s, \Delta_{h_{i}} X_{s}^{t, x}, \Delta_{h_{i}} Y_{s}^{t, x}\right) d s \\
\Delta_{h_{i}} X_{t}^{t, x}=1, \quad \triangle_{h_{i}} Y_{T}^{t, x}=h_{i}^{-1}\left[h\left(X_{T}^{t, x+h_{i}}\right)-h\left(X_{T}^{t, x}\right)\right]
\end{array}\right.
$$

where $\phi$ and $\psi$ are defined by

$$
\begin{aligned}
& \phi_{h}(s, x, y)=A_{h}(s) x+B_{h}(s) y \\
& \psi_{h_{i}}(s, x, y)=C_{h_{i}}(s) x+D_{h_{i}}(s) y,
\end{aligned}
$$

and

$$
\begin{align*}
& A_{h_{i}}(s)= \begin{cases}\frac{b\left(s, X_{s}^{t, x+h_{i}}, Y_{s}^{t, x+h_{i}}\right)-b\left(s, X_{s}^{t, x}, Y_{s}^{t, x+h_{i}}\right)}{X_{s}^{t, x+h_{i}} X_{s}^{t, x}} & \text { if } X_{s}^{t, x+h_{i}} \neq X_{s}^{t, x}, \\
\nabla_{x} b\left(s, X_{s}^{t, x}, Y_{s}^{t, x+h_{i}}\right) & \text { otherwise, }\end{cases}  \tag{14}\\
& B_{h_{i}}(s)= \begin{cases}\frac{b\left(s, t_{s}^{t, x}, Y_{s}^{t, x+h_{i}}\right)-b\left(s,, s_{s}^{t, x}, Y_{s}^{t, x}\right)}{Y_{s}^{t, x+h}-Y_{s}^{t, x}} & \text { if } Y_{s}^{t, x+h_{i}} \neq Y_{s}^{t, x}, \\
\nabla_{y} b\left(s, X_{s}^{t, x}, Y_{s}^{t, x}\right) & \text { otherwise, }\end{cases}  \tag{15}\\
& C_{h_{i}}(s)= \begin{cases}\frac{f\left(s, x_{s}^{t, x+h_{i}}, Y_{s}^{t, x+h_{i}}\right)-f\left(s, X_{s}^{t, x}, Y_{s}^{t, x+h_{i}}\right)}{X_{s}^{t, x+h_{i}}-X_{s}^{t, x}} & \text { if } X_{s}^{t, x+h_{i}} \neq X_{s}^{t, x}, \\
\nabla_{x} f\left(s, X_{s}^{t, x}, Y_{s}^{t, x+h_{i}}\right) & \text { otherwise, }\end{cases}  \tag{16}\\
& D_{h_{i}}(s)= \begin{cases}\frac{f\left(s, X_{s}^{t, x}, Y_{s}^{t, x+h_{i}}\right)-f\left(s, t_{s}^{t, x}, Y_{s}^{t, x}\right)}{Y_{s}^{t, x+h_{i}}-Y_{s}^{t, x}} & \text { if } Y_{s}^{t, x+h_{i}} \neq Y_{s}^{t, x}, \\
\nabla_{X} f\left(s, X_{s}^{t, x}, Y_{s}^{t, x}\right) & \text { otherwise, },\end{cases} \tag{17}
\end{align*}
$$

for $h \neq 0$. Let

$$
\begin{aligned}
& \phi_{0}(s, x, y)=\nabla_{x} b\left(s, X_{s}^{t, x}, Y_{s}^{t, x}\right) x+\nabla_{y} b\left(s, X_{s}^{t, x}, Y_{s}^{t, x}\right) y, \\
& \psi_{0}(s, x, y)=\nabla_{x} f\left(s, X_{s}^{t, x}, Y_{s}^{t, x}\right) x+\nabla_{y} f\left(s, X_{s}^{t, x}, Y_{s}^{t, x}\right) y .
\end{aligned}
$$

From Proposition 2.1 we know that ( $\left.X^{t, x+h_{i}}, Y^{t, x+h_{i}}\right)$ converges to ( $X^{t, x}, Y^{t, x}$ ). We have to prove that $\left(\triangle_{h_{i}} X, \triangle_{h_{i}} Y\right)$ converges to ( $\partial_{x_{i}} X, \partial_{x_{i}} Y$ ), the solution of ODEs (11). To use the same convergence argument, we have to show that $\phi_{h_{i}}\left(s, \partial_{x_{i}} X^{t, x}, \partial_{x_{i}} Y^{t, x}\right)$ converges to $\phi_{0}\left(s, \partial_{x_{i}} X^{t, x}, \partial_{x_{i}} Y^{t, x}\right)$ and $\psi_{h_{i}}\left(s, \partial_{x_{i}} X^{t, x}, \partial_{x_{i}} Y^{t, x}\right)$ converges to $\psi_{0}\left(s, \partial_{x_{i}} X^{t, x}, \partial_{x_{i}} Y^{t, x}\right)$ as $h_{i}$ goes to 0 . Notice that

$$
A_{h_{i}}(s)=\int_{0}^{1} \nabla_{x} b\left(s, X_{s}^{t, x}+\lambda\left(X_{s}^{t, x+h_{i}}-X_{s}^{t, x}\right), Y_{s}^{t, x+h_{i}}\right) d \lambda
$$

Thus

$$
\begin{aligned}
\int_{0}^{T} & {\left[A_{h_{i}}(s)-\nabla_{x} b\left(s, X_{s}^{t, x}, Y_{s}^{t, x+h_{i}}\right)\right]^{2}\left(\partial_{x_{i}} X_{s}^{t, x}\right)^{2} d s } \\
\leq & \int_{0}^{T} \int_{0}^{1}\left[\nabla_{x} b\left(s, X_{s}^{t, x}+\lambda\left(X_{s}^{t, x+h_{i}}-X_{s}^{t, x}\right), Y_{s}^{t, x+h_{i}}\right)\right. \\
& \left.-\nabla_{x} b\left(s, X_{s}^{t, x}, Y_{s}^{t, x+h_{i}}\right)\right]^{2}\left(\partial_{x_{i}} X_{s}^{t, x}\right)^{2} d \lambda d s
\end{aligned}
$$

We split this integral into two terms on the sets $\left\{\left|X_{s}^{t, x+h_{i}}-X_{s}^{t, x}\right| \leq \eta\right\}$ and $\left\{\left|X_{s}^{t, x+h_{i}}-X_{s}^{t, x}\right|>\eta\right\}$. By Assumption (H3), $\nabla_{x} b(s, x, y)$ is uniformly continuous and bounded (by a constant $K$ ). It follows that, for each $\varepsilon>0$, there exists $\eta>0$ such that

$$
\begin{aligned}
& \left\|\left(A_{h_{i}}(s)-\nabla_{x} b\left(s, X_{s}^{t, x}, Y_{s}^{t, x+h_{i}}\right)\right)\left(\partial_{x_{i}} X_{s}^{t, x}\right)\right\| \\
& \quad \leq \varepsilon^{2}\left\|\partial_{x_{i}} X_{s}^{t, x}\right\|+K^{2} \int_{0}^{T} 1_{\left\{\left|\left|X_{s}^{t, x+h_{i}}-X_{s}^{t, x}\right|>\eta\right\}\right.}\left|\partial_{x_{i}} X_{s}^{t, x}\right|^{2} d s
\end{aligned}
$$

We split the term into two parts corresponding to the set $\left\{\left|\partial_{x_{i}} X_{s}^{t, x}\right| \leq M\right\}$ and its complement. Then we have

$$
\int_{0}^{T} 1_{\left\{\left|X_{s}^{t, x+h_{i}}-X_{s}^{t, x}\right|>\eta\right\}}\left|\partial_{x_{i}} X_{s}^{t, x}\right|^{2} d s \leq \frac{M^{2}}{\eta^{2}}\left\|X_{s}^{t, x+h_{i}}-X_{s}^{t, x}\right\|^{2}+\int_{0}^{T} 1_{\left\{\left|\partial_{x_{i}} X_{s}^{t, x}\right|>M\right\}}\left|\partial_{x_{i}} X_{s}^{t, x}\right|^{2} d s
$$

By the Lebesgue theorem, since $\partial_{x_{i}} X^{t, x}$ is square integrable, $\int_{0}^{T} 1_{\left\{\mid \partial_{x_{i}}\right.}{ }^{t, x \mid>M\}}\left|\partial_{x_{i}} X_{s}^{t, x}\right|^{2} d s$ converges to 0 as $M \rightarrow \infty$. Choosing $M$ sufficiently large and using the convergence of $X_{s}^{t, x+h_{i}}$ to $X_{s}^{t, x}$, it follows that

$$
\lim _{h_{i} \rightarrow 0}\left\|\left(A_{h_{i}}(s)-\nabla_{x} b\left(s, X_{s}^{t, x}, Y_{s}^{t, x+h_{i}}\right)\right)\left(\partial_{x_{i}} X_{s}^{t, x}\right)\right\|=0
$$

By the same method we get

$$
\left.\lim _{h_{i} \rightarrow 0} \|\left(\nabla_{x} b\left(s, X_{s}^{t, x}, Y_{s}^{t, x+h_{i}}\right)\right)\left(\partial_{x_{i}} X_{s}^{t, x}\right)-\nabla_{x} b\left(s, X_{s}^{t, x}, Y_{s}^{t, x}\right)\right)\left(\partial_{x_{i}} X_{s}^{t, x}\right) \|=0
$$

Hence it follows that

$$
\lim _{h_{i} \rightarrow 0}\left\|\left(A_{h_{i}}(s)-\nabla_{x} b\left(s, X_{s}^{t, x}, Y_{s}^{t, x}\right)\right)\left(\partial_{x_{i}} X_{s}^{t, x}\right)\right\|=0
$$

Similar arguments give that

$$
\lim _{h_{i} \rightarrow 0}\left\|\left(B_{h_{i}}(s)-\nabla_{y} b\left(s, X_{s}^{t, x}, Y_{s}^{t, x}\right)\right)\left(\partial_{x_{i}} Y_{s}^{t, x}\right)\right\|=0
$$

$$
\begin{aligned}
& \lim _{h_{i} \rightarrow 0}\left\|\left(C_{h_{i}}(s)-\nabla_{x} f\left(s, X_{s}^{t, x}, Y_{s}^{t, x}\right)\right)\left(\partial_{x_{i}} X_{s}^{t, x}\right)\right\|=0 \\
& \lim _{h_{i} \rightarrow 0}\left\|\left(D_{h_{i}}(s)-\nabla_{y} f\left(s, X_{s}^{t, x}, Y_{s}^{t, x}\right)\right)\left(\partial_{x_{i}} Y_{s}^{t, x}\right)\right\|=0
\end{aligned}
$$

It is easy to verify that the functions $\phi$ and $\psi$ are continuous with respect to parameter $h_{i}$ at point 0 . By Proposition 2.1, as $h_{i} \rightarrow 0, \phi_{h_{i}}\left(s, \partial_{x_{i}} X_{s}^{t, x}, \partial_{x_{i}} Y_{s}^{t, x}\right)$ converges to $\phi_{0}\left(s, \partial_{x_{i}} X_{s}^{t, x}, \partial_{x_{i}} Y_{s}^{t, x}\right)$, and $\psi_{h}\left(s, \partial_{x_{i}} X_{s}^{t, x}, \partial_{x_{i}} Y_{s}^{t, x}\right)$ converges to $\psi_{0}\left(s, \partial_{x_{i}} X_{s}^{t, x}, \partial_{x_{i}} Y_{s}^{t, x}\right)$. By Proposition 2.1, $\left(\triangle_{h_{i}} X, \triangle_{h_{i}} Y\right)$ converges to $\left(\partial_{x_{i}} X, \partial_{x_{i}} Y\right)$.

We also have the following property.

Proposition 2.3 Under Assumptions (H1)-(H3), there exists a constant $C>0$, depending only on $L, \mu$, and $T$, such that

$$
\sup _{0 \leq t \leq T}\left\|\nabla_{x} X_{s}^{t, x}\right\|^{2}+\sup _{0 \leq t \leq T}\left\|\nabla_{x} Y_{s}^{t, x}\right\|^{2} \leq C .
$$

Proof From Proposition 2.1 and Theorem 2.1 we get

$$
\begin{aligned}
& \sup _{0 \leq t \leq T}\left\|\nabla_{x} X_{s}^{t, x}\right\|^{2}+\sup _{0 \leq t \leq T}\left\|\nabla_{x} Y_{s}^{t, x}\right\|^{2} \\
& \quad=\sup _{0 \leq t \leq T} \lim _{h \rightarrow 0}\left\|\Delta_{h} X_{s}^{t, x}+\Delta_{h} Y_{s}^{t, x}\right\|^{2} \\
& \quad=\sup _{0 \leq t \leq T} \lim _{h \rightarrow 0}|h|^{-1}\left(\left\|X_{s}^{t, x+h}-X_{s}^{t, x}\right\|^{2}+\left\|Y_{s}^{t, x+h}-Y_{s}^{t, x}\right\|^{2}\right) \\
& \quad \leq C .
\end{aligned}
$$

## 3 Classical solution to the PDE

We now relate the function $u$ defined by (10) to the parabolic partial differential equations (1).

Theorem 3.1 Let Assumptions (H1)-(H3) hold. Then the function $u$ defined by (10) is of class $C^{1,1}\left([0, T] \times \mathbb{R}^{n}\right)$ and solves $P D E(1)$. In particular, $u(t, x)$ is the unique solution of PDE (1).

Proof By Theorem 2.1, $u \in C^{0,1}\left([0, T] \times \mathbb{R}^{n}\right)$. Let $h>0$ be such that $t+h \leq T$. Clearly, $Y_{t+h}^{t, x}=Y_{t+h}^{t+h, X_{t+h}^{t, x}}$. Hence

$$
\begin{equation*}
u(t+h, x)-u(t, x)=u\left(t+h, X_{t+h}^{t, x}\right)-u\left(t+h, X_{t+h}^{t, x}\right)+u(t+h, x)-u(t, x) . \tag{18}
\end{equation*}
$$

Differentiating $u\left(t, X_{s}^{t, x}\right)$, we get

$$
\begin{equation*}
D u\left(t, X_{s}^{t, x}\right)=\nabla_{x} u\left(t, X_{s}^{t, x}\right) b\left(s, X_{s}^{t, x}, Y_{s}^{t, x}\right) d s . \tag{19}
\end{equation*}
$$

Here $D u(t, x)=\left(d u_{1}(t, x), d u_{2}(t, x), \ldots, d u_{m}(t, x)\right)^{\top}$ is an $m$-dimensional rank victor. Combining (18) with (19), we get

$$
\begin{align*}
u(t+h, x)-u(t, x)= & -\int_{t}^{t+h} \nabla_{x} u\left(t+h, X_{s}^{t, x}\right) b\left(s, X_{s}^{t, x}, Y_{s}^{t, x}\right) d s \\
& -\int_{t}^{t+h} f\left(s, X_{s}^{t, x}, Y_{s}^{t, x}\right) d s \tag{20}
\end{align*}
$$

Let $t=t_{0}<t_{1}<\cdots<t_{n}=T$. We have

$$
\begin{align*}
u(T, x)-u(t, x)= & -\sum_{i=0}^{n-1} \int_{t_{i}}^{t_{i+1}} \nabla_{x} u\left(t_{i+1}, X_{s}^{t_{i}, x}\right) b\left(s, X_{s}^{t_{i}, x}, Y_{s}^{t_{i}, x}\right) d s \\
& -\sum_{i=0}^{n-1} \int_{t_{i}}^{t_{i+1}} f\left(s, X_{s}^{t_{i}, x}, Y_{s}^{t_{i}, x}\right) d s \tag{21}
\end{align*}
$$

It follows from Theorem 2.1 that if we take a sequence of meshes $t=t_{0}<t_{1}<\cdots<t_{n}=T$ such that $\lim _{n \rightarrow \infty} \sup _{i \leq n-1}\left(t_{i+1}^{n}-t_{i}^{n}\right)=0$, then we obtain:

$$
u(t, x)=h(x)+\int_{t}^{T} \nabla_{x} u(t, x) b(t, x, u(t, x))+f(t, x, u(t, x)) .
$$

Hence $u \in C^{1,1}\left([0, T] \times \mathbb{R}^{n}\right)$ and satisfies PDE (1).
Now we consider the uniqueness of the solution. It suffices to show that ( $X_{s}^{t, x}, u\left(s, X_{s}^{t, x}\right)$; $t \leq s \leq T$ ) solves ODEs (2). From the uniqueness of the solution of ODEs (2) we get the uniqueness of the solution of the $\operatorname{PDE}(1)$. Suppose that a function $v(t, x) \in C^{1,1}\left([0, T] \times \mathbb{R}^{n}\right)$ is a solution of PDE (1). Set

$$
D X_{s}^{t, x}=b\left(s, X_{s}^{t, x}, v\left(s, X_{s}^{t, x}\right)\right) d s
$$

Letting $t=t_{0}<t_{1}<t_{2}<\cdots<t_{n}=T$, we have

$$
\begin{aligned}
\sum_{i=0}^{n-1} & {\left[v\left(t_{i}, X_{t_{i}}^{t, x}\right)-v\left(t_{i+1}, X_{t_{i+1}}^{t, x}\right)\right] } \\
& =\sum_{i=0}^{n-1}\left[v\left(t_{i}, X_{t_{i}}^{t, x}\right)-v\left(t_{i}, X_{t_{i+1}}^{t, x}\right)\right]+\sum_{i=0}^{n-1}\left[v\left(t_{i+1}, X_{t_{i}}^{t, x}\right)-v\left(t_{i+1}, X_{t_{i+1}}^{t, x}\right)\right] \\
= & -\sum_{i=0}^{n-1} \int_{t_{i}}^{t_{i+1}} \nabla_{x} v\left(t_{i}, X_{s}^{t, x}\right) b\left(s, X_{s}^{t, x}, v\left(s, X_{s}^{t, x}\right)\right) d s \\
& +\sum_{i=0}^{n-1} \int_{t_{i}}^{t_{i+1}}\left[\nabla_{x} v\left(s, X_{t_{i+1}}^{t, x}\right) b\left(s, X_{t_{i+1}}^{t, x}, v\left(s, X_{t_{i+1}}^{t, x}\right)\right)+f\left(s, X_{t_{i+1}}^{t, x}, u\left(s, X_{t_{i+1}}^{t, x}\right)\right)\right] d s .
\end{aligned}
$$

Here we apply the differential equation to $u\left(t_{i}, \cdot\right)$ and calculate $v\left(t_{i}, X_{t_{i}}^{t, x}\right)-v\left(t_{i}, X_{t_{i+1}}^{t, x}\right)$. Then we compute $v\left(t_{i+1}, X_{t_{i}}^{t, x}\right)-v\left(t_{i+1}, X_{t_{i+1}}^{t, x}\right)$ from the PDE (1). Finally, by the fact that $v \in C^{1,1}\left([0, T] \times \mathbb{R}^{n}\right)$ and by the assumption we let the mesh size go to zero to obtain

$$
v\left(s, X_{s}^{t, x}\right)-h\left(X_{T}^{t, x}\right)=\int_{s}^{T} f\left(r, X_{r}^{t, x}, v\left(r, X_{r}^{t, x}\right)\right) d r
$$

where ( $\left.X_{s}^{t, x}, v\left(s, X_{s}^{t, x}\right) ; t \leq s \leq T\right)$ solves ODEs (2). By the uniqueness of solution of ODEs, $\left(X_{s}^{t, x}, v\left(s, X_{s}^{t, x}\right)\right)=\left(X_{s}^{t, x}, Y_{s}^{t, x}\right)$. In particular, $v(t, x)=Y_{t}^{t, x}$.

## 4 Weak solutions in Sobolev space

In this section, we prove that the function $u(t, x)$ defined by (10) is the unique weak solution of PDE (1) in the Sobolev space under some usual assumptions. First, we recall the definition of a Sobolev weak solution for PDE (1) from [8] and [9].

Definition 4.1 A function $u$ is called a Sobolev weak solution (solution in $L_{\rho}^{2}\left(\mathbb{R}^{n} ; \mathbb{R}^{m}\right)$ ) of $\operatorname{PDE}(1)$ if $u \in L^{2}\left([0, T] ; L_{\rho}^{2}\left(\mathbb{R}^{n} ; \mathbb{R}^{m}\right)\right)$ and for an arbitrary $\varphi \in C_{c}^{1, \infty}\left([0, T] \times \mathbb{R}^{n} ; \mathbb{R}^{m}\right)$,

$$
\begin{align*}
& \int_{t}^{T} \int_{\mathbb{R}^{n}} u(s, x) \partial_{s} \varphi(s, x) d x d s+\int_{\mathbb{R}^{n}} u(t, x) \varphi(t, x) d x-\int_{\mathbb{R}^{n}} u(T, x) \varphi(T, x) d x \\
& \quad+\int_{t}^{T} \int_{\mathbb{R}^{n}} \nabla_{x}(b(s, x, u(s, x)) \varphi(s, x)) u(s, x) d x d s \\
& =\int_{t}^{T} \int_{\mathbb{R}^{n}} f(s, x, u(s, x)) \varphi(s, x) d x d s \tag{22}
\end{align*}
$$

where $\rho$ is the weight function defined as $\rho(x):=\left(1+|x|^{2}\right)^{q}, q \leq-2$, and $L_{\rho}^{2}$ is the Hilbert space with the inner product

$$
\left\langle u_{1}, u_{2}\right\rangle_{L_{\rho}^{2}}=\int_{\mathbb{R}^{n}} u_{1}(x) u_{2}(x) \rho(x) d x,
$$

where $u_{1}(x) u_{2}(x)$ is the inner product of the Euclidean space.

We make the following assumption:
(H4) For any $s \in[t, T]$, the function $b(s, \cdot, \cdot)$ is in $C^{1,1}\left(\mathbb{R}^{n} \times \mathbb{R}^{m} ; \mathbb{R}^{n}\right)$ with bounded derivatives.

Theorem 4.1 Under Assumptions (H1), (H2), and (H4), $X_{s}^{t, x}$ is the solution defined in the forward equation in ODEs (2). Then the map $X_{s}^{t, \cdot}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a homeomorphism. This means the map $X_{s}^{t, \cdot}$ is one-to-one and onto, so that its inverse map exists. Moreover, the inverse map, denoted by $\hat{X}_{s}^{t,}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, is also continuous.

Proof The one-to-one property of the map $X_{s}^{t, x}$ follows from Proposition 2.1. The rest of proof is similar to [10] (pp. 225-227), and hence we omit it.

Lemma 4.1 (Norm equivalence principle) Assume Assumptions (H1), (H2), and (H4). Let $X_{s}^{t, x}$ be the solution offorward equation in ODEs (2), let $\rho$ be a weight function. Then there exist constants $c, C>0$ such that, for any $s \in[t, T]$ and $\varphi \in L_{\rho}^{1}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$,

$$
\begin{equation*}
c \int_{\mathbb{R}^{n}}|\varphi(x)| \rho(x) d x \leq \int_{\mathbb{R}^{n}}\left|\varphi\left(X_{s}^{t, x}\right)\right| \rho(x) d x \leq C \int_{\mathbb{R}^{n}}|\varphi(x)| \rho(x) d x, \tag{23}
\end{equation*}
$$

and, for any $\Psi \in L_{\rho}^{1}\left([t, T] \otimes \mathbb{R}^{n} ; \mathbb{R}^{m}\right)$,

$$
\begin{align*}
c \int_{t}^{T} \int_{\mathbb{R}^{n}}|\Psi(s, x)| \rho(x) d x & \leq \int_{t}^{T} \int_{\mathbb{R}^{n}}\left|\Psi\left(s, X_{s}^{t, x}\right)\right| \rho(x) d x \\
& \leq C \int_{t}^{T} \int_{\mathbb{R}^{n}}|\Psi(s, x)| \rho(x) d x \tag{24}
\end{align*}
$$

where $c$ and $C$ depend on $T, L, \rho$, and the bounds of the first derivatives of $b, f, h$, but do not depend on the initial value $x$.

Proof First, we take $\rho(x):=\left(1+|x|^{2}\right)^{q}, q \in R$. We claim that there exists constants $c, C>0$ such that

$$
\begin{equation*}
c \leq \frac{J\left(\hat{X}_{s}^{t, y}\right) \rho\left(\hat{X}_{s}^{t, y}\right)}{\rho(x)} \leq C, \quad \forall y \in \mathbb{R}^{n}, t \leq s \leq T \tag{25}
\end{equation*}
$$

Here $\hat{X}_{s}^{t, y}$ is the inverse flow of $X_{s}^{t, y}, J\left(\hat{X}_{s}^{t, y}\right):=\operatorname{det} \nabla_{y} \hat{X}_{s}^{t, y}$ is the determinant of the Jacobian matrix of $\hat{X}_{s}^{t, y}$. The existence of $\hat{x}_{s}^{t, y}$ is given by Theorem 4.1. Now we prove (25). Assume that $T-h \leq t \leq T$ for some small $h>0$. We substitute $x=\hat{X}_{s}^{t, y}$ into ODEs (2) with $X_{s}^{t, \hat{X}_{s}^{t, y}}=$ $X_{s}^{t, \circ} \circ \hat{X}_{s}^{t, y}=y$. Then

$$
\left\{\begin{array}{l}
\hat{X}_{s}^{t, y}=y-\int_{t}^{s} b\left(r, \hat{X}_{s}^{r, y}, Y_{r}^{t, \hat{X}_{s}^{t, y}}\right) d r,  \tag{26}\\
Y_{s}^{t, \hat{X}_{s}^{t, y}}=h\left(X_{T}^{t, \hat{X}_{s}^{t, y}}\right)+\int_{s}^{T} f\left(r, X_{r}^{t, \hat{X}_{s}^{t, y}}, Y_{r}^{t, \hat{X}_{s}^{t, y}}\right) d r .
\end{array}\right.
$$

We differentiate (26) with respect to $y$ to get

$$
\begin{align*}
\nabla_{y} \hat{X}_{s}^{t, y} & =I-\int_{t}^{s} b_{x}^{\prime}\left(r, X_{r}^{t, \hat{X}_{s}^{t, y}}, Y_{r}^{t, \hat{X}_{s}^{t, y}}\right) \nabla_{y} X_{r}^{t, X_{s}^{t, y}} d r-\int_{t}^{s} b_{y}^{\prime}\left(r, X_{r}^{t, \hat{X}_{s}^{t, y}}, Y_{r}^{t, \hat{X}_{s}^{t, y}}\right) \nabla_{y} Y_{r}^{t, X_{s}^{t, y}} d r \\
& =I+J_{s}^{t}(y) . \tag{27}
\end{align*}
$$

We define $\rho(x):=e^{F(X)}$, so $F(x)$ is $C_{l, b}^{2}\left(\mathbb{R}^{n}\right)$. Using the differential equation for $F\left(\hat{X}_{s}^{t, y}\right)$ (see[10], pp. 262-263), we get

$$
F\left(\hat{X}_{s}^{t, y}\right)-F(y)=\int_{t}^{s} b\left(r, \hat{X}_{r}^{t, y}, Y_{r}^{t, \hat{X}_{s}^{t, y}}\right) \nabla_{x} F\left(\hat{X}_{r}^{t, y}\right) d r .
$$

It follows that

$$
\frac{\rho\left(\hat{X}_{s}^{t, y}\right)}{\rho(y)}=\exp \left(F\left(\hat{X}_{s}^{t, y}\right)-F(y)\right)=\exp \left(\int_{t}^{s} b\left(r, \hat{X}_{r}^{t, y}, Y_{r}^{t, \hat{X}_{s}^{t, y}}\right) \nabla_{x} F\left(\hat{X}_{r}^{t, y}\right) d r\right):=N_{t}^{s}(y) .
$$

Since the first derivatives of $F$ are bounded, it is easy to verify that $N_{t}^{s}(x)$ is bounded by Assumptions (H1) and (H4). Then there exist two constants $r>0$ and $R>0$ such that

$$
\begin{equation*}
r \leq N_{t}^{s}(y) \leq R, \quad \forall y \in \mathbb{R}^{n} . \tag{28}
\end{equation*}
$$

Since $J\left(\hat{X}_{s}^{t, y}\right):=\operatorname{det} \nabla_{y} \hat{X}_{s}^{t, y}$, from(27) we obtain

$$
1-\left\|J_{s}^{t}(y)\right\| \leq J_{s}^{t}\left(\hat{X}_{s}^{t, y}\right) \leq 1+\left\|J_{s}^{t}(y)\right\|
$$

We consider (27), apply the differential equation, and use a similar method in Proposition 2.3. Then there exists a constant $c_{0}>0$, depending only on $L, \mu, T$, and the bounds of the first-order derivatives of $b, f$, and $h$, such that

$$
\sup _{t \leq r \leq T}\left(\left\|\nabla_{y} X_{r}^{t, \hat{X}_{s}^{t, y}}\right\|^{2}+\left\|\nabla_{y} Y_{r}^{t, \hat{X}_{s}^{t, y}}\right\|^{2}\right) \leq c_{0}
$$

So

$$
\begin{equation*}
\left\|J_{s}^{t}(y)\right\|^{2} \leq c_{0}(s-t) \tag{29}
\end{equation*}
$$

By (28) and (29) the upper and lower bounds can be estimated as

$$
r\left(1-\sqrt{c_{0}(s-t)}\right) \leq \frac{J\left(\hat{X}_{s}^{t, y}\right) \rho\left(\hat{X}_{s}^{t, y}\right)}{\rho(y)} \leq R\left(1+\sqrt{c_{0}(s-t)}\right) .
$$

If $s-t$ is small enough, the lower bound $r\left(1-\sqrt{c_{0}(s-t)}\right)>0$. Therefore, we can take $h$ small enough such that (25) holds for $T-h \leq s \leq T$. Note that $c$ and $C$ do not depend on the initial value $y$. So we use the flow property $\hat{X}_{s}^{t, y}=\hat{X}_{r}^{t, \cdot} \circ \hat{X}_{s}^{r, y}, \forall t \leq r \leq s \leq T$ (from Remark 2.1) to drop the restriction $T-h \leq t \leq T$ and extend inequality (25) to the whole interval of $[t, T]$.
Finally, we prove (23). Using the change of variable $y=X_{s}^{t, x}$, we get

$$
\int_{\mathbb{R}^{n}}\left|\varphi\left(X_{s}^{t, x}\right)\right| \rho(x) d x=\int_{\mathbb{R}^{n}}|\varphi(y)| \rho(y) \frac{J\left(\hat{X}_{s}^{t, y}\right) \rho\left(\hat{X}_{s}^{t, y}\right)}{\rho(y)} d y
$$

By (25) we get (23). Moreover, for a function $(s, x) \rightarrow \Psi(s, x)$, we consider $x \rightarrow \Psi(s, x)$ in the same way as before. We integrate with respect to $s \in[t, T]$ to get (24). The lemma is proved.

Let the mollifier $K_{d}$ be defined as $K_{d}(x):=C_{d} \exp \left(\frac{-1}{1-|x|^{2}}\right)$ for $|x|<1$ and $K_{d}(x)=0$ otherwise, where $C_{d}$ is chosen such that $\int_{\mathbb{R}^{n}} K_{d}(x) d x=1$. Denote $K_{d}^{m}(x):=m^{d} K_{d}(m x)$. Suppose that $\phi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a Hölder-continuous function with exponent $\gamma \in(0,1)$ and define

$$
\phi^{m}(x):=\int_{\mathbb{R}^{n}} K_{d}^{m}(x-y) \phi(y) d y
$$

for $m>0$.
By [13] $\phi^{m}$ is a $C^{\infty}$ function and is Hölder-continuous with respect to exponent $\gamma$, Moreover, $\phi^{m} \rightarrow \phi$ uniformly on $\mathbb{R}$ as $m \rightarrow \infty$. Similarly, we define

$$
\begin{aligned}
& h^{m}(x)=\int_{\mathbb{R}^{n}} K_{d}^{m}\left(x-x^{\prime}\right) h\left(x^{\prime}\right) d x^{\prime}, \\
& b^{m}(r, x, y)=\int_{\mathbb{R}^{n} \times \mathbb{R}^{m}} K_{d}^{m}\left(x-x^{\prime}\right) K_{k}^{m}\left(y-y^{\prime}\right) b\left(r, x^{\prime}, y^{\prime}\right) d y, \\
& f^{m}(r, x, y)=\int_{\mathbb{R}^{n} \times \mathbb{R}^{m}} K_{d}^{m}\left(x-x^{\prime}\right) K_{k}^{m}\left(y-y^{\prime}\right) f\left(r, x^{\prime}, y^{\prime}\right) d y .
\end{aligned}
$$

It is easy to see that $\left(h^{m}(\cdot), b^{m}(t, \cdot, \cdot), f^{m}(t, \cdot, \cdot)\right)_{m \in N}$ are $C^{\infty}$ functions such that, for any $t \in[0, T], x \in \mathbb{R}^{n}$, and $y \in \mathbb{R}^{m},\left(b^{m}, f^{m}, h^{m}\right)(t, x, y) \rightarrow(b, f, h)(t, x, y)$ as $m \rightarrow \infty$. From the
definition we can easily check that, when $m$ is large enough, $h^{m}, b^{m}, f^{m}$ also satisfy Assumptions (H1)-(H3) independently of $m$. By [5] and Proposition 2.1 the smootherized ODEs

$$
\left\{\begin{array}{l}
\dot{X}_{s, m}^{t, x}=b^{m}\left(t, X_{s, m}^{t, x}, Y_{s, m}^{t, x}\right),  \tag{30}\\
-\dot{Y}_{s, m}^{t, x}=f^{m}\left(t, X_{s, m}^{t, x}, Y_{s, m}^{t, x}\right), \\
X_{t, m}^{t, x}=x, \quad Y_{T}=h\left(X_{T, m}^{t, x}\right),
\end{array}\right.
$$

have a unique solution $\left(X_{\cdot, m}^{t \cdot}, Y_{\cdot, m}^{t \cdot}\right) \in L^{2}\left([0, T] ; L_{\rho}^{2}\left(\mathbb{R}^{n} ; \mathbb{R}^{n}\right)\right) \otimes L^{2}\left([0, T] ; L_{\rho}^{2}\left(\mathbb{R}^{n} ; \mathbb{R}^{m}\right)\right)$.
We define $Y_{t, m}^{t, x}$ by a function $u_{m}$ from $[0, T] \times \mathbb{R}^{n}$ to $\mathbb{R}^{m}$ :

$$
u_{m}(t, x):=Y_{t, m}^{t, x} .
$$

Lemma 4.2 Under Assumptions (H1) and (H2), ( $\left.X_{\cdot, m}^{t, \cdot}, Y_{\cdot, m}^{t, \cdot}\right) \rightarrow\left(X^{t,}, Y_{.,}^{t \cdot}\right)$ in $L^{2}([0, T]$; $\left.L_{\rho}^{2}\left(\mathbb{R}^{n} ; \mathbb{R}^{n}\right)\right) \otimes L^{2}\left([0, T] ; L_{\rho}^{2}\left(\mathbb{R}^{n} ; \mathbb{R}^{m}\right)\right)$ as $m \rightarrow \infty$.

Proof We set $\tilde{X}_{s}^{t, x}=X_{s, m}^{t, x}-X_{s}^{t, x}$ and $\tilde{Y}_{s}^{t, x}=Y_{s, m}^{t, x}-Y_{s}^{t, x}$. Applying the differential equation tor $\left\langle G \tilde{X}_{s}^{t, x}, \tilde{Y}_{s}^{t, x}\right\rangle$ and a similar method as in Proposition 2.1, we get

$$
\begin{aligned}
&\left\langle G \hat{X}_{T}^{t, x}, h_{m}\left(X_{T}\right)-h\left(X_{T}\right)\right\rangle+U_{1} \int_{t}^{T}\left\langle G \hat{X}_{s}, G \hat{X}_{s}\right\rangle d s+U_{2} \int_{t}^{T}\left\langle G^{\top} \hat{Y}_{s}, G^{\top} \hat{Y}_{s}\right\rangle d s \\
& \leq-\int_{t}^{T}\left\langle G \hat{X}_{s}, f_{m}\left(s, X_{s}^{t, x}, Y_{s}^{t, x}\right)-f\left(s, X_{s}^{t, x}, Y_{s}^{t, x}\right)\right\rangle d s \\
&+\int_{t}^{T}\left\langle G \hat{X}_{s}, b_{m}\left(s, X_{s}^{t, x}, Y_{s}^{t, x}\right)-b\left(s, X_{s}^{t, x}, Y_{s}^{t, x}\right\rangle d s\right. \\
& \rightarrow 0 \quad \text { as } m \rightarrow \infty
\end{aligned}
$$

Eventually, by (3) and the definition of $\rho$, similarly to the discussion in Proposition 2.1, we have $\left(X_{,, m}^{t, \cdot}, Y_{,, m}^{t,}\right) \rightarrow\left(X_{.,}^{t,}, Y_{.,}^{t \cdot}\right)$ in $L^{2}\left([0, T] ; L_{\rho}^{2}\left(\mathbb{R}^{n} ; \mathbb{R}^{n}\right)\right) \otimes L^{2}\left([0, T] ; L_{\rho}^{2}\left(\mathbb{R}^{n} ; \mathbb{R}^{m}\right)\right)$ as $m \rightarrow \infty$.

Theorem 4.2 Under Assumptions (H1), (H2), and (H4), the function $u(t, x)$ defined by (10) is the unique Sobolev weak solution of PDE (1) with $u(T, x)=h(x)$.

Proof Existence. By Lemma 4.1 and Proposition 2.1 we have

$$
\begin{aligned}
\int_{0}^{T} \int_{\mathbb{R}^{n}}|u(s, x)|^{2} \rho^{-1}(x) d x d s & \leq C \int_{0}^{T} \int_{\mathbb{R}^{n}}\left|u\left(s, X_{s}^{t, x}\right)\right|^{2} \rho^{-1}(x) d x d s \\
& =C \int_{0}^{T} \int_{\mathbb{R}^{n}}\left|Y_{s}^{t, x}\right|^{2} \rho^{-1}(x) d x d s<\infty .
\end{aligned}
$$

So $u(s, x) \in L^{2}\left([0, T] ; L_{\rho}^{2}\left(\mathbb{R}^{n} ; \mathbb{R}^{m}\right)\right)$.
From the structure of smootherized ODEs (30) and Theorem 3.1 we get that $u_{m}(t, x):=$ $Y_{t, m}^{t, x}$ is the unique classical solution of the following PDFs:

$$
\left\{\begin{array}{l}
\partial_{t} u_{m}(t, x)+\nabla_{x} u_{m}(t, x) b_{m}\left(t, x, u_{m}(t, x)\right)+f_{m}\left(t, x, u_{m}(t, x)\right)=0, \\
u_{m}(T, x)=h_{m}(x), \quad(t, x) \in[0, T] \times \mathbb{R}^{n} .
\end{array}\right.
$$

Moreover, by the integration-by-parts formula it is easy to verify that $u_{m}(t, x)$ also satisfies the following weak formulation: for any smooth test function $\varphi \in C_{c}^{1, \infty}\left([0, T] \times \mathbb{R}^{n} ; \mathbb{R}^{m}\right)$,

$$
\begin{align*}
& \int_{t}^{T} \int_{\mathbb{R}^{n}} u_{m}(s, x) \partial_{s} \varphi(s, x) d x d s+\int_{\mathbb{R}^{n}} u_{m}(t, x) \varphi(t, x) d x-\int_{\mathbb{R}^{n}} u_{m}(T, x) \varphi(T, x) d x \\
& \quad+\int_{t}^{T} \int_{\mathbb{R}^{n}} \nabla_{x}\left(b\left(s, x, u_{m}(s, x)\right) \varphi(s, x)\right) u_{m}(s, x) d x d s \\
& =\int_{t}^{T} \int_{\mathbb{R}^{n}} f\left(s, x, u_{m}(s, x)\right) \varphi(s, x) d x d s \tag{31}
\end{align*}
$$

Now we verify that $u(t, x)$ satisfies (22) with $u(T, x)=h(x)$ by passing the limit for $u_{m}$ in $L_{\rho}^{2}$ in (31). We only show the convergence of the last term. By the Lipschitz assumption and the fact that $f^{m} \rightarrow f$ in the $L_{\rho}^{2}$ sense as $m \rightarrow \infty$, for any $\Psi \in C_{c}^{1, \infty}\left([0, T] \times \mathbb{R}^{n}\right)$, we have

$$
\begin{aligned}
& \left|\int_{t}^{T} \int_{\mathbb{R}^{n}} f^{m}\left(s, x, u^{m}(s, x)\right) \Psi(s, x) d x d s-\int_{t}^{T} \int_{\mathbb{R}^{n}} f(s, x, u(s, x)) \Psi(s, x) d x d s\right|^{2} \\
& \leq \leq C_{p} \int_{t}^{T} \int_{\mathbb{R}^{n}}\left|f^{m}\left(s, x, u^{m}(s, x)\right)-f^{m}(s, x, u(s, x))\right|^{2} \Psi(s, x) d x d s \\
& \quad+\int_{t}^{T} \int_{\mathbb{R}^{n}}\left|f^{m}(s, x, u(s, x))-f(s, x, u(s, x))\right|^{2} \Psi(s, x) d x d s \\
& \leq \\
& \left.\quad C_{p, L} \int_{t}^{T} \int_{\mathbb{R}^{n}} \mid u^{m}(s, x)-u(s, x)\right)\left.\right|^{2} \Psi(s, x) d x d s \\
& \quad+\int_{t}^{T} \int_{\mathbb{R}^{n}}\left|f^{m}(s, x, u(s, x))-f(s, x, u(s, x))\right|^{2} \Psi(s, x) d x d s \\
& \quad \rightarrow 0 \quad \text { as } m \rightarrow \infty
\end{aligned}
$$

Therefore $u(t, x)$ satisfies (22) and is a Sobolev weak solution of (1) with $u(T, x)=h(x)$.
Uniqueness. Let $v$ be another solution of PDE (1). By Definition 4.1, we get:

$$
\begin{align*}
\int_{t}^{T} & \int_{\mathbb{R}^{n}} v(s, x) \partial_{s} \varphi(s, x) d x d s+\int_{\mathbb{R}^{n}} v(t, x) \varphi(t, x) d x-\int_{\mathbb{R}^{n}} v(T, x) \varphi(T, x) d x \\
\quad & +\int_{t}^{T} \int_{\mathbb{R}^{n}} v(s, x) \nabla_{x}(b(s, x, u(s, x)) \varphi(s, x)) d x d s \\
= & \int_{t}^{T} \int_{\mathbb{R}^{n}} f(s, x, u(s, x)) \varphi(t, x) d x d s \tag{32}
\end{align*}
$$

By Lemma 4.3 in [8], for the test function $\psi_{t}(s)=\varphi\left(\hat{X}_{s}^{t}\right) J\left(\hat{X}_{s}^{t}\right)$, we obtain

$$
\begin{equation*}
\int_{s}^{T} \int_{\mathbb{R}^{n}} v(s, x) \partial_{s} \varphi(s, x) d x d s=-\int_{t}^{T} \int_{\mathbb{R}^{n}} v(s, x) \nabla_{x}(b(s, x, u(s, x)) \varphi(s, x)) d x d s \tag{33}
\end{equation*}
$$

Taking (33) into (32), we get

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} v(t, x) \varphi(t, x) d x-\int_{\mathbb{R}^{n}} v(T, x) \varphi(T, x) d x=\int_{t}^{T} \int_{\mathbb{R}^{n}} f(s, x, u(s, x)) \varphi(t, x) d x d s \tag{34}
\end{equation*}
$$

Let us make the change of variable $y=\hat{X}_{s}^{t, x}$ in each term of (34). Then (34) becomes

$$
\int_{\mathbb{R}^{n}} v\left(t, X_{s}^{t, y}\right) \varphi(y) d y-\int_{\mathbb{R}^{n}} h\left(T, X_{T}^{t, y}\right) \varphi(y) d y=\int_{t}^{T} \int_{\mathbb{R}^{n}} f\left(s, X_{s}^{t, y}, u\left(s, X_{s}^{t, y}\right)\right) \varphi(y) d y d s .
$$

Since $\varphi$ is arbitrary, we can prove that, for almost every $y$,

$$
v\left(t, X_{s}^{t, y}\right)=h\left(T, X_{T}^{t, y}\right)+\int_{t}^{T} f\left(s, X_{s}^{t, y}, u\left(s, X_{s}^{t, y}\right)\right) d s
$$

Then we get that $v\left(s, X_{s}^{t, x}\right)$ is a solution of ODEs (2), and we obtain the uniqueness result by the uniqueness of the solution of ODEs (2), and the proof is completed.

## 5 Viscosity solution to the PDE

In this section, we prove that the function $u(t, x)$ defined by (10) is the unique viscosity solution of PDE (1) under Assumptions (H1) and (H2). We first recall the definition of a viscosity solution for (1) from [14] and [15].

Definition 5.1 Let $u$ be a continuous function on $[0, T] \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ satisfying $u_{i}(T, x)=$ $h_{i}(x), x \in \mathbb{R}^{n}, 1 \leq i \leq m$. It is called a viscosity subsolution (resp., supersolution) of PDE (1) if for any $1 \leq i \leq m,(t, x) \in[0, T) \times \mathbb{R}^{n}$, and $\varphi \in C^{1,1}\left([0, T] \times \mathbb{R}^{n} ; R\right)$ such that $\left(\varphi-u_{i}\right)$ attains a local minimum (resp., maximum) at $(t, x), \varphi(t, x)-u_{i}(t, x)=0$, such that

$$
\begin{aligned}
& \partial_{t} \varphi(t, x)+\nabla_{x} \varphi(t, x) b(t, x, u(t, x))+f_{i}(t, x, u(t, x)) \geq 0, \\
& \left(\text { resp. } \partial_{t} \varphi(t, x)+\nabla_{x} \varphi(t, x) b(t, x, u(t, x))+f_{i}(t, x, u(t, x)) \leq 0\right) .
\end{aligned}
$$

A function $u$ is called a viscosity solution of PDE (1) if it is both a viscosity subsolution and a viscosity supersolution.

Theorem 5.1 Let Assumptions (H1) and (H2) hold. The function $u(t, x)$ defined by (10) is continuous and is a viscosity solution of PDE (1).

Proof The continuity of $u$ follows from Proposition 2.2. Next, we only show that $u$ is a viscosity subsolution of PDE (1). A similar argument would show that $u$ is also a viscosity supersolution.

Let $(t, x) \in[0, T) \times \mathbb{R}^{n}, \varphi \in C^{1,1}\left([0, T) \times \mathbb{R}^{n} ; R\right)$, and let $\left(\varphi-u_{i}\right)$ attain a local minimum at $(t, x), \varphi(t, x)-u_{i}(t, x)=0$. Assuming that

$$
\partial_{t} \varphi(t, x)+\nabla_{x} \varphi(t, x) b(t, x, u(t, x))+f_{i}(t, x, u(t, x))<0
$$

we will obtain a contradiction.
It follows from above that there exists $0<\alpha<T-t$ such that, for all $(s, y) \in[t, T] \times \mathbb{R}^{n}$ satisfying $t \leq s \leq t+\alpha$,

$$
u_{i}(s, y) \leq \phi(s, y)
$$

and

$$
\partial_{t} \varphi(s, y)+\nabla_{x} \varphi(t, x), b(s, y, u(s, y))+f_{i}\left(s, y, u_{i}(s, y)\right)<0 .
$$

We denote

$$
t^{\star}:=\inf \left\{s>t:\left|X_{s}-x\right| \geq \alpha\right\} \wedge(t+\alpha)
$$

From ODEs (2) we have

$$
\begin{aligned}
& Y_{s}^{t, x}=Y_{T}+\int_{s}^{T} f\left(r, X_{r}^{t, x}, u\left(r, X_{r}^{t, x}\right)\right) d r, \\
& Y_{t^{\star}}^{t, x}=Y_{T}+\int_{t^{\star}}^{T} f\left(r, X_{r}^{t, x}, u\left(r, X_{r}^{t, x}\right)\right) d r .
\end{aligned}
$$

Then we get

$$
Y_{s}^{t, x}=Y_{t^{\star}}^{t, x}+\int_{s \wedge t^{\star}}^{t^{\star}} f\left(r, X_{r}^{t, x}, u\left(r, X_{r}^{t, x}\right) d r .\right.
$$

Since $Y_{t^{\star}}^{t, x}=u\left(t^{\star}, X_{t^{\star}}^{t, x}\right)$, we have

$$
\begin{align*}
& Y_{s}^{t, x}=u\left(t^{\star}, X_{t^{\star}}^{t, x}\right)+\int_{s \wedge t^{\star}}^{t^{\star}} f\left(r, X_{r}^{t, x}, u\left(r, X_{r}^{t, x}\right) d r\right. \\
& Y_{s}^{t, x, i}=u_{i}\left(t^{\star}, X_{t^{\star}}^{t, x}\right)+\int_{s \wedge t^{\star}}^{t^{\star}} f_{i}\left(r, X_{r}^{t, x}, u\left(r, X_{r}^{t, x}\right) d r .\right. \tag{35}
\end{align*}
$$

Let $\hat{Y}_{s}=\varphi\left(s, X_{s}^{t, x}\right)$. By the differential equation,

$$
\begin{align*}
& d \hat{Y}_{s}=\partial_{t} \varphi\left(s, X_{s}^{t, x}\right) d s+\nabla_{x} \varphi\left(s, X_{s}^{t, x}\right) b\left(s, X_{s}^{t, x}, u\left(s, X_{s}^{t, x}\right)\right) d s \\
& \hat{Y}_{s}=\varphi\left(t^{\star}, X_{t^{\star}}^{t, x}\right)-\int_{s \wedge t^{\star}}^{t^{\star}}\left[\partial_{t} \varphi\left(r, X_{r}^{t, x}\right) d s+\nabla_{x} \varphi\left(r, X_{r}^{t, x}\right) b\left(r, X_{r}^{t, x}, u\left(r, X_{s}^{t, x}\right)\right)\right] d r . \tag{36}
\end{align*}
$$

We consider the difference between (35) and (36):

$$
\begin{aligned}
\hat{Y}_{s}-Y_{s}^{t, x, i}= & \varphi\left(t^{\star}, X_{t^{\star}}^{t, x}\right)-u_{i}\left(t^{\star}, X_{t^{\star}}^{t, x}\right) \\
& -\int_{s \wedge t^{\star}}^{t^{\star}}\left[\partial_{t} \varphi\left(r, X_{r}^{t, x}\right) d s+\nabla_{x} \varphi\left(r, X_{r}^{t, x}\right) b\left(r, X_{r}^{t, x}, u\left(r, X_{s}^{t, x}\right)\right)\right. \\
& \left.+f_{i}\left(r, X_{r}^{t, x}, u\left(r, X_{r}^{t, x}\right)\right)\right] d r .
\end{aligned}
$$

From the definition of $t^{\star}$ we have

$$
\varphi\left(t^{\star}, X_{t^{\star}}^{t, x}\right)-u_{i}\left(t^{\star}, X_{t^{\star}}^{t, x}\right) \geq 0
$$

and

$$
-\beta(r)=\partial_{t} \varphi\left(r, X_{r}^{t, x}\right)+\nabla_{x} \varphi\left(r, X_{r}^{t, x}\right) b\left(r, X_{r}^{t, x}, u\left(r, X_{s}^{t, x}\right)\right)+f_{i}\left(r, X_{r}^{t, x}, u\left(r, X_{r}^{t, x}\right)\right)<0 .
$$

Then

$$
\hat{Y}_{s}-Y_{s}^{t, x, i}=\varphi\left(t^{\star}, X_{t^{\star}}^{t, x}\right)-u_{i}\left(t^{\star}, X_{t^{\star}}^{t, x}\right)+\int_{t}^{t^{\star}} \beta(r) d r>0
$$

a contradiction with $\varphi(t, x)=u(t, x)$.

Remark 5.1 It is obvious that if a function $u$ is Lipschitz continuous in $x$ and continuous in $t$, then $u$ satisfies the linear growth assumption, that is, there exists a constant $C>0$ such that

$$
\begin{equation*}
|u(t, x)| \leq C(1+|x|), \quad \forall(t, x) \in[0, T] \times \mathbb{R}^{n} . \tag{37}
\end{equation*}
$$

Lemma 5.1 Let Assumptions (H1) and (H2) hold, let $u, v \in C\left([0, T] \times \mathbb{R}^{n}\right)$ be Lipschitz continuous in $x$, and let $u$ be a viscosity subsolution and $v$ be a viscosity supersolution of PDE (1). Then the function $\omega:=u-v$ is a viscosity subsolution of the following PDE:

$$
\left\{\begin{array}{l}
\partial_{t} \omega(t, x)+C(1+|x|)\left|\nabla_{x} \omega(t, x)\right|+C|\omega(t, x)|=0  \tag{38}\\
\omega(T, x)=0
\end{array}\right.
$$

where C is a constant only depending on the Lipschitz constants and the linear constants of $b, f$.

Proof Let $\varphi \in C^{1,1}\left([0, T] \times \mathbb{R}^{n}\right)$, and let $\left(t_{0}, x_{0}\right) \in[0, t] \times \mathbb{R}^{n}$ be a global maximum point of $\omega_{i}-\varphi$ for some $1 \leq i \leq m$.

We introduce the function

$$
\psi_{\alpha, \beta}(t, x, s, y)=u_{i}(t, x)-v_{i}(s, y)-\frac{|x-y|^{2}}{\alpha}-\frac{(t-s)^{2}}{\beta}-\varphi(t, x)
$$

where $\alpha, \beta$ are positive parameters devoted to zero.
Let $(\bar{t}, \bar{x}, \bar{s}, \bar{y})$ be a global maximum point of $\psi_{\alpha, \beta}$ in $\left([0, T] \times \bar{B}_{R}\right)^{2}$, where $B_{R}$ is a ball with large radius $R$. We drop the dependence of $\bar{t}, \bar{x}, \bar{s}, \bar{y}$ on $\alpha$ and $\beta$ for simplicity of notations.

Noting that

$$
\psi_{\alpha, \beta}(\bar{t}, \bar{x}, \bar{s}, \bar{y}) \geq \max _{(t, x) \in[0, T] \times \bar{B}_{R}} \psi_{\alpha, \beta}(t, x, t, x),
$$

we have

$$
\begin{align*}
& u_{i}(\bar{t}, \bar{x})-v_{i}(\bar{s}, \bar{y})-\frac{|\bar{x}-\bar{y}|^{2}}{\alpha}-\frac{|\bar{t}-\bar{s}|^{2}}{\beta}-\varphi(\bar{t}, \bar{x}) \\
& \quad \geq \max _{[0, T] \times \bar{B}_{R}}\left[u_{i}(t, x)-v_{i}(t, x)-\varphi(t, x)\right]:=M \tag{39}
\end{align*}
$$

We set

$$
N=\max _{(t, x, s, y) \in\left([0, T] \times \bar{B}_{R}\right)^{2}}\left(u_{i}(t, x)-v_{i}(s, y)-\varphi(t, x)\right) .
$$

Then we have

$$
\frac{|\bar{x}-\bar{y}|^{2}}{\alpha}+\frac{|\bar{t}-\bar{s}|^{2}}{\beta} \leq-M+N .
$$

Since $[0, T] \times \bar{B}_{R}$ is compact, we can find $\left(x_{0}, y_{0}\right) \in[0, T] \times \bar{B}_{R}$ and $\alpha_{k}, \beta_{k}>0$ such that $(\bar{t}, \bar{x})$ and $(\bar{s}, \bar{y})$ tend to $\left(t_{0}, x_{0}\right)$ as $\alpha_{k}$ and $\beta_{k}$ tend to 0 .

Relation (39) again implies

$$
\begin{aligned}
0 & \leq \liminf _{\alpha, \beta \rightarrow 0}\left(\frac{|\bar{x}-\bar{y}|^{2}}{\alpha}+\frac{|\bar{t}-\bar{s}|^{2}}{\beta}\right) \\
& \leq \limsup _{\alpha, \beta \rightarrow 0}\left(\frac{|\bar{x}-\bar{y}|^{2}}{\alpha}+\frac{|\bar{t}-\bar{s}|^{2}}{\beta}\right) \\
& \leq \limsup _{\alpha, \beta \rightarrow 0}\left(u_{i}(\bar{t}, \bar{x})-v_{i}(\bar{s}, \bar{y})-\varphi(\bar{t}, \bar{x})\right)-M \\
& =0 .
\end{aligned}
$$

We have

$$
\lim _{\alpha \rightarrow 0} \frac{|\bar{x}-\bar{y}|^{2}}{\alpha}=\lim _{\beta \rightarrow 0} \frac{|\bar{t}-\bar{s}|^{2}}{\beta}=0
$$

Letting $\alpha$ and $\beta$ tend to 0 , we get that $\left(t_{0}, x_{0}\right)$ is a global maximum point of $u_{i}-v_{i}-\varphi$ in $[0, T] \times \bar{B}_{R}$.
Now we are going to use the definition of the viscosity solution. By the definition of $(\bar{t}, \bar{x}, \bar{s}, \bar{y})$ the function

$$
(t, x) \mapsto u_{i}(t, x)-\left(v_{i}(s, y)+\frac{|x-y|^{2}}{\alpha}+\frac{(t-s)^{2}}{\beta}+\varphi(t, x)\right)
$$

attains a global maximum point at $(\bar{t}, \bar{x})$ in $[0, T] \times \bar{B}_{R}$. Hence we have

$$
\frac{2(\bar{t}-\bar{s})}{\beta}+\partial_{t} \varphi(\bar{t}, \bar{x})+\left(\frac{2(\bar{x}-\bar{y})^{\top}}{\alpha}+\nabla_{x} \varphi(\bar{t}, \bar{x})\right) b(\bar{t}, \bar{x}, u(\bar{t}, \bar{x}))+f_{i}(\bar{t}, \bar{x}, u(\bar{t}, \bar{x})) \geq 0
$$

Similarly, the function

$$
(s, y) \mapsto v_{i}(s, y)-\left(u_{i}(t, x)-\frac{|x-y|^{2}}{\alpha}-\frac{(t-s)^{2}}{\beta}-\varphi(t, x)\right)
$$

attains a global minimum point at $(\bar{s}, \bar{y})$ in $[0, T] \times \bar{B}_{R}$. Thus

$$
\frac{2(\bar{t}-\bar{s})}{\beta}+\frac{2(\bar{x}-\bar{y})^{\top}}{\alpha} b(\bar{s}, \bar{y}, v(\bar{s}, \bar{y}))+f_{i}(\bar{s}, \bar{y}, v(\bar{s}, \bar{y})) \geq 0
$$

Considering the difference between the last inequalities, we obtain

$$
\begin{aligned}
0 \leq & \partial_{t} \varphi(\bar{t}, \bar{x})+\frac{2(\bar{x}-\bar{y})^{\top}}{\alpha}[b(\bar{t}, \bar{x}, u(\bar{t}, \bar{x}))-b(\bar{s}, \bar{y}, v(\bar{s}, \bar{y}))] \\
& +D \varphi(\bar{t}, \bar{x}) b(\bar{t}, \bar{x}, u(\bar{t}, \bar{x}))+f_{i}(\bar{t}, \bar{x}, u(\bar{t}, \bar{x}))-f_{i}(\bar{s}, \bar{y}, v(\bar{s}, \bar{y})) \\
\leq & \partial_{t} \varphi(\bar{t}, \bar{x})+\frac{2|\bar{x}-\bar{y}|}{\alpha}[|b(\bar{t}, \bar{x}, u(\bar{t}, \bar{x}))-b(\bar{t}, \bar{y}, u(\bar{t}, \bar{x}))| \\
& +|b(\bar{t}, \bar{y}, u(\bar{t}, \bar{x}))-b(\bar{t}, \bar{y}, v(\bar{t}, \bar{x}))|+|b(\bar{t}, \bar{y}, v(\bar{t}, \bar{x}))-b(\bar{t}, \bar{y}, v(\bar{t}, \bar{y}))|] \\
& +|D \varphi(\bar{t}, \bar{x}) b(\bar{t}, \bar{x}, u(\bar{t}, \bar{x}))|+\left|f_{i}(\bar{t}, \bar{x}, u(\bar{t}, \bar{x}))-f_{i}(\bar{t}, \bar{y}, u(\bar{t}, \bar{x}))\right| \\
& \left.+\left|f_{i}(\bar{t}, \bar{y}, u(\bar{t}, \bar{x}))-f_{i}(\bar{t}, \bar{y}, v(\bar{t}, \bar{x}))\right|+\left|f_{i}(\bar{t}, \bar{y}, v(\bar{t}, \bar{x}))-f_{i}(\bar{t}, \bar{y}, v(\bar{t}, \bar{y}))\right|\right] \mid .
\end{aligned}
$$

By the Lipschitz continuity and the linear growth property of $b$ and $f$, letting $\beta$ tend to zero, the above inequality becomes

$$
\begin{aligned}
0 \leq & \partial_{t} \varphi(\bar{t}, \bar{x})+\frac{2|\bar{x}-\bar{y}|}{\alpha} \times C[|\bar{x}-\bar{y}|+|u(\bar{t}, \bar{x})-v(\bar{t}, \bar{x})|+|v(\bar{t}, \bar{x})-v(\bar{t}, \bar{y})|] \\
& +C(1+|\bar{x}|+\mid u(\bar{t}, \bar{x}))\left|\nabla_{x} \varphi(\bar{t}, \bar{x})\right| \\
& +C[|\bar{x}-\bar{y}|+|u(\bar{t}, \bar{x})-v(\bar{t}, \bar{x})|+|v(\bar{t}, \bar{x})-v(\bar{t}, \bar{y})|] .
\end{aligned}
$$

Letting $\alpha \rightarrow 0$, we have $\frac{2|\bar{x}-\bar{y}|}{\alpha} \rightarrow 0$. We get

$$
\partial_{t} \varphi\left(t_{0}, x_{0}\right)+C\left(1+\left|x_{0}\right|\right)\left|\nabla_{x} \varphi\left(t_{0}, x_{0}\right)\right|+C\left|\omega_{i}\left(t_{0}, x_{0}\right)\right| \geq 0 .
$$

Since $\left(t_{0}, x_{0}\right)$ is a maximum point of $\omega_{i}-\varphi$, by Definition 5.1 the function $\omega$ is a subsolution of $\operatorname{PDE}$ (35), and we conclude the proof.

Lemma 5.2 Let Assumptions (H1) and (H2) hold. For any $A>0$, there exists $C_{1}>0$ such that the function

$$
\chi(t, x)=\exp \left\{\left(C_{1}(T-t)+A\right) \psi(x)\right\},
$$

where

$$
\psi(x)=\left[\log \left(\left(|x|^{2}+1\right)^{\frac{1}{2}}\right)\right]^{2},
$$

satisfies

$$
\partial_{t} \chi(t, x)+C(1+|x|)\left|\nabla_{x} \chi(t, x)\right|+C \chi(x)<0
$$

in $\left[t_{1}, T\right] \times \mathbb{R}^{n}$. Here $t_{1}=T-\frac{A}{C_{1}}$.
Proof By the definition of $\chi$ and $\psi$ we have

$$
\left|\nabla_{x} \psi(x)\right| \leq \frac{2[\psi(x)]^{\frac{1}{2}}}{\left(1+|x|^{2}\right)^{\frac{1}{2}}}
$$

Then we have

$$
\begin{aligned}
\mid \nabla_{x} \chi(t, x) & \leq\left(C_{1}(T-t)+A\right) \chi(t, x)\left|\nabla_{x} \psi(x)\right| \\
& \leq C \chi(t, x) \frac{[\psi(x)]^{\frac{1}{2}}}{\left(1+|x|^{2}\right)^{\frac{1}{2}}} .
\end{aligned}
$$

Because of the choice of $t_{1}$, these estimates do not depend on $C_{1}$. Easy computations yield

$$
\begin{aligned}
& \partial_{t} \chi(t, x)+C(1+|x|)\left|\nabla_{x} \chi(t, x)\right|+C \chi(x) \\
& \quad \leq\left(-C_{1} \psi(x)+C(1+|x|) \frac{[\psi(x)]^{\frac{1}{2}}}{\left(1+|x|^{2}\right)^{\frac{1}{2}}}+C\right) \chi(t, x) .
\end{aligned}
$$

Since $\psi(x)>1$, it is clear that when $C_{1}$ is large enough, the quantity in the brackets is negative, and the proof is complete.

Theorem 5.2 Let Assumptions (H1) and (H2) hold. Then there exists at most one viscosity solution of PDE (1) in the class of continuous functions that are Lipschitz continuous in the spatial variable $x$.
In particular, the function $u(t, x)=Y_{t}^{t, x}$ is the unique viscosity solution of (1) in the class of continuous functions that are Lipschitz continuous in the spatial variable $x$.

Proof First, we will show that $\omega=u-v$ satisfies

$$
|\omega(t, x)| \leq \alpha \chi(t, x), \quad[0, T] \times \mathbb{R}^{n}
$$

for any $\alpha>0$. Then, we let $\alpha$ tend to zero.
By (37), to prove this inequality, we first remark that

$$
\lim _{|x| \rightarrow \infty}|\omega(t, x)| e^{-A\left[\log \left(\left(|x|^{2}+1\right)^{\frac{1}{2}}\right)\right]^{2}}=0
$$

uniformly for $t \in[0, T]$ and for some $A>0$. This implies, in particular, that $\omega(t, x)-\alpha \chi(t, x)$ is bounded from above in $\left[t_{1}, T\right] \times \mathbb{R}^{n}$ for any $\alpha>0$, and we have that

$$
M:=\max _{1 \leq i \leq m} \max _{\left[t_{1}, T\right] \times \mathbb{R}^{n}}\left(\left|\omega_{i}\right|-\alpha \chi\right)(t, x) e^{-L(T-t)}
$$

is achieved at some point $\left(t_{0}, x_{0}\right) \in\left[t_{1}, T\right] \times \mathbb{R}^{n}$. Since $|\cdot|$ is the supremum norm in $\mathbb{R}^{m}$, we have

$$
M:=\max _{\left[t_{1}, T\right] \times \mathbb{R}^{n}}(|\omega|-\alpha \chi)(t, x) e^{-L(T-t)}
$$

and $\left|\omega_{i_{0}}\left(t_{0}, x_{0}\right)\right|=\left|\omega\left(t_{0}, x_{0}\right)\right|$. We may assume w.l.o.g. that $\left|\omega_{i_{0}}\left(t_{0}, x_{0}\right)\right| \neq 0$; otherwise, we are done.
Then we have $\left|\omega_{i_{0}}\left(t_{0}, x_{0}\right)\right|>0$.
From the maximum point property we deduce that

$$
\omega_{i_{0}}(t, x)-\alpha \chi(t, x) \leq\left(\omega_{i_{0}}\left(t_{0}, x_{0}\right)-\alpha \chi\left(t_{0}, x_{0}\right)\right) e^{-L\left(t-t_{0}\right)}, \quad(t, x) \in\left[t_{1}, T\right] \times \mathbb{R}^{n}
$$

We define

$$
\varphi(t, x)=\alpha \chi(t, x)+\left(\omega_{i_{0}}\left(t_{0}, x_{0}\right)-\alpha \chi\left(t_{0}, x_{0}\right)\right) e^{-L\left(t-t_{0}\right)}
$$

and get

$$
\left(\omega_{i_{0}}-\varphi\right)(t, x) \leq\left(\omega_{i_{0}}-\varphi\right)\left(t_{0}, x_{0}\right), \quad(t, x) \in\left[t_{1}, T\right] \times \mathbb{R}^{n}
$$

Since $\varphi\left(t_{0}, x_{0}\right)=\omega_{i_{0}}\left(t_{0}, x_{0}\right)>0$ and Lemma 5.1, we have

$$
\partial_{t} \varphi\left(t_{0}, x_{0}\right)+C\left(1+\left|x_{0}\right|\right)\left|\nabla_{x} \varphi\left(t_{0}, x_{0}\right)\right| \geq 0
$$

for all $t_{0} \in\left[t_{1}, T\right)$. By the definition of $\varphi$ we can rewrite this inequality as

$$
\partial_{t} \chi\left(t_{0}, x_{0}\right)+C\left(1+\left|x_{0}\right|\right)\left|\nabla_{x} \chi\left(t_{0}, x_{0}\right)\right|+C \chi\left(t_{0}, x_{0}\right) \geq 0 .
$$

This is a contradiction with Lemma 5.1. Thus $t_{0}=T$. Since $|\omega(T, x)|=0$, we have

$$
|u(t, x)-v(t, x)| \leq \alpha \chi(t, x), \quad(t, x) \in\left[t_{1}, T\right] \times \mathbb{R}^{n} .
$$

Letting $\alpha$ tend to zero, we obtain

$$
u(t, x)=v(t, x), \quad(t, x) \in\left[t_{1}, T\right] \times \mathbb{R}^{n} .
$$

Applying successively the same argument on the intervals $\left[t_{2}, t_{1}\right]$, where $t_{2}=\left(t_{1}-A / C_{1}\right)^{+}$, and then, if $t_{2}>0$, then on $\left[t_{3}, t_{2}\right]$, where $t_{3}=\left(t_{2}-A / C_{1}\right)^{+}$, and so on, we finally obtain that

$$
u(t, x)=v(t, x), \quad(t, x) \in[0, T] \times \mathbb{R}^{n} .
$$

The proof is complete.

## 6 Conclusion

In this paper, to our best knowledge, we are the first to study this kind of PDE systems associated with the two-point boundary value problems. The distinguishing feature is that we consider the coefficient $b$ of PDE (1) dependent on $u(t, x)$. We give three kinds of solutions of PDE (1). The first one is the classical solution, which needs the coefficients of ODEs (2) be twice continuously differentiable with bounded derivatives besides the usual assumptions in [5]. If the coefficient $b$ of ODEs (2) is only once continuously differentiable with bounded derivatives and if $f$ satisfies the usual Lipschitz condition, then we can prove that the associated PDE has a unique weak solution in the Sobolev space. In addition, we also prove that the function defined by the solution of ODEs (2) is the unique viscosity solution of PDE (1) if the coefficients of ODEs (2) only satisfy the usual assumptions and Lipschitz condition. This kind of two-point boundary problems is quite important in the ordinary differential equations and has meaningful applications in optimal control theory. By virtue of the solution of PDE (1) we give a method to solve the numerical solution of the two-point boundary value problem and provide a powerful tool to solve the related optimal control problems.
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