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Abstract

In this paper, we consider the generalized logistic equation with nonlocal reaction
term

—Au:u(k+b/u’dx—f(u)) in €, u>0 inS, u=0 ondf.
Q

Using the bifurcation and sub-supersolution method, we obtain the non-existence,
existence, and unigueness of positive solutions for different parameters on the
nonlocal terms. Our works about the nonlocal elliptic problem improve the results in
the previous literature.
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1 Introduction

In this paper, we consider the nonlocal elliptic boundary value problem

—Au=u(r+b [u dx—f(u), ing,
u>0, ing, (1.1)
u=0, ondQ.

Here Q is a bounded domain in RN, N > 2, with C*# boundary 92, A, b€ R, r>0, B €
(0,1), and f(u) is a polynomial denoted by

n
f(u):Za,»uk", a;>0,i=1,2,...,n(n>1), (1.2)

i=1

where

all k; are integers with 1 =k < ky < -+ < ky.
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This type of problem was studied initially by Delgado et al. in [8], where they proposed
the equation

S Au=u(+b [ u dx—u), inQx(0,+00),
u(x,t) =0, inadQ x (0, +00),

u(x,0) =uy, on§,
and the corresponding steady-state problem

—Au=u(r+b [ou dx—u), inQ,
u>0, ing, (1.3)
u=0, onad.

Here u(x, t) represents the density of a species in time ¢ > 0 and at the point x € €, the
habitat of the species that is surrounded by inhospitable areas, A is the growth rate of
species, term —f(u) describes the limiting effect of crowding in the population. In this
paper the authors proved the existence of an unbounded continuum of positive solutions
of (1.3), presented some non-existence results, and discussed the local and global behavior
of the continuum.

The introduction of nonlocal terms in the equation and in the boundary conditions
models a number of processes in different fields such as mathematical physics, mechanics
of deformable solids, mathematical biology, and many others (see [1, 2, 4, 5, 10-12, 16,
20]).

Obviously, problem (1.1) is a generalization of problem (1.3). In this paper, we present
some results on the existence of an unbounded continuum of positive solutions of (1.1),
the local and global behavior of the continuum, and prove the non-existence of positive
solutions also.

The paper is organized as follows. In Sect. 2 we give some lemmas which show the re-
lationship among the solution, sub-solution, and super-solution and the relationship be-
tween the solution and the nonlinear term f and prove the existence of an unbounded
continuum of positive solutions of (1.1). Section 3 is devoted to proving the non-existence
results and a priori bounds of positive solutions of (1.1). In Sect. 4 we presents some con-
ditions for the existence of positive solutions for (1.1) and prove local and global behavior
of the continuum of positive solutions of (1.1). Some ideas come from [13, 14].

Throughout our paper, we always suppose that (1.2) is true.

2 Bifurcation results
In order to discuss (1.1), we consider the following equation:

—-Au=u(lr-f(u), inQ,
u>0, ing, (2.1)
u=0, onod<,

where A € R.
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Denote by ¢; an eigenfunction corresponding to the principle eigenvalue A; of

—Au=2Au, in§2,
u=0, onodf.

(2.2)

From [9] and [15], ¢; belongs to C*# (R), ¢1 >01in €, and A; > 0. Moreover, assume that
lo1lloo = 1.

Lemma 2.1 (See [3]) There exists a positive solution of (2.1) if and only if . > A;. More-
over, if it exists, the solution is unique, and we denote it by 6,. Furthermore, the following

inequalities hold:
S =r)er <6 <), (2.3)
Lemma 2.2 Assume that u is the unique positive solution to (2.1) for A > A;. Then
u=(=r)miter+ (A= A)m* Uy + O(IA = M P),  ash | A,

where
m ::a1/ (pio’dx;/O,
Q

and we have denoted by B; the unique solution of the following linear problem in Q2 under
the homogeneous Dirichlet boundary condition:

(A = M1)Br = mip1 — arg;, fﬂ1¢1 dx =0,
Q
and
my = 2a1/<pf,31dx+a2f¢fdx—m1/ﬁ1¢1dx, ifky =2,
Q Q Q

sy :=2a1/(pf,31dx—m1/ﬂ1(p1dx, ifky > 2,
Q Q

my
Uy = g1 - —o1.
my

Lemma 4.3 in [9] proved the relationship between the solution u of problem (2.1) when
f(u) = u and the first eigenfunction ¢ of problem (2.2). Lemma 2.2 obtains a similar result
for the case f(u) =) ", a;uki. Since the proof is the same as that in [9], we omit it.

From Lemma 2.2, we obtain the following corollary directly.

Corollary 2.1 Assume that u is the unique positive solution to (2.1) for A > A,. There exist
two positive constants § > 0 and K > 0 such that

u < I(()\ - )\.1)(01, VA € ()\1,)\.1 + 8]. (2.4)
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Lemma 2.3 Assume that 0, is the unique positive solution to (2.1) for . > A;.
(1) Ifu> 0 isa strict sub-solution of (2.1), then u < 6;.
(2) Ifu> 0 isa strict super-solution of (2.1), then 6; < u.

Since u~tu(h — f(u)) = & — f(u) is decreasing, it is easy to get the proof from Lemma 2.3
in [19], and we omit it.
We consider the Banach space X := Cy(R2), denote B, := {u € X : ||u||o < p}. Define

F(u) = u<)» +b/ uidx—f(u))
Q

and the map
K : X — X, Kk(u):u—(—A)_l(F(u)),

where u, = max{u(x),0} and (~A)~! is the inverse of the operator —A under homogeneous
Dirichlet boundary conditions. Agmon—Douglas—Nirenberg theorem, embedding theo-
rem, and strong maximum theorem(see [17]) guarantee that (—A)™! is positive and com-
pact. It is clear that « is a nonnegative solution of (1.1) if and only if K,z = 0.

Now we give the main result of this section.

Theorem 2.1 The value A = Ay is the only bifurcation point from the trivial solution for
(1.1). Moreover, there exists a continuum Cy of nonnegative solutions of (1.1) unbounded
in R x X emanating from (A1,0). Furthermore,
(i) if b <0, the direction of bifurcation is supercritical.
(ii) Assume b > 0.
(a) Ifr <1, the direction of bifurcation is subcritical.
(b) Ifr > 1, then the direction of bifurcation is supercritical.

(¢) Assumer =1, and denote

@ Jo @3 dx
Joerdx [0t dx

bo
If b > by (resp. b < by), the direction of bifurcation is subcritical (resp. supercritical).

Recall that we say that the direction of bifurcation is subcritical (resp. supercritical) if
there exists a neighborhood V of (11,0) such that for every solution (A, u) € V satisfies
A < Aq (resp. A > Aq), see [8].

In order to prove this result, we use the Leray—Schauder degree of K, on B, with respect
to zero, denoted by deg(K;, B, ), and the index of the isolated zero of K}, denoted by i(K, u).
Lemma 2.4 If) < Ay, then i(K;,0) = 1.

Lemma 2.5 If X > Ay, then i(K;,0) = 0.

Since the proof is the same as that of Lemmas 2.3 and 2.4 in [8], we omit it.
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Proof of Theorem 2.1 From Lemmas 2.4 and 2.5 and bifurcation theorem (see [18]), the
same proof as that of Theorem 2.2 in [8] guarantees the existence of an unbounded con-
tinuum Cy of positive solutions of (1.1). Moreover, conclusion (i) is true.

We only give the proof of (ii).

(a) Assume now that b > 0 and the existence of a sequence (1, u,) € Cy of positive so-
lutions of (1.1) such that A, > A1 and ||#||cc — 0 as n — co. By the property of f, there is
81 > 0 such that

fu) <(a1 +u, VYuel0,8]. (2.5)
Take M > 0 such that
(@1 +1) - bM/ @1dx <0. (2.6)
Q

Since r < 1, choose n large enough such that u], > Mu,, and then

—Auy, > u, (kn + bM/ U, dx —f(un)>,
Q

which implies that u, is a strict super-solution of the following system:

—Au=u(hy +bM [Gu,dx—f(u), x€Q,

ulpq = 0.

Using Lemma 2.1, we get (2.7) has a unique positive solution 6,, and

0, zf’l (kn + bM/ U, dx—kl)(pl.
Q

Lemma 2.3 implies that

U, >0, zf’l (k,, + bM/ Uy, dx—kl)gal.
Q

Integrating the above inequality yields that

/undef_l()»n+bM/ Mndx—ll>f¢1dx~
Q Q Q

And then

fQundx
|l +— 2)»,,+bM/ U, dx —A1.
fg‘ﬂldx Q

Using (2.5), one has

-1
Jo undx
) ()
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for n large enough. And then

-1
(a1+1)</ (pldx> fundxzkn+bM/ U, dx — A,
Q Q Q

which together with (2.6) implies

-1
0><(a1+1)</ (pldx> —bM)/u,,dxzk,,—)q,
Q Q

an absurdum.

(b) Assume now that b > 0, r > 1 and the existence of a sequence (A,, u,) € Cy of positive
solutions of (1.1) such that 1, < A; and ||u,||cc — 0 as n — co. Without loss of generality,
assume that ||u#, || < 8 defined in Corollary 2.1. Take ¢ > 0 such that

1-bKe|2| >0, (2.8)

where K is defined in Corollary 2.1.
For » large we have u], < su,, and then

—Au, <u, (kn + bs/ U, dx —f(un)>,
Q

which implies that u, is a strict sub-solution of the following problem:

~Av=v(hy +be [qu,dx—f(v)), x€Q, (2.9)

V|3§z =0.

By Lemma 2.1, we get (2.9) has a unique positive solution 6,,. Moreover, from Corollary 2.1,
we have

anl((kn+b8/undx—kl)<p1 §I<(kn+b8fundx—kl>
Q Q

for n large enough. By Lemma 2.3, we have

u,,s@nf[(()\yﬁba/u,,dx—)q)gol §1<<)Ln+b£/undx—)q>.
Q Q

Integrating the above inequality yields that
/ u,dx < I((AV, + bs/ U, dx — )»1> |L2],
Q Q
which together with (2.8) implies that
0< (1-Kbe|Q]) / Uy dx < K(hy, = 21)|9,
Q
an absurdum.

(c) Assume that b > 0 and r = 1. In this case, we apply the Crandall-Rabinowitz theorem
(see [7]). Then there exist ¢ > 0 and two regular functions A(s), u(s), s € (—¢, ¢), such that
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in a neighborhood of (11, 0), the positive solutions are u(s), s € (0, £). We can write
u(s) = sg1 + %@ + 0(s?)
and
A(S) = A1 + SAg + 0(5),
where 1, € R, ¢, € C2(Q). It is evident that the sign of A, determines the bifurcation di-

rection. Substituting these expansions into (1.1) and identifying the terms of order one in
s yield

~A@y — M@y = A1 — ar197 + bpy / @1 dx.
Q

Multiplying by ¢; and integrating in €2, we conclude that

_ ay [q 9} dx—b [, @i dx [, o1 dx
Jo ¥t dx

This finishes the proof. d

A2

3 A priori bounds and non-existence results of (1.1)
In this section, we obtain a priori bounds of the solutions for b > 0 as well as non-existence
results of (1.1).

Theorem 3.1 Assume that b >0 and r < 1. Let u; be a positive solution of (1.1) such that
A € K C R a compact set. Then there exists a constant Ly > 0 such that

ll#2llo0 < Lo

for a constant independent of . € K. Moreover, there exists a constant L, such that, if
A<Ly,

(1.1) does not possess any positive solution.

Proof Since K is compact, there is a positive constant kj > 0 such that
A <ky, VAeK.

Moreover, since u; is a positive solution of (1.1), we have, using Lemma 2.1 and Holder’s
inequality, that

Uy, ff_l(k+b/s;u1dx)
§f‘1<k+b|9|1_'</ u)\dx)r>
Q
5f‘1<k0+b|9|1"<f ukdx>r>, xeQ. (3.1)
Q
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Step 1. We show that there exists ¢; > 0 such that
/ luy | dx < cy. (3.2)
Q
In fact, suppose to the contrary that there exists {u;,,} such that
f u;, dx — +00, M — +00.
Q

Replacing A in (3.1) by A,, one has

up, <f! (ko + b(/ us, dx>r|Q|1”>. (3.3)
Q

Integrating inequality (3.3) in 2 yields that

/ulndxff_l<ko+b|§2|1_r</ ukndx> >|s2|,

Q Q

f<|52|1/ u, dx) 5xn+b|§z|“</ u;, dx) . (3.4)
Q Q

By the property of f (i), one has

Su) = aru,

which together with (3.4) implies that

al|Q|'1/uxndx§k0+b|Q|l"</ |uxn|dx>
Q Q

for n large enough. This is a contradiction because r < 1.
Step 2. We show that there exists a constant Ly > 0 such that

letslloo < Lo, VYA €K.

Since Step 1 holds, (3.1) guarantees that

w. <" (k ¥ b(fg i, dx)rlsn“) </ (ko + be;121').
Let Lo :=f (ko + bc}|2|*"). We conclude
4 lloo < Lo, VAeK.
Step 3. We show that there exists a constant L; such that, if
A<Lq,

(1.1) does not possess any positive solution.
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Now define a function
g2(8) =f(1Q™'s) - b|QI""s, s€[0,+00).

From the property of f and 0 < r < 1, one has

Q -1
tim LIS _ o,

§—>+00 s’

which together with g(0) = 0 implies that there is 5o > 0 such that

min )g(s) = g(s0)-

s€[0,+00

Let

Ll = g(S()).

Assume that u, is a positive solution to (1.1) for A € R. From (3.4), we have

f(|$2|1/9mdx>—b</gu,\dx)r|9|l'fk,

which means that
A>1L.

Consequently, (1.1) has no positive solution if A < L;.
The proof is complete. d

Theorem 3.2 Assume thatb > 0, k, < r, where k,, is the index of the last term of polynomial
f. Let uy, be a positive solution of (1.1) such that A € K C R a compact set. Then there exists
a constant Lo such that

e lloe < Lo

for a constant independent of ). € K. Moreover, there exists a constant Ly such that
Jim

and if

)»>L1,

(1.1) does not possess any positive solution.

Proof Since K is compact, there is k; such that

ki <X, VieKk.
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Moreover, using now the lower bound in Lemma 2.1, we get that

f‘1<k1 +b/ u dx—)q)gol ff_l()» +b/ ugdx—kl)wl
Q Q

Su,\if_1<)\+b/ uf\dx), xeQ.
Q

Step 1. We show that there exists a constant ¢; > 0 such that
/ uydx <c;, VYirek.
Q
In fact, suppose to the contrary that there exists {},} € K such that
/ u;, dx — +00, asn—> +00.
Q

By the property of f(u), there is M > 0 such that
fu) < Mu®

for u large enough. Integrating (3.5) in 2 yields that

f—l()\n+b/uf\ndx—)q)/(pldxff uy, dx,
Q Q Q

that is, by Holder’s inequality and (3.6)

[ 3, dx
An+b/u’ dx -2 < (97">
Q An 1 f ‘/‘ledx

< M(fsz s, dx)k"
Joprdx

—kn kT”
§M</ wldx) (/ uf\ndx) IQI%
Q Q

This is a contradiction to &k, < r.
Step 2. We show that there exists a constant Ly > 0 such that

for n large enough.

l#rlloc = Lo, VAEK.
Since K is compact, there exists kj such that
A< ko, VA eK.

From (3.5) and Step 1, one has

u;, Sf_1<k+b/ uf\dx) <f (ko + bcy).
Q

Page 10 of 20

(3.5)

(3.6)
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Let
L() sz_l(ko + bCl).

Then Ly satisfies Step 2.
Step 3. We show that there exists a constant L; such that, if

)\,>L1,

(1.1) does not possess any positive solution.
Now define

Sl

S

gl(S) IZf( 1 ) —bs + Al (37)

(o #i dx)
Since k, < r, one has
lim gi(s) = —o0,
§—>+00
which together with g1 (0) = 0 implies that there exists s; > 0 such that
max g(s) = gi(s1).
s€[0,+00)

Let

Ly :=gi(s1).

Assume that u;, is a positive solution to (1.1) for A € R. Integrating (3.5) in €2 yields that

(_1(A+b/ ugdx—)q)) /(p{dxf/ugdx,
Q Q Q

ie,

1

Tdx\ T

-1 )\+b/u’dx—)»>§<f9uA ) .
f ( Q * ! fQ@{dx

And then
1
Jouh dx\ 7"
)»+b/u’dx—)» < (( 2 )
Q A 1 f fQ(pfdx
that is,

1

ul dx\
Af—bfu’dx+ ((fg 2 ) >+A.
o A f fﬂ(p{dx 1
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Consequently, Step 3 is true.

Moreover, we consider
b A

h(s):=As? — —s + —1, A>0,0<qg<1.
n n

1
It is easy to prove that /(s) gets its maximum at s = (n:%q) Iq

Q

and

q 1
b\ bf b \T7 A\
max h(s) = A( ) q-—< ) e
5€[0,+00) nAq nAq n
Let

k b A
hi(s):i=a;s™ — —s+ —1, i=1,2,....
n n

Obviously, we have

k:

T 1

b \.k b b \ & M
max his)=a;)| — ) 7 - = o Ty —.
s€[0,+00) nAT’ n nA% n

Since 0 < % <1,i=1,2,...,n, one has that

A
lim max h,»(s):—l, i=1,2,3,...,n
n

b— +00 s€[0,+00)

By the definition g; in (3.7), we have

&)=Y hils),

i=1

which implies that

lim L; = lim max g1 s)< hm E max /;(s) = Aq.
b—+00 b— +00 s€[0,+00) se[O +00)

On the other hand, since L; > A1, we have

lim Ll = )\.1.
b—+00
The proof is complete. d

Theorem 3.3 Assume that b > 0, r = 1. Let u, be a positive solution of (1.1) such that
A € K CR acompact set.
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(1) Ifk,=1=randb<1/|2| or be @1 dx > 1, then there exist a priori bounds of the
solution of (1.1). Moreover, if b < 1/|Q2| and » <0 or be @r1dx > 1 and A > Ay, then
(1.1) does not possess a positive solution.

(2) Ifk, > 1 =r, then there exists a constant Ly > 0 such that

Moo < Lo
for a constant independent of .. Moreover, there exists a constant L, such that, if
A< Ll,

(1.1) does not possess any positive solution.

Conclusion (i) is Proposition 3.1 in [8] and the proof of (ii) is similar to that in Theo-

rem 3.1, and we omit it.

4 Existence and uniqueness results
In this section, first we introduce the method of sub-supersolution to some nonlocal el-
liptic problems.

Consider a continuous operator B: L®(Q2) — R and f : Q x R? — R a continuous func-

tion and the general problem

—Au=f(x,u,B(u), ingQ,
u=0, onod<2,

(4.1)

where € is a bounded domain in RN, N > 2, with C*># boundary 9.

Definition 4.1 (See [6]) We say that the pair (i, %) with u, % € H'(2) N L®(R) is a pair of
sub-supersolutions of (4.1) if

() u<uinQandu <0<uondQ;

(b) —Au—f(x,u, Bu)) <0< -Au—f(x,u,B(u)) in the weak sense for all u € [u,u].

Lemma 4.1 (See [6]) Assume that there exists a pair of sub-supersolutions of (4.1). Then
there exists a solution u € H'(Q) N L%®(R) of (4.1) such that u € [u,u.

Now we give the main theorems.

Theorem 4.1 Assume that b < 0. Then (1.1) has a positive solution if and only if 1 > A;.

Moreover, if there exists the unique positive solution, denoted by u, , then
lim [|u;,p]l0c = 0.
b——00
Proof By Theorem 2.1 we know the existence of an unbounded continuum Cj of positive

solutions bifurcating from the trivial solution at A = A;. Assume that (%, ;) € Cy. Now we
show that A > ;.
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In fact, if A < A;, then
—Auy, < w (A= f (),

which implies that u; is a sub-solution (2.1).
Choose a constant K large enough such that

A <f(K)and K > maxu;.

xeQ

Obviously, (#;, K) is a pair of sub-supersolutions to (2.1). Then (2.1) has a positive solution
for A < XA;. This is a contradiction to Lemma 2.1.

We know that positive solutions do not exist for A < A1, hence we conclude thatif (A, ) €
Cp, we have A > Aq.

Moreover, if (A, u) € Cy, since b < 0, we have

—Auy <y (A —f(w2)),

and Lemma 2.3 implies that u; < 6,, where 6, is a solution to (2.1). Lemma 2.1 guaran-
tees that (2.1) has a unique positive solution 6 for all A > X1, which together with the
unboundedness of Cy implies that (1.1) has at least one positive solution u;, ; for all A > A;.
We show now the uniqueness.
Assume that there exist two positive solutions u # v for b < 0. If [, u"dx = [,V dx, u
and v satisfy

-Au=u(A+k-f(u), ing,
u=0, onod<,

where k=b [, u"dx =b [,V dx < 0. This is a contradiction to Lemma 2.1.

So, assume that for instance

/u’dx</vrdx,
Q Q

then

—Au:u<k+b/ u’dx—f(u)) >u<k+b/ vrdx—f(u)),
Q Q

and then by Lemma 2.3 we get u > v, an absurdum.
On the other hand, we have that

Uy p gf‘l (A + b/ u dx>
Q

and then f(u; ) < A. So, as b — —00, we get

/ u; ,dx — 0.
Q
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Moreover, Lemma 2.1 implies

f! (A + b/ u; ,dx — )»1)901 <up
Q

and

)»+b/ ui ,dx—x; >0,

o

we conclude that

b/ us ,dx — A — A

o

This implies that ||u; 4|00 — O. O

Theorem 4.2 Assume that b >0, 0 < r < 1. Then there exists L, < A1 such that (1.1) pos-

sesses at least a positive solution if and only if . > X\.. Moreover,
bl_i)rg M(D) =M1 and bli)rpoo Ay(D) = —00.

Proof Define
Ay = inf{k € R:(1.1) possesses at least a positive solution}.

We know by Theorems 2.1 and 3.1 that —0o < A, < A;.

Step 1. We show that (1.1) has at least one positive solution for all A > A,.

Take A > A,, then there exists u € [A,,A) such that (1.1) possesses at least a positive
solution, denoted by #,,. Choose K large enough such that

f(K)-bK"|Q|>2 and K >maxu,(x). (4.2)
xeQ

Let (u, %) = (u,,K). Since u,, is a positive solution of (1.1) and (4.2) is true, we have

(@) u=u,<K=uinQandu=u,=0<K=uon o

(b)
—Au—-ulr+b | udx-f(u
( ' /;z A )>

:uu<u+b/9u2dx—f(uu)) —uu<k+b/9u’dx—f(uﬂ))
=bu, /Q(u; —u)dx + (- M)uy

<0, x€Q,Vueluul



Zhou et al. Boundary Value Problems (2018) 2018:150 Page 16 of 20

and

—Aﬁ—ﬁ(k+b/ u’dx—f(ﬁ))
Q

—0—K<A+b/ u’dx—f([())
Q

K(-2-b| u'd K
( A /Qu x+f( ))
> K(-A - bK|Q[" + f(K))

>0, xeQ,Vuceluu,

which implies that (i, u) is a pair of sub-supersolutions to (1.1). Theorem 4.2 guarantees
that (1.1) has at least one positive solution for all A > A,.

Step 2. We show that, for A = X, (1.1) has a positive solution.

By the definition of X, there exists {A,} such that A,, > A, and A, — A,. Thanks to the
bounds of Theorem 3.1, we have that u,, — u, > 0, u, is a solution for A = A... Since A, < A1
and A; is the unique bifurcation point from the trivial solution, we conclude that u, > 0.

Step 3. We show that

lim A.(b)=A; and lim A.(b) = —oc.

b—0* b—+00

Since u is bounded and

A+b/ u' dx >\,
Q

and then taking » — 0, we have that A > A, that is,
b—0*
Now we prove

lim A.(b) = —o0.

b—+00

It suffices to show that, for any A < A, there exists b > 0 big enough such that (1.1) possesses
at least one positive solution.

In fact, for any A < Aj, there exists b > 0 large enough such that for the function

1 " 1
(M —k)—b/ —p1 ) dx+f|=¢1)<0, VxeQ. (4.3)
a\2 2
For above b, take K > 1 + |A| + %H(pl |l large enough such that
F(K) > bK"|Q|. (4.4)

Letu= %(pl (x) and u = K. From (4.3) and (4.4), we have
(a) u= %(pl <K=uinQandu= %gpl(x)=0<1<=ﬁon89;
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—Ag—g<k+b/ u'dx—f(g)) = %M(pl—%gol(k+b/ u’dx—f(%gol))
Q Q
- %@1(@1 —)L)—b/s;urdx+f(%¢1)>

<0, xe€QVueluul

and

—Aﬁ—ﬁ(k+b/ u’dx—f(ﬁ)) = —O—I(<k+b/ u’dx—f(]())
Q Q

=K(-r-b | ud
K( A /S;u x+f(1<))
> K (=1 - bK"|2| + f(K))

>0, xeQVuceuu,

which implies that (1, u) is a pair of sub-supersolutions to (1.1). Theorem 4.2 guarantees
that (1.1) has at least one positive solution for all A < A;.
The proof is complete. d

Theorem 4.3 Assume that b > 0 and k, < r. There exists \* > Ay such that (1.1) possesses
at least a positive solution if and only if » < L*. Moreover,

lim A*(b) = +00 and  lim A*(b) = Aq.
b—0* b—+00
Proof Assume that b >0 and k,, < 7. Define now

A* = sup{)» € R: (1.1) possesses at least a positive solution}.

We know by Theorems 2.1 and 3.2 that 4; < A* < +00.

Step 1. We prove now that there exists a positive solution for all A € (-0, A*).

Indeed, take A € [A1,1*), then there exists u € (A1, 2*] such that (1.1) possesses at least a
positive solution, denoted by u,,. Choose ¢ small enough such that e¢; <, for all x € Q
such that

flegn b [ (e dx<r- (@5)
Q
Let u = ep; and % = u,,. Since u,, is a positive solution of (1.1), from (4.5), one has

(@) u=epr1<u, inQandu=0=uon I

(b)
—Ag—g(k+b/ u'dx—f(@) =8A1<p1—8g01<k+b/ u’dx—f(z?(pl))
Q Q

= <p18<(kl —A) - b/ u dx +f(8<p1)>
Q

<0, xe€QVueluul



Zhou et al. Boundary Value Problems (2018) 2018:150 Page 18 of 20

and

—Aﬁ—ﬁ<k+b/ u’dx—f(ﬁ))
Q
=u, po+b/9u2dx—f(uﬂ))—uu(k+b/;2u’dx—f(u#)>

(
:uu(M_Mb/Q(u;_ur)dx)

>0, xe€Q,Vueluul,

which implies that (u, %) is a pair of sub-supersolutions to (1.1). Theorem 4.2 guarantees
that (1.1) has at least one positive solution for all A € [A1, A).

Now, Theorem 2.1 implies Cj is supercritical, which implies that there exists (A, u) € Cy
with Ao > A1. For any A < Ay, let K = [A, X¢]. Theorem 3.2 guarantees that |||« < Lo for
all A € K, which together with the unboundedness of Cy implies that there is u# such that
(A, u) € Cy.

Step 2. We show that, for A = 1*, (1.1) has a positive solution.

Taking a sequence of positive solutions (A, #,) of (1.1) such that A, < A* and A, — A*.
Thanks to the bounds of Theorem 3.2, we have that u,, — u* > 0, 4™ is a solution for A = A*.
Since A* > A1 and A, is the unique bifurcation point from the trivial solution, we conclude
that u* > 0.

Step 3. We show that

blirg A*(b) = +o0  and blim A*(D) = M.

— +00

Observe that since A; < A* < L; defined in Theorem 3.2 and lim,_, o, L; = A1, we con-
cluded that

lim A%(b) = A1.
b—o00

Now we prove
lim A*(b) = +00.
b—0*

It suffices to show that, for any A > A;, there exists > 0 small enough such that (1.1)
possesses at least a positive solution. For A > A1, take Q D Q and consider ¢1 and X1 the
positive eigenfunction and eigenvalue associated with Q. Choose K large enough such
that

f(Kg1(x)) -1>0, VxeQ.

Choose b > 0 small enough such that

f(K(ﬁl(x)) —A-b /S;(Kgél)’ dx>0, VxeQ. (4.6)
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Choose ¢ > 0 small enough such that eg; < K¢; and
A=A\ +b/(8¢1)’dx —f(ep1) >0, VxeQ. (4.7)
Q

Let u(x) = e¢1(x) and %(x) = K& (x) for x € Q. From (4.6) and (4.7), we have
(@) u=ep; <K@ =ulx)in Qand u=0< K@, =u on 9$2;
(b)

—Ag—g(k+bf u'dx—f(g)) =8)\1(p1—8g01<)»+bf u’dx—f(apl))
Q Q

=& <(A1 —A) - b/;2 u dx +f(8(/)1)>

<0, xe€QVueluul

and
—Aﬁ—ﬁ<k+b/ u’dx—f(ﬁ)) :I(X(ﬁl—l(g51<k+b/. urdx—f(l(gbl))
Q Q

:K@l(i—k—b/ u’dx+f(1(¢1))
Q

>0, xe€Q,Vueluul,

which implies that (i, u) is a pair of sub-supersolutions to (1.1). Theorem 4.2 guarantees
that (1.1) has at least one positive solution for A > A;.
The proof is complete. 0

Theorem 4.4 Assume that b >0 and r = 1 < k,,. There exists L, < A such that (1.1) pos-
sesses at least a positive solution if and only if A > MA.. Moreover,

lim A,(b)=A1 and lim A,(b)=-oc.
b—0t b—+00
The proof of Theorem 4.4 is similar to that of Theorem 4.3, we omit it.
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