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nary di�erential systems, the investigation of dynamical behavior becomes more di�cult
due to the de“ciency of general Poincare…Bendixson theorem inRn with n ≥ 3. Of course,
there are also some conclusions about the dynamics of predator…prey systems with mul-
tiple species. For example, Caristi et al. [6] investigated the coexistence of a predator and
two species on bounded habitat with Neumann boundary condition, Du and Xu [8], Shang
et al. [41], Zhang et al. [53] proved the existence of traveling wave solutions to a reaction…
di�usion system with multiple species.

Recently, Huang and Lin [24] considered the following three species reaction-di�usion
system (see Cantrell and Cosner [4]):

⎧
⎪⎪⎨

⎪⎪⎩

∂u1(x,t)
∂t = d1�u1(x,t) + u1(x,t)[b1 …u1(x,t) …b12u2(x,t) …b13u3(x,t)],

∂u2(x,t)
∂t = d2�u2(x,t) + u2(x,t)[b2 …b21u1(x,t) …u2(x,t) …b23u3(x,t)],

∂u3(x,t)
∂t = d3�u3(x,t) + u3(x,t)[b3 + b31u1(x,t) + b32u2(x,t) …u3(x,t)],

(1.1)

where all parameters are positive,u1(x,t),u2(x,t) denote the densities of two competing
prey species located atx ∈ Ω ⊆ Rn at time t, u3 denotes the density of predator feeding on
species 1 and species 2 located atx ∈ Ω ⊆ Rn at time t. The authors obtained the minimal
wave speed of non-negative traveling wave solutions connecting trivial equilibrium with
positive equilibrium, in which the limit behavior is veri“ed by the abstract results in Lin
and Ruan [31].

Because all the parameters are positive in [24], this implies that the predator could sur-
vive without two preys in the system. In this paper, we suppose that all the parameters,
exceptb3 < 0, are positive and the predator only feeds on species 1 and 2. Under the condi-
tions of (1.1), there are several di�erent dynamical problems in the literature. For example,
u3 invades the habitat in whichu1,u2 coexist,u1,u3 invade the habitat ofu2. In population
dynamics, these problems often imply di�erent thresholds in (1.1), and the corresponding
control problem is also very important [40].

The purpose of this paper is to discuss the situation when preyu2 and predatoru3 in-
vade the habitat of preyu1. We study the global stability of the positive equilibrium with
the help of contracting rectangles [42] when the domain is bounded, then the existence
as well as noexistence of traveling wave solutions whenx ∈ R. More precisely, we “rst es-
tablish the existence of a nontrivial traveling wave solution by the generalized upper and
lower solution. To verify the limit behavior of traveling wave solutions, we use the results
in global stability as well as the asymptotic spreading of Fisher equation [1]. Finally, the
nonexistence of traveling wave solutions is obtained by constructing auxiliary equations
as well as using the theory of asymptotic spreading.

It should be noted that Lin and Ruan [31] applied the idea of contracting rectangles
to verify the limit behavior of a traveling wave solution. But in [31] they needed strictly
contracting rectangles, a condition which is stronger than the general stability conditions
in [42]. In this paper, using the basic idea in [31] and adding necessary discussion, we
prove the limit behavior of traveling wave solutions by general contracting rectangles. We
believe the technique can be applied to more models.

The rest of this paper is organized as follows. In Sect.2, we will give some preliminar-
ies. If the domain is bounded, the global stability of the positive equilibrium is proved in
Sect.3. In Sect.4, by using Schauder•s “xed point theorem and constructing upper and
lower solutions, we obtain the existence of non-negative traveling wave solutions. Then
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the asymptotic behavior of traveling wave solutions is also studied in Sect.5. In Sect.6, the

nonexistence of traveling wave solutions is established by using the relevant conclusions

of the asymptotic speed of spreading.

2 Preliminaries
We “rst introduce some notations. Foru = (u1,u2,u3),v = (v1,v2,v3) ∈ R3, we write u ≥ v
providedui ≥ vi for i = 1,2,3. LetX be the following functional space:

X =
{

u : R → R3 is bounded and uniformly continuous
}
,

which is a Banach space equipped with the standard supremum norm. Ifa,b ∈ R3 with

a ≤ b, then X[a,b] is de“ned by

X[a,b] =
{

u ∈ X : a ≤ u(x) ≤ b,x ∈ R
}
.

If u(x) = (u1(x),u2(x),u3(x)) and v(x) = (v1(x),v2(x),v3(x)) ∈ X, then u(x) ≥ v(x) implies

that u(x) ≥ v(x) for all x ∈ R; u(x) > v(x) is interpreted asu(x) ≥ v(x) but u(x) > v(x) for

somex ∈ R.

By rescaling, (1.1) is equivalent to the following system:

⎧
⎪⎪⎨

⎪⎪⎩

∂u1(x,t)
∂t = d1�u1(x,t) + r1u1(x,t)[1 …u1(x,t) …a12u2(x,t) …a13u3(x,t)],

∂u2(x,t)
∂t = d2�u2(x,t) + r2u2(x,t)[1 …a21u1(x,t) …u2(x,t) …a23u3(x,t)],

∂u3(x,t)
∂t = d3�u3(x,t) + r3u3(x,t)[…1 +a31u1(x,t) + a32u2(x,t) …u3(x,t)],

(2.1)

where all the parameters are positive. Clearly, the corresponding kinetic system is

⎧
⎪⎪⎨

⎪⎪⎩

du1(t)
dt = r1u1(t)[1 …u1(t) …a12u2(t) …a13u3(t)],

du1(t)
dt = r2u2(t)[1 …a21u1(t) …u2(t) …a23u3(t)],

du1(t)
dt = r3u3(t)[…1 +a31u1(t) + a32u2(t) …u3(t)].

(2.2)

Assume that

⎧
⎪⎪⎨

⎪⎪⎩

a12 + a13(a31 + a32 … 1) < 1,

a21 + a23(a31 + a32 … 1) < 1,

a32[1 …a21 …a23(a31 + a32 … 1)] +a31[1 …a12 …a13(a31 + a32 … 1)] > 1,

(2.3)

then (2.2) has an equilibrium pointE = (1,0,0) and a unique positive equilibrium point

K = (k1,k2,k3) de“ned by

k1 =
a12a23 + a13a32 …a23a32 + a12 …a13 … 1

a12a23a31 + a13a32a21 + a12a21 …a13a31 …a23a32 … 1
,

k2 =
a21a13 + a23a31 …a31a13 + a21 …a23 … 1

a12a23a31 + a13a32a21 + a12a21 …a13a31 …a23a32 … 1
,

k3 =
a32a21 + a31a12 …a12a21 …a31 …a32 + 1

a12a23a31 + a13a32a21 + a12a21 …a13a31 …a23a32 … 1
.
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In fact, the existence and uniqueness ofK are not evident if (2.3) holds. But this will be

clear from the stability analysis in Sect.3. More precisely, we could obtain the existence of

equilibria by the limit behavior in Sect.3; then for any positive equilibria, we shall prove

the global stability which implies the uniqueness of the positive steady state. Furthermore,

(2.2) also has several semi-trivial steady states, which do not a�ect our following discus-

sion.

For convenience, we introduce the de“nition of contracting rectangle (see Smith [42]).

Consider the following initial value problem:

⎧
⎨

⎩

x′(t) = f (x(t)),

x(0) =φ,
(2.4)

where x(t) = (x1(t),x2(t), . . . ,xn(t)), f (x(t)) = (f1(x(t)),f2(x(t)), . . . ,fn(x(t))), φ = (φ1,φ2, . . . ,

φn) and there existse ∈ Rn such thatfi(e) = 0.

Denote a one-parameter family of order intervalsΣ(s) = [a(s),b(s)], 0≤ s ≤ 1 such that

for 0 ≤ s1 ≤ s2 ≤ 1,

a(0)≤ a(s1) ≤ a(s2) ≤ a(1) = e = b(1)≤ b(s2) ≤ b(s1) ≤ b(0),

where

a(s) =
(
a1(s),a2(s), . . . ,an(s)

)
, b(s) =

(
b1(s),b2(s), . . . ,bn(s)

)
,

andai(s), bi(s), i = 1, 2, . . . ,n, are continuous ofs ∈ [0, 1].

Definition 2.1 Σ(s) is said to be a contracting rectangle of (2.4) if for any s ∈ [0, 1) and

φ = (φ1,φ2, . . . ,φn) ∈ Σ(s), we have

(1) fi(φ) ≥ 0 whenever φ ∈ Σ(s) and φi = ai(s) while fi(φ) ≤ 0 whenever φ ∈ Σ(s) and
φi = bi(s);

(2) for each s, at least one of above 2n inequalities is strict.

Using the contracting rectangle, we have the following stability result (see Smith [42,

Theorem 5.2.5]).

Lemma 2.2 Assume that Σ(s) is a contracting rectangle of (2.4). If φ ∈ Σ(0), then e is
globally stable.

We also present some results for the Fisher equation. Assume thatD,R,M are positive

constants,Z(x) > 0 is a bounded and continuous function with nonempty support. Con-

sider the initial value problem associated to the Fisher equation

⎧
⎨

⎩

∂Z(x,t)
∂t = D�Z(x,t) + RZ(x,t)[1 …MZ(x,t)],

Z(x, 0) =Z(x), x ∈ R.
(2.5)

From Fife [13], Ye et al. [50] and Aronson and Weinberger [1], (2.5) has the following

properties.
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Lemma 2.3
(i) Equation (2.5) admits a unique solution Z(x,t) ≥ 0 which is twice differentiable in

x ∈ R and differentiable in t > 0.
(ii) Assume that Z(x,t), Z(x,t) are continuous and bounded for x ∈ R, t ≥ 0, twice

differentiable in x ∈ R and differentiable in t > 0. If they satisfy

⎧
⎨

⎩

∂Z(x,t)
∂t ≥ D�Z(x,t) + RZ(x,t)[1 …MZ(x,t)],

Z(x, 0)≥ Z(x), x ∈ R

and
⎧
⎨

⎩

∂Z(x,t)
∂t ≤ D�Z(x,t) + RZ(x,t)[1 …MZ(x,t)],

Z(x, 0)≤ Z(x), x ∈ R,

then Z(x,t) ≥ Z(x,t) ≥ Z(x,t), where Z(x,t) is a solution to (2.5).
(iii) If Z(x,t) satisfies (2.5), and Z(x) admits nonempty support, then

lim inf
t→∞ inf

|x|<(2
√

DR…ε)t
Z(x,t) = lim sup

t→∞
sup

|x|<(2
√

DR…ε)t
Z(x,t) =

1
M

for any ε ∈ (0, 2
√

DR).

3 Stability of the positive equilibrium
In this section, we shall establish global stability of the positive equilibrium (2.1) on a

smooth bounded domainΩ with Neumann boundary condition by using the contracting

rectangles, throughout which (2.3) holds. We “rst consider (2.2) if

u1(0) > 0, u2(0) > 0, u3(0) > 0.

By the quasipositivity, we see that

u1(t) > 0, u2(t) > 0, u3(t) > 0

for all t > 0. It is evident that this model is de“ned for allt ∈ (0,∞).

Due to positivity, we see that

du1(t)
dt

≤ r1u1(t)
[
1 …u1(t)

]

and so

lim sup
t→∞

u1(t) ≤ 1.

Similarly, we have

lim sup
t→∞

u2(t) ≤ 1,
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which further indicates that

lim sup
t→∞

u3(t) ≤ a31 + a32 … 1.

Returning to the “rst equation of (2.2), we obtain

lim inf
t→∞ u1(t) ≥ 1 …a12 …a13(a31 + a32 … 1) =:u1.

Similarly, we have

lim inf
t→∞ u2(t) ≥ 1 …a21 …a23(a31 + a32 … 1) =:u2

and

lim inf
t→∞ u3(t) ≥ a31

[
1 …a12 …a13(a31 + a32 … 1)

]

+ a32
[
1 …a21 …a23(a31 + a32 … 1)

]
… 1

= a31u1 + a32u2 … 1 =:u3.

Repeating the process, we further have

lim sup
t→∞

u1(t) ≤ 1 …a12u2 …a13u3 < 1,

lim sup
t→∞

u2(t) ≤ 1 …a21u2 …a23u3 < 1

and

0 < lim sup
t→∞

u3(t) < a31 + a32 … 1.

By the theory of dynamical systems [52], we see that (2.2) has at least one positive steady
stateK = (k1,k2,k2) with

0 <ui < ki < 1, i = 1,2,

and

0 <u3 < k3 < a31 + a32 … 1.

If K is globally stable, thenK is the unique positive steady state, which implies the con-
clusions in Sect.2. We now prove the global stability by contracting rectangles.

Lemma 3.1 Assume that (2.3) holds. Denote Σ(s) = [a(s),b(s)] with a(s) = (a1(s),a2(s),
a3(s)), b(s) = (b1(s),b2(s),b3(s)) and

a1(s) = sk1 + (1 …s)u1, b1(s) = sk1 + (1 …s),

a2(s) = sk2 + (1 …s)u2, b2(s) = sk2 + (1 …s),
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a3(s) = sk3 + (1 …s)u3, b3(s) = sk3 + (1 …s)(a31 + a32 … 1).

Then Σ(s) = [a(s),b(s)], s ∈ (0, 1) is a contracting rectangle of (2.2). Moreover, (k1,k2,k3) is
globally stable.

Proof We now verify the de“nition of a contracting rectangle.

(1) (i) If u1 = sk1 + (1 …s)u1, then

u2 ≤ sk2 + (1 …s), u3 ≤ sk3 + (1 …s)(a31 + a32 … 1)

so that

1 …u1 …a12u2 …a13u3

≥ 1 …
[
sk1 + (1 …s)u1

]
…a12

[
sk2 + (1 …s)

]
…a13

[
sk3 + (1 …s)(a31 + a32 … 1)

]

= (1 …s) … (1 …s)
{
1 …

[
a12 + a13(a31 + a32 … 1)

]
+

[
a12 + a13(a31 + a32 … 1)

]}

= 0.

Therefore

f1(u1,u2,u3)|u1=sk1+(1…s)u1
≥ 0.

(ii) If u1 = sk1 + (1 …s), then

u2 ≥ sk2 + (1 …s)u2, u3 ≥ sk3 + (1 …s)u3

so that

1 …u1 …a12u2 …a13u3

≤ 1 …
[
sk1 + (1 …s)

]
…a12

[
sk2 + (1 …s)u2

]
…a13

[
sk3 + (1 …s)u3

]

= …(1 …s)(a12u2 + a13u3)

< 0.

Therefore

f1(u1,u2,u3)|u1=sk1+(1…s) < 0.

(2) (i) If u2 = sk2 + (1 …s)u2, then

u1 ≤ sk1 + (1 …s), u3 ≤ sk3 + (1 …s)(a31 + a32 … 1)

so that

1 …a21u1 …u2 …a23u3 ≥ 0
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and

f2(u1,u2,u3)|u2=sk2+(1…s)u2
≥ 0.

(ii) If u2 = sk2 + (1 …s), then

u1 ≥ sk1 + (1 …s)u1, u3 ≥ sk3 + (1 …s)u3

so that

1 …a21u1 …u2 …a23u3 < 0

and

f2(u1,u2,u3)|u2=sk2+(1…s) < 0.

(3) (i) If u3 = sk3 + (1 …s)u3, then

u1 ≥ sk1 + (1 …s)u1, u2 ≥ sk2 + (1 …s)u2

so that

…1 +a31u1 + a32u2 …u3 ≥ 0

and

f3(u1,u2,u3)|u3=sk3+(1…s)u3
≥ 0.

(ii) If u3 = sk3 + (1 …s)(a31 + a32 … 1), then

u1 ≤ sk1 + (1 …s), u2 ≤ sk2 + (1 …s)

so that

…1 +a31u1 + a32u2 …u3 ≤ 0

and

f3(u1,u2,u3)|u3=sk3+(1…s)(a31+a32…1)≤ 0.

According to the de“nition of a contracting rectangle,Σ(s) = [a(s),b(s)] is a contract-

ing rectangle of (2.2). Then (k1,k2,k3) is globally stable by Lemma2.2. The proof is

complete. �

The stability result further implies the following properties.
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Theorem 3.2 Assume that Ω is a bounded domain with smooth boundary ∂Ω . Consider
the following initial boundary value problem:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂u1(x,t)
∂t = d1�u1(x,t) + r1u1(x,t)[1 …u1(x,t) …a12u2(x,t) …a13u3(x,t)],

x ∈ Ω,t > 0,
∂u2(x,t)

∂t = d2�u2(x,t) + r2u2(x,t)[1 …a21u1(x,t) …u2(x,t) …a23u3(x,t)],

x ∈ Ω,t > 0,
∂u3(x,t)

∂t = d3�u3(x,t) + r3u3(x,t)[…1 +a31u1(x,t) + a32u2(x,t) …u3(x,t)],

x ∈ Ω,t > 0,
∂u1(x,t)

∂n = ∂u2(x,t)
∂n = ∂u3(x,t)

∂n = 0, x ∈ ∂Ω,t > 0,

ui(x, 0) =φi(x) > 0, i = 1,2,3,x ∈ Ω,

(3.1)

where n is the outward unit normal vector of ∂Ω , φi(x),i = 1,2,3,are continuous and
bounded. If (2.3) holds, then

lim
t→∞ ui(·,t) = ki, i = 1,2,3.

Since the boundary condition is of Neumann type, the proof is similar to that of ODEs

with nice properties of Laplacian operator, and we omit the proof here. We end this section

by making the following remark.

Remark 3.3 The dynamics of this model has been investigated by other methods, for in-

stance, Cantrell et al. [5] studied it under Dirichlet conditions. We now give the proof in

order to study the traveling wave solutions in Sect.5.

4 Existence of the traveling wave solutions
We now investigate the existence of traveling wave solutions and “rst give the following

de“nition.

Definition 4.1 A traveling wave solution of (2.1) is a special solution taking the form

u(x,t) = Φ(x + ct) ∈ C2(R,R3) with

u(x,t) =
(
u1(x,t),u2(x,t),u3(x,t)

)
, Φ(ξ ) =

(
φ1(ξ ),φ2(ξ ),φ3(ξ )

)
, ξ = x + ct,

in which Φ is the wave pro“le that propagates through the one-dimension spatial domain

R at the constant wave speedc > 0.

By de“nition, Φ(ξ ) = (φ1(ξ ),φ2(ξ ),φ3(ξ )) must satisfy

⎧
⎪⎪⎨

⎪⎪⎩

d1φ
′′
1(ξ ) …cφ′

1(ξ ) + r1φ1(ξ )[1 …φ1(ξ ) …a12φ2(ξ ) …a13φ3(ξ )] = 0,

d2φ
′′
2(ξ ) …cφ′

2(ξ ) + r2φ2(ξ )[1 …a21φ1(ξ ) …φ2(ξ ) …a23φ3(ξ )] = 0,

d3φ
′′
3(ξ ) …cφ′

3(ξ ) + r3φ3(ξ )[…1 +a31φ1(ξ ) + a32φ2(ξ ) …φ3(ξ )] = 0.

(4.1)
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Since we shall discuss the dynamical behavior thatu2 and u3 invade the habitat ofu1,

Φ(ξ ) will satisfy the following asymptotic boundary conditions:

lim
ξ→…∞

(
φ1(ξ ),φ2(ξ ),φ3(ξ )

)
= (1,0,0),

lim
ξ→+∞

(
φ1(ξ ),φ2(ξ ),φ3(ξ )

)
= (k1,k2,k3).

(4.2)

In population dynamics, positive solutions of (4.1)…(4.2) describe the following biological

process: at any “xed locationx ∈ R, there was only one prey a long time ago (t → …∞ such

that x + ct → …∞), and the predator and two preys will coexist after a long-term species

interaction (t → +∞ such thatx + ct → +∞).

Letting Ψ (ξ ) = (ϕ1,ϕ2,ϕ3)(ξ ) = (1 …φ1,φ2,φ3)(ξ ), we obtain

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

d1ϕ
′′
1(ξ ) …cϕ′

1(ξ ) + r1[1 …ϕ1(ξ )][a12ϕ2(ξ ) + a13ϕ3(ξ ) …ϕ1(ξ )] = 0,

ξ ∈ R,

d2ϕ
′′
2(ξ ) …cϕ′

2(ξ ) + r2ϕ2(ξ )[1 …a21 + a21ϕ1(ξ ) …ϕ2(ξ ) …a23ϕ3(ξ )] = 0,

ξ ∈ R,

d3ϕ
′′
3(ξ ) …cϕ′

3(ξ ) + r3ϕ3(ξ )[a31 … 1 +a32ϕ2(ξ ) …a31ϕ1(ξ ) …ϕ3(ξ )] = 0,

ξ ∈ R.

(4.3)

Due to (4.2), we have

lim
ξ→…∞

(
ϕ1(ξ ),ϕ2(ξ ),ϕ3(ξ )

)
= (0,0,0),

lim
ξ→+∞

(
ϕ1(ξ ),ϕ2(ξ ),ϕ3(ξ )

)
= (1 …k1,k2,k3).

(4.4)

De“ne a constant

β ≥ r2
[
a21 + a23(a31 + a32 … 1)

]
+ r3(a31 + a32) (4.5)

such that

βϕ1 + r1[1 …ϕ1][a12ϕ2 + a13ϕ3 …ϕ1]

is nondecreasing with respect to 0≤ ϕ1 ≤ 1, 0≤ ϕ2 ≤ 1, 0≤ ϕ3 ≤ a31 + a32 … 1,

βϕ2 + r2ϕ2[1 …a21 + a21ϕ1 …ϕ2 …a23ϕ3]

is nondecreasing with respect to 0≤ ϕ1 ≤ 1, 0≤ ϕ2 ≤ 1, while it is nonincreasing with

respect to 0≤ ϕ3 ≤ a31 + a32 … 1, and

βϕ3 + r3ϕ3[a31 … 1 +a32ϕ2 …a31ϕ1 …ϕ3]

is nonincreasing with respect to 0≤ ϕ1 ≤ 1, while it is nondecreasing with respect to 0≤
ϕ2 ≤ 1, 0≤ ϕ3 ≤ a31 + a32 … 1.
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For Ψ (ξ ) = (ϕ1,ϕ2,ϕ3)(ξ ) ∈ X[0,M] with M = (1,1,a31 + a32 … 1), denote

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

F1(ϕ1,ϕ2,ϕ3)(ξ ) = βϕ1(ξ ) + r1[1 …ϕ1(ξ )][a12ϕ2(ξ ) + a13ϕ3(ξ ) …ϕ1(ξ )],

ξ ∈ R,

F2(ϕ1,ϕ2,ϕ3)(ξ ) = βϕ2(ξ ) + r2ϕ2(ξ )[1 …a21 + a21ϕ1(ξ ) …ϕ2(ξ ) …a23ϕ3(ξ )],

ξ ∈ R,

F3(ϕ1,ϕ2,ϕ3)(ξ ) = βϕ3(ξ ) + r3ϕ3(ξ )[a31 … 1 +a32ϕ2(ξ ) …a31ϕ1(ξ ) …ϕ3(ξ )],

ξ ∈ R.

Then (4.3) can be rewritten as

diϕ
′′
i (ξ ) …cϕ′

i(ξ ) …βϕi(ξ ) + Fi(Ψ )(ξ ) = 0, i = 1,2,3. (4.6)

De“ne constants

λi1(c) =
c …

√
c2 + 4βdi

2di
, λi2(c) =

c +
√

c2 + 4βdi

2di
, i = 1,2,3.

Then β > 0 impliesλi1 < 0 <λi2 and

diλ
2
i1 …cλi1 …β = 0, diλ

2
i2 …cλi2 …β = 0, i = 1,2,3.

For Ψ (ξ ) = (ϕ1,ϕ2,ϕ3)(ξ ) ∈ X[0,M] , de“ne an operatorP = (P1,P2,P3) : X[0,M] → X (see
Wu and Zou [49]) by

Pi(Ψ )(ξ ) =
1

di(λi2 …λi1)

[∫ ξ

…∞
eλi1(ξ…s) +

∫ +∞

ξ

eλi2(ξ…s)
]

Fi(Ψ )(s) ds, (4.7)

where i = 1,2,3,ξ ∈ R. Then a “xed point of operatorP is a solution of (4.3) or (4.6). On

the other hand, a solution of (4.3) or (4.6) is a “xed point of operatorP (see Huang [22]).
In the following, we will establish the existence of a nontrivial positive solution of (4.3) by

combining Schauder•s “xed point theorem with the method of upper and lower solutions

(for quasimonotone systems, we refer to [20, 34, 46, 49]). We now introduce the de“nition
of upper and lower solutions of (4.3).

Definition 4.2 Ψ (ξ ) = (ϕ1,ϕ2,ϕ3)(ξ ), Ψ (ξ ) = (ϕ
1
,ϕ

2
,ϕ

3
)(ξ ) ∈ X[0,M] are a pair of upper

and lower solutions of (4.3), if Ψ
′′
,Ψ

′
,Ψ ′′,Ψ ′ are bounded and continuous for eachξ ∈

R \ T with T = {T1,T2, . . . ,Tm} and they satisfy

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

d1ϕ
′′
1(ξ ) …cϕ′

1(ξ ) + r1[1 …ϕ1(ξ )][a12ϕ2(ξ ) + a13ϕ3(ξ ) …ϕ1(ξ )] ≤ 0,

d2ϕ
′′
2(ξ ) …cϕ′

2(ξ ) + r2ϕ2(ξ )[1 …a21 + a21ϕ1(ξ ) …ϕ2(ξ ) …a23ϕ3
(ξ )] ≤ 0,

d3ϕ
′′
3(ξ ) …cϕ′

3(ξ ) + r3ϕ3(ξ )[a31 … 1 +a32ϕ2(ξ ) …a31ϕ1
(ξ ) …ϕ3(ξ )] ≤ 0,

d1ϕ
′′
1
(ξ ) …cϕ′

1
(ξ ) + r1[1 …ϕ

1
(ξ )][a12ϕ2

(ξ ) + a13ϕ3
(ξ ) …ϕ

1
(ξ )] ≥ 0,

d2ϕ
′′
2
(ξ ) …cϕ′

2
(ξ ) + r2ϕ2

(ξ )[1 …a21 + a21ϕ1
(ξ ) …ϕ

2
(ξ ) …a23ϕ3(ξ )] ≥ 0,

d3ϕ
′′
3
(ξ ) …cϕ′

3
(ξ ) + r3ϕ3

(ξ )[a31 … 1 +a32ϕ2
(ξ ) …a31ϕ1(ξ ) …ϕ

3
(ξ )] ≥ 0.

(4.8)
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Lemma 4.3 Assume that (4.3) has a pair of upper and lower solutions satisfying
(1) Ψ (ξ ) ≤ Ψ (ξ ), ξ ∈ R;
(2) Ψ ′(ξ…) ≤ Ψ

′
(ξ+), Ψ ′

(ξ+) ≤ Ψ
′
(ξ…), ξ ∈ T , herein

Ψ ′(ξ±) = lim
t→ξ±

Ψ ′(t), Ψ
′
(ξ±) = lim

t→ξ±
Ψ

′
(t).

Then (4.3) has a positive solution Ψ (ξ ) such that Ψ (ξ ) ≤ Ψ (ξ ) ≤ Ψ (ξ ).

Proof We prove this lemma by Schauder•s “xed point theorem. Since a similar result has

been proved in several earlier papers mentioned above [31], we only give the scheme.

De“ne

Bμ

(
R,R3) =

{
u ∈ X : sup

ξ∈R

{∥
∥u(ξ )

∥
∥e…μ|ξ |} < ∞

}
,

∣
∣u(ξ )

∣
∣
μ

= sup
ξ∈R

{∥
∥u(ξ )

∥
∥e…μ|ξ |},

where

μ ∈ (
0,min{…λ11,…λ21,…λ31}

)
,

then (Bμ(R,R3),| · |μ) is a Banach space. Let

Λ =
{
Ψ (ξ ) ∈ X[0,M] : Ψ (ξ ) ≤ Ψ (ξ ) ≤ Ψ (ξ )

}
.

Obviously,Λ is nonempty and convex. It is also closed and bounded with respect to the

decay norm| · |μ.

We now verify that P : Λ → Λ. For Ψ (ξ ) = (ϕ1,ϕ2,ϕ3)(ξ ) ∈ Λ and each “xedξ ∈ R, the

de“nition of operator P and the choice ofβ imply that it su�ces to prove that

⎧
⎪⎪⎨

⎪⎪⎩

ϕ
1
(ξ ) ≤ P1(ϕ

1
,ϕ

2
,ϕ

3
)(ξ ) ≤ P1(ϕ1,ϕ2,ϕ3)(ξ ) ≤ ϕ1(ξ ),

ϕ
2
(ξ ) ≤ P2(ϕ

1
,ϕ

2
,ϕ3)(ξ ) ≤ P2(ϕ1,ϕ2,ϕ

3
)(ξ ) ≤ ϕ2(ξ ),

ϕ
3
(ξ ) ≤ P3(ϕ1,ϕ

2
,ϕ

3
)(ξ ) ≤ P3(ϕ

1
,ϕ2,ϕ3)(ξ ) ≤ ϕ3(ξ ).

(4.9)

Without loss of generality, we assume thatT1 < T2 < · · · < Tm and denoteT0 = …∞, Tm+1 =

+∞. If ξ ∈ R\T, namely,ξ ∈ (Tk,Tk+1) with somek ∈ {0,1, . . . ,m}, then

P1(ϕ
1
,ϕ

2
,ϕ

3
)(ξ )

=
1

d1(λ12 …λ11)

[∫ ξ

…∞
eλ11(ξ…s) +

∫ +∞

ξ

eλ12(ξ…s)
]

F1(ϕ
1
,ϕ

2
,ϕ

3
)(s) ds

=
1

d1(λ12 …λ11)

[∫ ξ

…∞
eλ11(ξ…s) +

∫ +∞

ξ

eλ12(ξ…s)
]
[
βϕ

1
(s) + cϕ′

1
(s) …d1ϕ

′′
1
(s)

]
ds

≥ ϕ
1
(ξ ) +

1
λ12 …λ11

[ k∑

j=1

eλ11(ξ…Tj)
(
ϕ′

1
(Tj+) …ϕ′

1
(Tj…)

)



Bi and Pan Boundary Value Problems        (2018) 2018:162 Page 13 of 25

+
m∑

j=k+1

eλ12(ξ…Tj)
(
ϕ′

1
(Tj+) …ϕ′

1
(Tj…)

)
]

≥ ϕ
1
(ξ ).

Becauseξ was arbitrary and due to the continuity, we haveP1(ϕ
1
,ϕ

2
,ϕ

3
)(ξ ) ≥ ϕ

1
(ξ ) in R.

In a similar way, we can verity the remainder of (4.9).

Note that the compactness in [24] is independent of the monotonicity, thenP : Λ → Λ

is compact in the sense of the decay norm| · |μ by a discussion similar to that in [24].

By Schauder•s “xed point theorem, there existsΨ (ξ ) = (ϕ1,ϕ2,ϕ3)(ξ ) ∈ Λ which is a pos-

itive solution of (4.3) satisfyingΨ (ξ ) ≤ Ψ (ξ ) ≤ Ψ (ξ ). The proof is complete. �

Next, we construct the upper and lower solutions of (4.3), and we assume that

a31 > 1. (4.10)

For any “xed

c > max
{
2
√

d2r2(1 …a21), 2
√

d3r3(a31 … 1)
}

:= c∗,

we de“ne positive constantsγ21 < γ22,γ31 < γ32 such that

d2γ
2
21 …cγ21 + r2(1 …a21) = d2γ

2
22 …cγ22 + r2(1 …a21) = 0,

d3γ
2
31 …cγ31 + r3(a31 … 1) =d3γ

2
32 …cγ32 + r3(a31 … 1) = 0.

Further chooseε > 0 such that

γ21 + ε < min{2γ21,γ22,γ21 + γ31},

and

γ31 + ε < min{2γ31,γ32,γ21 + γ31}.

Let

γ11 = min{γ21,γ31}.

We now assume that

d1γ
2
11 …cγ11 < 0. (4.11)

De“ne Γ = (γ21,γ22) ∩ (γ31,γ32), thenΓ is nonempty ifc is large enough or other parame-

ters satisfy suitable conditions. In particular, whenΓ is nonempty, we further assume that

there existsγ ∈ Γ such that

d1γ
2 …cγ < 0, γ < γ21 + γ31. (4.12)



Bi and Pan Boundary Value Problems        (2018) 2018:162 Page 14 of 25

Remark 4.4 Assume that all the parameters in (2.1) are “xed. Then there existsc′ ≥ c∗

such that (4.11)…(4.12) hold.

For any givenc > c∗, we now “x these constants and de“ne continuous functions as
follows:

ϕ1(ξ ) = min
{
1,eγ11ξ + peγ ξ

}
, ϕ

1
(ξ ) = 0,

ϕ2(ξ ) = min
{
1,eγ21ξ + peγ ξ

}
, ϕ

2
(ξ ) = max

{
0,eγ21ξ …qe(γ21+ε)ξ},

ϕ3(ξ ) = min
{

a31 + a32 … 1,eγ31ξ + pa32eγ ξ
}
, ϕ

3
(ξ ) = max

{
0,eγ31ξ …qe(γ31+ε)ξ},

in which p > 1,q > 1 will be clari“ed in the following lemma.

Lemma 4.5 Assume that c > c∗. Further suppose that Γ is nonempty such that (4.11)–
(4.12) hold. Then there exist p,q such that Ψ (ξ ) = (ϕ1(ξ ),ϕ2(ξ ),ϕ3(ξ )) and Ψ (ξ ) =
(ϕ

1
(ξ ),ϕ

2
(ξ ),ϕ

3
(ξ )) are a pair of upper and lower solutions of (4.3).

Proof It su�ces to verify ( 4.8) one by one.
(1) (i) If ϕ1(ξ ) = 1 <eγ11ξ + peγ ξ , then

d1ϕ
′′
1(ξ ) …cϕ′

1(ξ ) + r1
[
1 …ϕ1(ξ )

][
a12ϕ2(ξ ) + a13ϕ3(ξ ) …ϕ1(ξ )

]
= 0.

(ii) If ϕ1(ξ ) = eγ11ξ + peγ ξ < 1, then ξ < 0 and

ϕ2(ξ ) ≤ eγ21ξ + peγ ξ , ϕ3(ξ ) ≤ eγ31ξ + pa32eγ31ξ

so that

a12ϕ2(ξ ) + a13ϕ3(ξ ) …ϕ1(ξ )

≤ a12
(
eγ21ξ + peγ ξ

)
+ a13

(
eγ31ξ + pa32eγ ξ

)
…

(
eγ11ξ + peγ ξ

)

≤ (a12 + a13 … 1)eγ11ξ + (a12 + a13a32 … 1)peγ ξ

< 0

because γ11 = min{γ21,γ31}, a12 + a13a32 < 1 and a12 + a13 < 1. Therefore, we have

d1ϕ
′′
1(ξ ) …cϕ′

1(ξ ) + r1
[
1 …ϕ1(ξ )

][
a12ϕ2(ξ ) + a13ϕ3(ξ ) …ϕ1(ξ )

]

≤ d1ϕ
′′
1(ξ ) …cϕ′

1(ξ )

=
(
d1γ

2
11 …cγ11

)
eγ11ξ +

(
d1γ

2 …cγ
)
peγ ξ

< 0.

(2) (i) If ϕ2(ξ ) = 1 <eγ21ξ + peγ ξ , then ϕ1(ξ ) ≤ 1 so that

d2ϕ
′′
2(ξ ) …cϕ′

2(ξ ) + r2ϕ2(ξ )
[
1 …a21 + a21ϕ1(ξ ) …ϕ2(ξ ) …a23ϕ3

(ξ )
]

≤ d2ϕ
′′
2(ξ ) …cϕ′

2(ξ ) + r2ϕ2(ξ )
[
1 …a21 + a21ϕ1(ξ ) …ϕ2(ξ )

]



Bi and Pan Boundary Value Problems        (2018) 2018:162 Page 15 of 25

≤ r2(1 …a21 + a21 … 1)

= 0.

(ii) If ϕ2(ξ ) = eγ21ξ + peγ ξ < 1, then

d2ϕ
′′
2(ξ ) …cϕ′

2(ξ ) + r2ϕ2(ξ )
[
1 …a21 + a21ϕ1(ξ ) …ϕ2(ξ ) …a23ϕ3

(ξ )
]

≤ d2ϕ
′′
2(ξ ) …cϕ′

2(ξ ) + r2ϕ2(ξ )
[
1 …a21 + a21ϕ1(ξ ) …ϕ2(ξ )

]

≤ d2
(
γ 2

21eγ21ξ + pγ 2eγ ξ
)

…c
(
γ21eγ21ξ + pγ eγ ξ

)

+ r2
(
eγ21ξ + peγ ξ

)[
1 …a21 + a21

(
eγ11ξ + peγ ξ

)
…

(
eγ21ξ + peγ ξ

)]
.

If γ11 = γ21 ≤ γ31, then

a21
(
eγ11ξ + peγ ξ

) ≤ (
eγ21ξ + peγ ξ

)

so that

d2ϕ
′′
2(ξ ) …cϕ′

2(ξ ) + r2ϕ2(ξ )
[
1 …a21 + a21ϕ1(ξ ) …ϕ2(ξ ) …a23ϕ3

(ξ )
]

≤ d2
(
γ 2

21eγ21ξ + pγ 2eγ ξ
)

…c
(
γ21eγ21ξ + pγ eγ ξ

)
+ r2

(
eγ21ξ + peγ ξ

)
[1 …a21]

≤ 0

by the definitions of γ21 and γ . Otherwise, γ11 = γ31 < γ21 so that

γ < γ11 + γ21

and

d2ϕ
′′
2(ξ ) …cϕ′

2(ξ ) + r2ϕ2(ξ )
[
1 …a21 + a21ϕ1(ξ ) …ϕ2(ξ ) …a23ϕ3

(ξ )
]

≤ d2
(
γ 2

21eγ21ξ + pγ 2eγ ξ
)

…c
(
γ21eγ21ξ + pγ eγ ξ

)

+ r2
(
eγ21ξ + peγ ξ

)[
1 …a21 + a21eγ11ξ

]

≤ [
d2γ

2 …cγ + r2(1 …a21)
]
peγ ξ + r2a21e(γ11+γ21)ξ + pr2a21e(γ11+γ )ξ

≤ 0

provided that

[
d2γ

2 …cγ + r2(1 …a21)
]
peγ ξ + 2r2a21e(γ11+γ21)ξ ≤ 0 (4.13)

and

[
d2γ

2 …cγ + r2(1 …a21)
]

+ 2r2a21eγ11ξ ≤ 0. (4.14)

Clearly, (4.13) is true if

p > 1 …
2r2a21

d2γ 2 …cγ + r2(1 …a21)
:= p1(> 1)
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and (4.14) is true if

p >
(

2r2a21

…(d2γ 2 …cγ + r2(1 …a21))

) γ
γ11

+ 1 :=p2 > 1.

(3) (i) If ϕ31(ξ ) = a31 + a32 … 1 <eγ31ξ + pa32eγ ξ , then ϕ2(ξ ) ≤ 1 so that

d3ϕ
′′
3(ξ ) …cϕ′

3(ξ ) + r3ϕ3(ξ )
[
a31 … 1 +a32ϕ2(ξ ) …a31ϕ1

(ξ ) …ϕ3(ξ )
]

≤ d3ϕ
′′
3(ξ ) …cϕ′

3(ξ ) + r3ϕ3(ξ )
[
a31 … 1 +a32 …ϕ3(ξ )

]

= 0.

(ii) If ϕ3(ξ ) = eγ31ξ + pa32eγ ξ < a31 + a32 … 1, then ϕ2(ξ ) ≤ eγ21ξ + peγ ξ so that

d3ϕ
′′
3(ξ ) …cϕ′

3(ξ ) + r3ϕ3(ξ )
[
a31 … 1 +a32ϕ2(ξ ) …a31ϕ1

(ξ ) …ϕ3(ξ )
]

≤ d3ϕ
′′
3(ξ ) …cϕ′

3(ξ ) + r3ϕ3(ξ )
[
a31 … 1 +a32ϕ2(ξ ) …ϕ3(ξ )

]

≤ [
d3γ

2
3 …cγ31 + r3(a31 … 1)

]
eγ31ξ +

[
d3γ

2 …cγ + r3(a31 … 1)
]
pa32eγ ξ

+ r3
(
eγ31ξ + pa32eγ ξ

)[
a32

(
eγ21ξ + peγ ξ

)
…

(
eγ31ξ + pa32eγ ξ

)]

≤ [
d3γ

2 …cγ + r3(a31 … 1)
]
pa32eγ ξ + r3a32e(γ21+γ31)ξ + r3a32

2pe(γ21+γ )ξ

≤ 0

provided that

[
d3γ

2 …cγ + r3(a31 … 1)
]
peγ ξ + 2r3e(γ21+γ31)ξ ≤ 0 (4.15)

and

[
d3γ

2 …cγ + r3(a31 … 1)
]

+ 2r3a32eγ21ξ ≤ 0. (4.16)

For (4.15), since γ < γ21 + γ31, we have

[
d3γ

2 …cγ + r3(a31 … 1)
]
peγ ξ + 2r3e(γ21+γ31)ξ

≤ eγ ξ
{[

d3γ
2 …cγ + r3(a31 … 1)

]
p + 2r3

}
,

which is true if

p ≥ …2r3

d3γ 2 …cγ + r3(a31 … 1)
+ 1 :=p3.

Since eγ31ξ + pa32eγ ξ < a31 + a32 … 1, then

peγ ξ <
a31 + a32 … 1

a32

so that

ξ <
1
γ

ln
a31 + a32 … 1

pa32
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and

eγ21ξ <
(

a31 + a32 … 1
pa32

) γ21
γ

.

Clearly, (4.16) holds if

(
a31 + a32 … 1

pa32

) γ21
γ

<
d3γ

2 …cγ + r3(a31 … 1)
…2r3a32

,

which is true provided that

p >
a31 + a32 … 1

a32

[(
d3γ

2 …cγ + r3(a31 … 1)
…2r3a32

) γ
γ21+γ31

+ 1
]

:= p4.

(4) If ϕ
1
(ξ ) = 0, then

d1ϕ
′′
1
(ξ ) …cϕ′

1
(ξ ) + r1

[
1 …ϕ

1
(ξ )

][
a12ϕ2

(ξ ) + a13ϕ3
(ξ ) …ϕ

1
(ξ )

]

= r1
[
a12ϕ2

(ξ ) + a13ϕ3
(ξ )

]

≥ 0.

(5) (i) If ϕ
2
(ξ ) = 0 >eγ21ξ …qe(γ21+ε)ξ , then

d2ϕ
′′
2
(ξ ) …cϕ′

2
(ξ ) + r2ϕ2

(ξ )
[
1 …a21 + a21ϕ1

(ξ ) …ϕ
2
(ξ ) …a23ϕ3(ξ )

]
= 0.

(ii) If ϕ
2
(ξ ) = eγ21ξ …qe(γ21+ε)ξ > 0, then

ϕ
2
(ξ ) < eγ21ξ , ϕ3(ξ ) ≤ eγ31ξ + pa32eγ ξ

so that

d2ϕ
′′
2
(ξ ) …cϕ′

2
(ξ ) + r2ϕ2

(ξ )
[
1 …a21 + a21ϕ1

(ξ ) …ϕ
2
(ξ ) …a23ϕ3(ξ )

]

≥ d2ϕ
′′
2
(ξ ) …cϕ′

2
(ξ ) + r2ϕ2

(ξ )
[
1 …a21 …ϕ

2
(ξ ) …a23ϕ3(ξ )

]

≥ d2
[
γ 2

2 eγ21ξ …q(γ21 + ε)2e(γ21+ε)ξ ] …c
[
γ21eγ21ξ …q(γ21 + ε)e(γ21+ε)ξ ]

+ r2
(
eγ21ξ …qe(γ21+ε)ξ )[1 …a21 …eγ21ξ …a23

(
eγ31ξ + pa32eγ ξ

)]

≥ …
[
d2(γ21 + ε)2 …c(γ21 + ε) + r2(1 …a21)

]
qe(γ21+ε)ξ

…r2a23
[
e(γ21+γ31)ξ + pa32e(γ +γ21)ξ ] …r2e2γ21ξ

≥ …
[
d2(γ21 + ε)2 …c(γ21 + ε) + r2(1 …a21)

]
qe(γ21+ε)ξ

…r2e(γ21+ε)ξ [1 + a23(1 + a32p)
]
.

Let

q ≥ q1 = 1 +
…r2[1 + a23(1 + a32p)]

d2(γ21 + ε)2 …c(γ21 + ε) + r2(1 …a21)
,
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then

d2ϕ
′′
2
(ξ ) …cϕ′

2
(ξ ) + r2ϕ2

(ξ )
[
1 …a21 + a21ϕ1

(ξ ) …ϕ
2
(ξ ) …a23ϕ3(ξ )

] ≥ 0.

(6) (i) If ϕ
3
(ξ ) = 0 >eγ31ξ …qe(γ31+ε)ξ , then

d3ϕ
′′
3
(ξ ) …cϕ′

3
(ξ ) + r3ϕ3

(ξ )
[
a31 … 1 +a32ϕ2

(ξ ) …a31ϕ1(ξ ) …ϕ
3
(ξ )

]
= 0.

(ii) If ϕ
3
(ξ ) = eγ31ξ …qe(γ31+ε)ξ > 0, then

ϕ1(ξ ) ≤ eγ11ξ + peγ ξ , ϕ
3
(ξ ) < eγ31ξ

so that

d3ϕ
′′
3
(ξ ) …cϕ′

3
(ξ ) + r3ϕ3

(ξ )
[
a31 … 1 +a32ϕ2

(ξ ) …a31ϕ1(ξ ) …ϕ
3
(ξ )

]

≥ d3ϕ
′′
3
(ξ ) …cϕ′

3
(ξ ) + r3ϕ3

(ξ )
[
a31 … 1 …a31ϕ1(ξ ) …ϕ

3
(ξ )

]

≥ d3
[
γ 2

31eγ31ξ …q(γ31 + ε)2e(γ31+ε)ξ ] …c
[
γ31eγ31ξ …q(γ31 + ε)e(γ31+ε)ξ ]

+ r3
(
eγ31ξ …qe(γ31+ε)ξ )[a31 … 1 …a31

(
eγ11ξ + peγ ξ

)
…eγ31ξ

]

≥ …
[
d3(γ31 + ε)2 …c(γ31 + ε) + r3(a31 … 1)

]
qe(γ31+ε)ξ

…r3a31
[
e(γ31+γ11)ξ + pe(γ31+γ )ξ ] …r3e2γ31ξ

≥ …
[
d3(γ31 + ε)2 …c(γ31 + ε) + r3(a31 … 1)

]
qe(γ31+ε)ξ

…r3e(γ31+ε)ξ [1 + a31(1 + p)
]
.

Let

q ≥ q2 = 1 +
…r3[1 + a31(1 + p)]

d3(γ31 + ε)2 …c(γ31 + ε) + r3(a31 … 1)
,

then

d3ϕ
′′
3
(ξ ) …cϕ′

3
(ξ ) + r3ϕ3

(ξ )
[
a31 … 1 +a32ϕ2

(ξ ) …a31ϕ1(ξ ) …ϕ
3
(ξ )

] ≥ 0.

By what we have done, we “rst “xp = p1 + p2 + p3 + p4, then let q = q1 + q2, which

completes the proof. �

Summarizing the above, we have the following conclusions.

Theorem 4.6 Assume that (4.10) holds. If c > c∗ is such that (4.11)–(4.12) are true, then
(4.3) has a nonconstant positive solution.

About the traveling wave solution, we also give the following remark.

Remark 4.7 By direct calculations inP, we see thatϕ′
i(ξ ),ϕ′′

i (ξ ),i = 1,2,3, are uniformly

bounded.
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5 Asymptotic behavior of traveling wave solutions
In this section, we consider the asymptotic behavior of traveling wave solutions of (4.3) by

using the idea of contracting rectangles.

Theorem 5.1 Assume that (2.3) holds. If Ψ (ξ ) = (ϕ1(ξ ),ϕ2(ξ ),ϕ3(ξ )) is a positive solution
of (4.3) given in Theorem 4.6, then (4.4) is true.

Proof According to Theorem4.6, we havelimξ→…∞ Ψ (ξ ) = 0. Now we verify

lim
ξ→+∞

(
ϕ1(ξ ),ϕ2(ξ ),ϕ3(ξ )

)
= (1 …k1,k2,k3),

which is equivalent to

lim
ξ→+∞

(
φ1(ξ ),φ2(ξ ),φ3(ξ )

)
= (k1,k2,k3). (5.1)

By Theorem4.6, u1(x,t) = φ1(ξ ) satis“es

⎧
⎨

⎩

∂u1(x,t)
∂t = d1�u1(x,t) + r1u1(x,t)[1 …u1(x,t) …a12u2(x,t) …a13u3(x,t)],

u1(x, 0) =φ1(x) > 0,

and so

⎧
⎨

⎩

∂u1(x,t)
∂t ≥ d1�u1(x,t) + r1u1(x,t)[u1 …u1(x,t)],

u1(x, 0) =φ1(x) > 0

for all x ∈ R,t > 0. Then Lemma2.3indicates that

lim inf
t→∞ u1(0,t) ≥ u1 > 0,

which implies that

lim inf
ξ→∞ φ1(ξ ) ≥ u1 > 0.

Similarly, we can verify that

lim inf
ξ→+∞ φ2(ξ ) ≥ u2 > 0, lim sup

ξ→+∞
φ3(ξ ) ≤ a32 + a31 … 1.

We now verify that

lim sup
ξ→∞

φ1(ξ ) < 1.

By what we have done, we only need to show thatlim supξ→∞ φ1(ξ ) = 1 is impossible. If

lim supξ→∞ φ1(ξ ) = 1, then there exists{ξm}∞m=1 such that

ξm → ∞, φ1(ξm) → 1, m → ∞,
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and Remark4.7indicates that

lim
m→∞

[
d1φ

′′
1(ξm) …cφ′

1(ξm)
] ≤ 0.

Moreover, if m is large, then 2φ2(ξm) ≥ u2 and

r1φ1(ξm)
[
1 …φ1(ξm) …a12φ2(ξm) …a13φ3(ξm)

]
< 0

and so

d1φ
′′
1(ξm) …cφ′

1(ξm) + r1φ1(ξm)
[
1 …φ1(ξm) …a12φ2(ξm) …a13φ3(ξm)

]
< 0,

which indicates a contradiction.

By a similar discussion, we can prove that

ai(0) < lim inf
ξ→∞ φi(ξ ) ≤ lim sup

ξ→∞
φi(ξ ) < bi(0), i = 1,2,3,

whereai(0),bi(0) are de“ned by Lemma3.1.

If (5.1) does not hold, then there exists somes0 ∈ (0, 1) such that

ai(s0) ≤ lim inf
ξ→∞ φi(ξ ) ≤ lim sup

ξ→∞
φi(ξ ) ≤ bi(s0), i = 1,2,3, (5.2)

and at least one equality holds.

If b1(s0) = lim supξ→∞ φ1(ξ ), then there exists{ξm}∞m=1 such that

ξm → ∞, φ1(ξm) → b1(s0), m → ∞,

and

lim sup
m→∞

[
d1φ

′′
1(ξm) …cφ′

1(ξm)
] ≤ 0.

Moreover, we have

lim sup
m→∞

{
r1φ1(ξm)

[
1 …φ1(ξm) …a12φ2(ξm) …a13φ3(ξm)

]}

< …r1b1(s0)(1 …s0)(a12u2 + a13u3) < 0

by Lemma3.1, which indicates that

d1φ
′′
1(ξm) …cφ′

1(ξm) + r1φ1(ξm)
[
1 …φ1(ξm) …a12φ2(ξm) …a13φ3(ξm)

]
< 0

if m is large enough. Thus,b1(s0) > lim supξ→∞ φ1(ξ ).

If lim supξ→∞ φ3(ξ ) = b3(s0), then there exists{ξm}∞m=1 such that

ξm → ∞, φ3(ξm) → b3(s0), m → ∞,
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and

lim sup
m→∞

[
d1φ

′′
1(ξm) …cφ′

1(ξm)
] ≤ 0.

Moreover, by Sect.3 andb1(s0) > lim supξ→∞ φ1(ξ ), we have

lim sup
m→∞

{
r3φ3(ξ )

[
…1 +a31φ1(ξ ) + a32φ2(ξ ) …φ3(ξ )

]}

< r3b3(s0)
[
…1 +a31b1(s0) + a32b2(s0) …b3(s0)

]
= 0,

and so

d3φ
′′
3(ξm) …cφ′

3(ξm) + r3φ3(ξm)
[
…1 +a31φ1(ξm) + a32φ2(ξm) …φ3(ξm)

]
< 0

if m is large enough. Thus,lim supξ→∞ φ3(ξ ) < b3(s0). It should be noted that in Sect.3,

we cannot obtain a strict inequality forb3(s), but we can obtain strict a inequality in the

above inequality sinceb1(s0) > lim supξ→∞ φ1(ξ ).

By similar discussions, we “nd that every inequality in (5.2) is strict. A contradiction

occurs, which implies (5.1). The proof is complete. �

Remark 5.2 Di�erent from Lin and Ruan [31], we did not use a strictly contracting rect-

angle.

6 Minimal wave speed
In this section, we shall prove that (4.3)…(4.4) has no positive solution ifc < c∗, which

implies that c∗ is the minimal wave speed. The method is similar to that in Lin [29] and

Lin and Ruan [31].

Theorem 6.1 If c < c∗, then (4.3)–(4.4) has no positive solution.

Proof If the statement is false, then there exists somec′ < c∗ such that (4.3)…(4.4) with c = c′

has a positive solutionΨ (ξ ) = (ϕ1(ξ ),ϕ2(ξ ),ϕ3(ξ )) which satis“es (4.4). We now discuss two

cases:c∗ = 2
√

d2r2(1 …a21) andc∗ = 2
√

d3r3(a31 … 1).

If c∗ = 2
√

d2r2(1 …a21), then there existsε1 > 0 such that

2
√

d2r2(1 …a21 … 2a23ε1) > c′.

By the asymptotic boundary conditionlimξ→…∞ ϕ3(ξ ) = 0 and the strict positivity of solu-

tion to (4.3), there existsξ1 ∈ R such that

a23ϕ3(ξ ) < a23ε1, ξ < ξ1.

When ξ ≥ ξ1, the positivity and limit behavior ofϕ2(ξ ) indicate that

inf
ξ≥ξ1

ϕ2(ξ ) > 0.
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Let

L =
a23(a31 + a32 … 1)

infξ≥ξ1 ϕ2(ξ )
,

then a23ϕ3(ξ ) ≤ Lϕ2(ξ ) and

1 …a21 + a21ϕ1(ξ ) …ϕ2(ξ ) …a23ϕ3(ξ ) > 1 …a21 … (L + 1)ϕ2(ξ )

for ξ ≥ ξ1.
Therefore, we have

⎧
⎨

⎩

∂w2(x,t)
∂t ≥ d1�w2(x,t) + r2w2(x,t)(1 …a21 …a23ε1 … (L + 1)w2(x,t)),

w2(x, 0) =ϕ2(x) > 0

for x ∈ R,t > 0.
Namely,ϕ2(x + c′t) is the upper solution of

⎧
⎨

⎩

∂w2(x,t)
∂t = d2�w2(x,t) + r2w2(x,t)(1 …a21 …a23ε1 … (L + 1)w2(x,t)),

w2(x, 0) =ϕ2(x).

By the theory of asymptotic spreading (Lemma2.3), we see that

lim inf
t→∞ inf|x|≤c1t

w2(x,t) ≥ 1 …a21 …a23ε1

L + 1
> 0

with c1 = 2
√

d2r2(1 …a21 … 2a23ε1). Letting …x = c1t, one gets

lim inf
t→∞ w2(…c1t,t) ≥ 1 …a21 …a23ε1

L + 1
> 0.

At the same time, we have

ξ = x + c′t =
(
c′ …c1

)
t → …∞, t → ∞

so that

lim
ξ→…∞ϕ2(ξ ) = lim

t→∞ w2(…c1t,t) = 0,

which gives a contradiction.

Similarly, we can obtain a contradiction ifc∗ = 2
√

d3r3(a31 … 1).
Thus, for anyc < c∗, (4.3)…(4.4) has no positive solution. The proof is complete. �

7 Conclusion and discussion
For a parabolic system, if there exists a constantc0 such that c ≥ c0 (c > c0) implies that
the system has a desired traveling wave solution whilec < c0 (c ≤ c0) implies the nonexis-

tence of desired traveling wave solution, thenc0 is the so-called minimal wave speed. In
population dynamics, the minimal wave speed is an important threshold [36].
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In this paper, we obtain the existence of traveling wave solutions ifc > c∗ and nonexis-
tence of traveling wave solutions ifc < c∗. In a weaker sense, we formulate the minimal
wave speed. However, we cannot directly con“rm the existence or nonexistence of travel-
ing wave solutions withc = c∗ by the method in this paper.

Besides the minimal wave speed, spreading speed is also an important threshold, which
may equal to the minimal wave speed of traveling wave solutions. For monotone systems,
some important results have been established, see Fang et al. [12], Liang and Zhao [27],
Lui [33], Weinberger et al. [48]. For predator…prey systems of two species, Lin [29] and
Pan [38] proved a similar result, also see Bianca et al. [2, 3]. However, for the predator…
prey system with three species, the question of estimating the asymptotic spreading of
each species remains open.
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