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Abstract
The paper is devoted to establishing the solvability and topological property of
solution sets for the fractional evolution inclusions of Sobolev type. We obtain the
existence of mild solutions under the weaker conditions that the semigroup
generated by –AE–1 is noncompact as well as F is weakly upper semicontinuous with
respect to the second variable. On the same conditions, the topological structure of
the set of all mild solutions is characterized. More specifically, we prove that the set of
all mild solutions is compact and the solution operator is u.s.c. Finally, an example is
given to illustrate our abstract results.
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1 Introduction
Fractional calculus has been used successfully to study many complex systems in various
fields of science and engineering, which mainly rely on the nonlocal character of the frac-
tional differentiation, we refer the readers to [10, 19]. Fractional differential equations and
inclusions have recently been proved to be valuable tools in the mathematical modeling
of systems and processes in the fields of physics [8], chemistry, aerodynamics, electrody-
namics of a complex medium, polymer rheology, etc., involves derivatives of fractional
order. In recent years, there has been a significant development on differential equations
involving fractional derivatives. We refer the reader to [22–24] and the references therein.

It is worth mentioning that evolution equations of Sobolev type have been extensively
studied due to their various applications such as in the flow of fluid through fissured rocks,
thermodynamics and shear in second order fluids (cf. [3, 6, 12]). The fractional evolution
equations of Sobolev type, which arise in the theory of control of dynamical systems when
the controlled system or the controller is described by a fractional evolution equation of
Sobolev type, provide the mathematical modeling and simulations of controlled systems
and processes. For the research of fractional evolution equations of Sobolev type, we refer
the readers to [9, 13].

Since a differential inclusion usually has many solutions starting at a given point, new
issues, such as the investigation of topological properties of solution sets, selection of so-
lutions with given properties, and evaluation of the reachability sets, appear. An impor-
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tant aspect of the topological structure is the compactness of solution sets. Regarding the
topological structure of solution sets for differential equations and inclusions, we may cite,
among others [2, 11, 21, 25]. However, to the best of our knowledge, the topological struc-
ture of the solution sets for fractional evolution inclusions of Sobolev type has not been
explored.

In this paper, we study the fractional evolution inclusions of Sobolev type in Banach
spaces X and Y :

⎧
⎨

⎩

cDq
t (Ex(t)) + Ax(t) ∈ F(t, x(t)), t ∈ J := [0, T],

x(0) = x0 ∈ D(E) ⊂ X,
(1.1)

where cDq
t is the regularized Caputo derivative of order 0 < q < 1, the operators E : D(E) ⊂

X → Y and A : D(A) ⊂ X → Y are two closed linear operators, and F : J × X → 2Y is a
multi-valued function with convex, closed values.

In this work, motivated by the above consideration, we are interested in investigating
the topological structure of the solution set for (1.1) under rather mild conditions. Our
purpose is to prove that the solution set for (1.1) is nonempty and compact with the semi-
group generated by –AE–1 being noncompact.

By assuming that E–1 is compact or the resolvent set R(λ, –AE–1) of –AE–1 is compact
for every λ ∈ ρ(–AE–1), which guarantees that the semigroup generated by –AE–1 is com-
pact, there has been many works devoted to solvability and controllability of fractional (or
integer order) evolution equations of Sobolev type such as [1, 7, 9]. After reviewing the
previous research on the fractional evolution equations and inclusions of Sobolev type, we
find that most of the works assume that the semigroup generated by –AE–1 is compact.
However, much less is known about the fractional evolution equations and inclusions of
Sobolev type with the noncompact semigroup. We will prove that the solution set for (1.1)
is nonempty and compact when the semigroup generated by –AE–1 is noncompact and
the multi-valued function F is weakly upper semicontinuous with respect to the second
variable. We also prove that the solution operator is u.s.c.

Let us give a description of our approach. When dealing with the solvability of (1.1),
the key point is to find a compact convex subset which is invariant under the operator L
(defined in the proof of Theorem 3.1). It is noted that when the semigroup is compact, the
compactness of the convex subset becomes a direct consequence by a standard argument.
In this paper, however, we assume that the semigroup is noncompact. To overcome this
difficulty, we suppose that the multi-valued function F satisfies some regular properties
expressed by the measure of noncompactness. Hence, by utilizing the measure of non-
compactness, multi-valued analysis, and fixed point theory, we obtain the solvability of
(1.1). The method of proving the result of the topological structure of the solution set of
(1.1) mainly comes from [21].

The paper is organized as follows. In Sect. 2, we recall some concepts and facts which
are broadly used for deriving the main results of the paper. In Sect. 3, the nonemptiness of
solution set of (1.1) is proved, and then we show that the solution set of (1.1) is a compact
set; moreover, we prove that the solution operator is u.s.c. An example is given to illustrate
our abstract results in Sect. 4.
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2 Preliminaries
As usual, for a Banach space V , 2V stands for the collection of all nonempty subsets of V .
C(J ; V ) denotes the Banach space of all continuous functions from J to V equipped with
its usual norm. For 1 ≤ p < ∞, let Lp(J ; V ) stand for the Banach space consisting of all
Bochner integrable functions u : J → V . W 1,p(J ; V ) is the subspace of Lp(J ; V ) consisting
of functions such that the weak derivative ut belongs to Lp(J ; V ). Both spaces Lp(J ; V ) and
W 1,p(J ; V ) are endowed with their standard norms.

We present the criterion of weak compactness in Lp(J ; V ) for 1 < p < +∞, which is more
useful further.

Lemma 2.1 ([20, Corollary 1.3.1]) Let V be reflexive and 1 < p < +∞. A subset K ⊂ Lp(J ; V )
is weakly relatively sequentially compact in Lp(J ; V ) if and only if K is bounded in Lp(J ; V ).

In order to define the fractional derivative, it is important to recall some facts about the
theory of fractional calculus. For more details about fractional calculus, please see, e.g.,
[15, 22]. Define the function gq : R →R for q ≥ 0 by

gq(t) =

⎧
⎨

⎩

1
Γ (q) tq–1, t > 0,

0, t ≤ 0,

and g0(t) = 0, where Γ (·) is the gamma function.

Definition 2.1 ([21]) For a function u ∈ L1(J ; V ), q ≥ 0, the Riemann–Liouville fractional
integral of order q of u can be expressed by

Jq
t u(t) := gq ∗ u(t) =

1
Γ (q)

∫ t

0
(t – s)q–1u(s) ds, t ∈ J , q > 0

with J0
t u(t) = u(t).

Definition 2.2 ([21]) Let m ∈ N and 0 ≤ m – 1 < q < m. If u ∈ Cm–1(J ; V ), gm–q ∗ u ∈
W m,1(J ; V ). Then

cDq
t u(t) :=

dm

dtm Jm–q
t

(

u(t) –
m–1∑

i=0

u(i)(0)gi+1(t)

)

is called the Caputo fractional derivative of order q of the function u.

We make the following assumptions on the operators A and E.
(H1) E and A are closed linear operators.
(H2) D(E) ⊂ D(A) and E is bijective.
(H3) E–1 : Y → D(E) is continuous.

Remark 2.1 We can deduce from assumptions (H1) and (H3) that E–1 is bounded.

Assumptions (H1), (H2) and a closed graph theorem imply the boundedness of the linear
operator –AE–1 : Y → Y , and then –AE–1 generates a semigroup {T(t), t ≥ 0} which is
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continuous for t > 0 in the uniform operator topology (see [18, Theorem 1.2]). Throughout
this paper, we assume that there exists a constant M > 0 such that sup{‖T(t)‖, t ≥ 0} ≤ M.

Consider the fractional evolution equation of Sobolev type in the form

⎧
⎨

⎩

cDq
t (Ex(t)) + Ax(t) = f (t), t ∈ J ,

x(0) = x0 ∈ D(E),
(2.1)

where f ∈ Lp(J ; Y ) with p > 1 and pq > 1.
We use the following definition of mild solution of (2.1) which comes from [9].

Definition 2.3 A function x ∈ C(J ; X) is called a mild solution of (2.1) if it satisfies

x(t) = Q(t)Ex0 +
∫ t

0
(t – s)q–1P(t – s)f (s) ds, t ∈ J ,

where

Q(t) =
∫ ∞

0
E–1Ψq(θ )T

(
tqθ

)
dθ , P(t) = q

∫ ∞

0
θE–1Ψq(θ )T

(
tqθ

)
dθ ,

Ψq(s) =
1

πq

∞∑

n=1

(–s)n–1 Γ (1 + qn)
n!

sin(nπq), s ∈ (0,∞)

with Ψq the probability density function defined on (0,∞), that is, Ψq(s) ≥ 0, s ∈ (0,∞),
and

∫ ∞
0 Ψq(s) ds = 1.

For each x0 ∈ D(E) and f ∈ Lp(0, T ; Y ), we denote by x(·, x0, f ) the unique mild solution
to (2.1). For given x0 ∈ D(E), we also define the map S : Lp(0, T ; Y ) → C(J ; X) by setting

Sf (t) = x(t, x0, f ), t ∈ J ,

where f ∈ Lp(0, T ; Y ).
By using the same argument as in the proof of [9, Lemma 3.2], we have some additional

properties of the two families {Q(t), t ≥ 0} and {P(t), t ≥ 0} of operators.

Lemma 2.2 Assume that (H1)–(H3) hold. Then
(i) for every t ≥ 0, Q(t) and P(t) are linear and bounded operators on Y , more precisely,

∥
∥Q(t)ω

∥
∥ ≤ M

∥
∥E–1∥∥‖ω‖,

∥
∥P(t)ω

∥
∥ ≤ qM‖E–1‖

Γ (1 + q)
‖ω‖, t ≥ 0,ω ∈ Y ;

(ii) Q(t) and P(t), t > 0, are continuous in the uniform operator topology.

Remark 2.2 When E = I , I : Y → Y is an identity operator, one has

Q(t) =
∫ ∞

0
Ψq(θ )T

(
tqθ

)
dθ , P(t) = q

∫ ∞

0
θΨq(θ )T

(
tqθ

)
dθ .

From the proof of [21, Lemma 3.1], we can derive the following characterization.
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Lemma 2.3 If D is a bounded subset in X and K is an Lp-integrable bounded subset in
Lp(J ; Y ), that is,

∥
∥f (t)

∥
∥ ≤ ρ(t) for all f ∈K and a.e. t ∈ J ,

where ρ ∈ Lp(J ;R+). Then the set of all mild solutions for (2.1)

{
x(·, x0, f ) : x0 ∈ D, f ∈K

}

is equicontinuous in C(J ; X).

Lemma 2.4 If the two sequences {fn} ⊂ Lp(J ; Y ) and {xn} ⊂ C(J ; X), where xn is a mild
solution of the problem

⎧
⎨

⎩

cDq
t (Exn(t)) + Axn(t) = fn(t), t ∈ J ,

xn(0) = x0 ∈ D(E) ⊂ X,

limn→∞ fn = f weakly in Lp(J ; Y ) and limn→∞ xn = x in C(J ; X), then x is a mild solution of
the limit problem

⎧
⎨

⎩

cDq
t (Ex(t)) + Ax(t) = f (t), t ∈ J ,

x(0) = x0 ∈ D(E) ⊂ X.

Proof Define H : X × Lp(J ; Y ) → C(J ; X) by

H(u0, f ) = x(·, x0, f ).

It is obvious that H is linear and continuous. Hence, its graph is sequentially closed in the
product space [X × Lp(J ; Y )] × C(J ; X). Moreover, its graph is convex. Thus it is weakly ×
strongly sequentially closed, which completes the proof. �

Let U and Z be metric spaces. Denote

C(Z) =
{

D ∈ 2Z : D is closed
}

,

Cv(Z) =
{

D ∈ C(Z) : D is convex
}

,

K(Z) =
{

D ∈ C(Z) : D is compact
}

.

Let ϕ : U → 2Z be a multi-valued map and Gra(ϕ) be the graph of ϕ. Denote by ϕ–1(D) =
{y ∈ U : ϕ(y) ∩ D �= ∅} the complete preimage of D under ϕ, where D ⊂ Z.

(i) ϕ is called closed if Gra(ϕ) is closed in U × Z;
(ii) ϕ is called quasi-compact if ϕ(K) is relatively compact for each compact set K ⊂ U ;

(iii) ϕ is called upper semi-continuous (shortly, u.s.c.) if ϕ–1(D) is closed for each closed
set D ⊂ Z, and lower semi-continuous (shortly, l.s.c.) if ϕ–1(D) is open for each
open set D ⊂ Z.

The following lemma gives a sufficient condition for u.s.c. multi-valued maps.
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Lemma 2.5 ([14, Theorem 1.1.12]) Let ϕ : U → K(Z) be a closed and quasi-compact
multi-valued map. Then ϕ is u.s.c.

Furthermore, in the case when U and Z are Banach spaces, a multi-valued map ϕ : D ⊂
U → 2Z is called weakly upper semi-continuous (shortly, weakly u.s.c.) if ϕ–1(B) is closed
in D for every closed set B ⊂ Z.

Lemma 2.6 ([5, Lemma 2.2(ii)]) Let ϕ : D ⊂ U → 2Z be a multi-valued map with convex
weakly compact values. Then ϕ is weakly u.s.c. if and only if, for each sequence {(un, zn)} ⊂
D×Z such that un → u in U and zn ∈ ϕ(un), n ≥ 1, it follows that there exists a subsequence
{znk } of {zn} and z ∈ ϕ(u) such that znk → z weakly in Z.

We state the following fixed point result which will be used in the proof of the existence
result.

Lemma 2.7 ([4, Lemma 1]) Let D be a nonempty, compact, and convex subset of a Banach
space and ϕ : D → 2D u.s.c. with contractible values. Then ϕ has at least one fixed point.

Now, we recall some facts about the measure of noncompactness (MNC). The definition
of MNC can be found in lots of literature works, for example, [14]. Here, we only introduce
some specific properties of the Hausdorff MNC.

The Hausdorff MNC enjoys the following properties (see [14]).
Let E be a Banach space,
(i) for any bounded linear operators T from E to E and Ω ⊂ E , it follows that

χ (TΩ) ≤ ‖T‖χ (Ω); (2.2)

(ii) for every bounded subset D ⊂ E and ε > 0, there is a sequence {wn} ⊂ D such that

χ (D) ≤ 2χ
({wn}

)
+ ε. (2.3)

We need the following statement which provides us with a basic MNC estimate.

Lemma 2.8 ([17]) Let the sequence of functions {gn} ⊂ L1(J ;E) be integrably bounded, i.e.,

∥
∥gn(t)

∥
∥ ≤ 
(t) for a.e. t ∈ J and all n ≥ 1,

where 
 ∈ L1(J ;R+). Then the function χ ({gn(t)}) belongs to L1(J ;R+) and satisfies that

χ

({∫ t

0
gn(s) ds

})

≤ 2
∫ t

0
χ

({
gn(s)

})
ds

for each t ∈ J .

3 Main results
For the multi-valued function F : J × X → Cv(Y ), we have the following standing assump-
tions.
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(H4) F(t, ·) is weakly u.s.c. for a.e. t ∈ J and F(·, v) has an Lp-integral selection for each
v ∈ X ;

(H5) there exists a function η ∈ Lp(J ;R+) such that

∥
∥F(t, v)

∥
∥ := sup

{‖y‖ : y ∈ F(t, v)
} ≤ η(t)

(
1 + ‖v‖)

for a.e t ∈ J and each v ∈ X ;
(H6) there exists μ ∈ Lp(J ;R+) such that

χ
(
F(t,Ω)

) ≤ μ(t)χ (Ω)

for a.e. t ∈ J and all bounded subsets Ω ⊂ X .
Define a multi-valued map SelF : C(J ; X) → 2Lp(J ;Y ) by

SelF (x) :=
{

f ∈ Lp(J ; Y ) and f (t) ∈ F
(
t, x(t)

)
for a.e. t ∈ J

}
.

Then the multi-valued map SelF satisfies the following.

Lemma 3.1 ([21, Lemma 3.3]) Assume that (H4)–(H5) hold and suppose that Y is reflexive.
Then SelF is weakly u.s.c with nonempty, convex, and weakly compact values.

Now, we are ready to give the existence result. Here, x ∈ C(J ; X) is a mild solution of (1.1)
if x is a mild solution of (2.1) with f ∈ SelF (x).

Set

α = M
∥
∥E–1∥∥‖E‖, β =

qM‖E–1‖
Γ (1 + q)

, γ = Tq– 1
p

(
p – 1

pq – 1

)1– 1
p

.

Theorem 3.1 Let p > 1, pq > 1, and assumptions (H1)–(H6) hold. Assume further that Y
is reflexive, then (1.1) has at least one solution.

Proof Define the multi-valued map L : C(J ; X) → 2C(J ;X) by

L = S ◦ SelF .

Then we look for a fixed point x of the multi-valued map L which in fact is a mild solution
of (1.1). To do this, we will find a compact bounded convex set M ⊂ C(J ; X) such that
L(M) ⊂M and prove that L is u.s.c. with contractible values due to Lemma 2.7.

Let ψ ∈ C(J ;R+) be the unique solution of the integral equation

ψ(t) = α‖x0‖ + βγ ‖η‖Lp(0,T) + β

∫ t

0
(t – s)q–1η(s)ψ(s) ds,

and set

M0 =
{

x ∈ C(J ; X) :
∥
∥x(t)

∥
∥ ≤ ψ(t) for t ∈ J

}
.
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It is easy to see that the set M0 is closed, bounded, and convex. Moreover, it can be easily
verified that L maps M0 into itself, that is, L(M0) ⊂ M0. In fact, taking x ∈ M0 and
x̂ ∈ L(M0), there exists f ∈ SelF (x) such that x̂ = Sf . For each t ∈ J , it follows from (H5)
that

∥
∥x̂(t)

∥
∥ =

∥
∥
∥
∥Q(t)Ex0 +

∫ t

0
(t – s)q–1P(t – s)f (s) ds

∥
∥
∥
∥

≤ α‖x0‖ + βγ ‖η‖Lp(0,T) + β

∫ t

0
(t – s)q–1η(s)x(s) ds

= ψ(t).

Put

Mk+1 = convL(Mk), k = 0, 1, . . . ,

M =
∞⋂

k=0

Mk .

Notice that Mk is clearly closed, convex and Mk+1 ⊂ Mk for each k = 0, 1, . . . . Then the
set M is nonempty, closed, and convex. Also, by the same argument as above, we get that
L(M) ⊂M.

In what follows, we focus on the compactness of M. We only need to prove that M is
relatively compact since M is closed.

For each k = 0, 1, . . . , thanks to (H5), we know that SelF (Mk) is integrably bounded.
Then, applying Lemma 2.3, we get L(Mk) is equicontinuous. From this, we prove that
Mk+1 is equicontinuous. Therefore, M is also equicontinuous.

Given ε > 0, for each k = 0, 1, . . . , from (2.3) we can take a sequence {fn} ⊂ SelF (Mk) such
that, for each t ∈ J ,

χ
(
L(Mk)(t)

) ≤ 2χ
(({Sfn}

)
(t)

)
+ ε,

which yields that

χ
(
Mk+1(t)

) ≤ 2χ
((
S{fn}

)
(t)

)
+ ε. (3.1)

For the sequence {fn}, we consider the set {(t – ·)q–1P(t – ·)fn(·)}. Let us take xn ∈ Mk

such that xn = Sfn. From (H5) we know that, for t, s ∈ J , and s < t,

∥
∥(t – s)q–1P(t – s)fn(s)

∥
∥ ≤ β

(
1 +

∥
∥xn(t)

∥
∥
)
(t – s)q–1η(s)

≤ β
(
1 + ψ(T)

)
(t – s)q–1η(s),

which together with the fact (t – ·)q–1η(·) ∈ L1(J ;R+) implies that the set {(t – ·)q–1P(t –
·)fn(·)} is integrably bounded in L1(0, t; Y ). Hence, according to (2.2), (H6), and Lemma 2.8,
we conclude that, for each t ∈ J ,

χ
(({Sfn}

)
(t)

) ≤ χ

({∫ t

0
(t – s)q–1P(t – s)fn(s) ds

})
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≤ 2β

∫ t

0
(t – s)q–1μ(s)χ

({
xn(s)

})
ds

≤ 2β

∫ t

0
(t – s)q–1μ(s)χ

(
Mk(s)

)
ds. (3.2)

Combining (3.1) with (3.2), we arrive at

χ
(
Mk+1(t)

) ≤ 4β

∫ t

0
(t – s)q–1μ(s)χ

(
Mk(s)

)
ds + ε, t ∈ J .

Since ε > 0 is arbitrary, one can see that

lim
k→∞

χ
(
Mk+1(t)

) ≤ 4β

∫ t

0
(t – s)q–1μ(s) lim

k→∞
χ

(
Mk(s)

)
ds, t ∈ J .

By using the known Gronwall’s inequality, we conclude that limk→∞ χ (Mk(t)) = 0 for each
t ∈ J , which implies that χ (M(t)) = 0 for each t ∈ J . Thus, the Arzela–Ascoli theorem
ensures that M is relatively compact.

In the sequel, we verify that L is u.s.c. on M. Noticing that L(M) ⊂ M, we have L is
quasi-compact. Let {(vn, wn)} be a sequence in Gra(L) such that

(vn, wn) → (v, w) in C(J ; X) × C(J ; X).

Then there exists a sequence {fn} ⊂ Lp(J ; Y ) such that fn ∈ SelF (vn) and wn = Sfn. Observe
that SelF is weakly u.s.c. with convex, weakly compact values due to Lemma 3.1. It follows
from Lemma 2.6 that there exist f ∈ SelF (v) and a subsequence of {fn}, still denoted by {fn},
such that fn → f weakly in Lp(J ; Y ). Lemma 2.4 guarantees that w = Sf and thus w ∈ L(v),
which implies that L is closed. Hence, it yields from Lemma 2.5 that L is u.s.c. on M.

Finally, we proceed to proving that L has contractible values. To this end, let x ∈M and
f ∗ ∈ SelF (x) be fixed. Define a function h : [0, 1] ×L(x) → L(x) by

h(λ,ν)(t) =

⎧
⎨

⎩

ν(t), t ∈ [0,λT],

x̃(t;λ,ν), t ∈ (λT , T],

in which

x̃(t;λ,ν) = Q(t)Ex0 +
∫ λT

0
(t – s)q–1P(t – s)f̂ (s) ds +

∫ t

λT
(t – s)q–1P(t – s)f ∗(s) ds

with f̂ ∈ SelF (x) and ν = S f̂ .
A direct calculation yields that, for every ν ∈ L(x), h(0,ν) = Sf ∗ and h(1,ν) = ν . Also, it

is not difficult to verify that h is continuous. Hence, L has contractible values.
Therefore, an application of Lemma 2.7 enables us to conclude that L has at least one

fixed point in M. The proof is complete. �

We denote the set of all mild solutions of (1.1) by

Φ(x0) =
{

x ∈ C
(
[0, T]; X

)
: x is the mild solution of (1.1) for each x0 ∈ D(E)

}
.
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Now, we are in a position to give the topological structure of Φ(x0).

Theorem 3.2 Let the hypotheses in Theorem 3.1 be satisfied. For each x0 ∈ D(E), Φ(x0) is
a compact set.

Proof Given x0 ∈ D(E). Let {xn} ∈ Φ(x0) and fn ∈ SelF (xn) such that xn = Sfn. It follows
from (H5) that {fn} is Lp-integrable bounded, then Lemma 2.3 ensures the equicontinuity
of {xn}. Moreover, by an argument similar to that in the proof of Theorem 3.1, we obtain
that {xn(t)} is relatively compact for each t ∈ J . Applying the Arzela–Ascoli theorem, we
obtain that {xn} is relatively compact. Then, thanks to Lemmas 2.6, 3.1, there exist {xnk }
of {xn}, {fnk } of {fn}, x ∈ C([0, T]; X), and f ∈ SelF (x) such that

lim
k→∞

xnk = x in C
(
[0, T]; X

)
,

lim
k→∞

fnk = f weakly in Lp(0, T ; Y ).

This together with Lemma 2.4 implies that x = Sf , and thus x ∈ Φ(x0). Therefore, the
compactness of Φ(x0) is established. �

Now, we treat the solution operator

Φ : D(E) → 2C([0,T];X).

It is easy to see that Φ is well defined. Moreover,

Theorem 3.3 If the hypotheses in Theorem 3.1 are satisfied, then Φ is u.s.c.

Proof Assume that K ⊂ D(E) is a compact subset and take {xn} ⊂ Φ(K). As in Theo-
rem 3.1, we know {xn} is equicontinuous.

Taking {un} ⊂ K and fn ∈ SelF (xn), for each t ∈ J ,

χ
({

xn(t)
}) ≤ χ

(
Q(t)Eun(t)

)
+ χ

({∫ t

0
(t – s)q–1P(t – s)gn(s) ds

})

≤ 2β

∫ t

0
(t – s)q–1μ(s)χ

({
xn(s)

})
ds.

By using the known Gronwall’s inequality, we conclude that χ ({xn(t)}) = 0 for each t ∈ J .
Thus, the Arzela–Ascoli theorem implies that {xn} is relatively compact, which yields Φ

is quasi-compact. Performing the same argument as in the later proof of Theorem 3.2, we
obtained that Φ is closed. Therefore, Lemma 2.5 ensures that Φ is u.s.c. �

4 An example
Let X = Y = L2(0,π ) and denote its norm by ‖ · ‖ and the inner product by (·, ·). Consider
the following system of partial differential inclusion:

⎧
⎪⎪⎨

⎪⎪⎩

cDq
t (x(t, ξ ) – xξξ (t, ξ )) – xξξ (t, ξ ) ∈ F(t, ξ , x(t, ξ )), (t, ξ ) ∈ [0, T] × [0,π ],

x(t, 0) = x(t,π ) = 0, t ∈ [0, T],

x(0, ξ ) = x0(ξ ), ξ ∈ [0,π ],

(4.1)



Zhu and Xiang Boundary Value Problems        (2018) 2018:171 Page 11 of 13

where 1
2 < q < 1, F(t, ξ , x) = [f1(t, ξ , x), f2(t, ξ , x)] is a closed interval for each (t, ξ , x) ∈

[0, T] × [0,π ] ×R.
Let the functions

fi : [0, T] × [0,π ] ×R →R, i = 1, 2,

be such that
• f1 is l.s.c. and f2 is u.s.c.,
• f1(t, ξ , x) ≤ f2(t, ξ , x) for each (t, ξ , x) ∈ [0, T] × [0,π ] ×R,
• there exist l1, l2 ∈ L∞(0, T ;R+) such that

∣
∣fi(t, ξ , x)

∣
∣ ≤ l1(t)|x| + l2(t), i = 1, 2

for each (t, ξ , x) ∈ [0, T] × [0,π ] ×R.
Then one can verify (see [21]) that the multi-valued function F : [0, 1] × X → 2X defined
as

F(t, x) =
{

y ∈ X : y(ξ ) ∈ [
f1

(
t, ξ , x(ξ )

)
, f2

(
t, ξ , x(ξ )

)]
a.e. in [0,π ]

}

satisfies assumptions (H4)–(H5) (with η(t) =
√

π max{l1(t), l2(t)} appearing in (H5)).
Define A : D(A) ⊂ X → Y and E : D(E) ⊂ X → Y by

Ax = –xξξ , Ex = x – xξξ ,

D(A) = D(E)

=
{

x ∈ X : x, xξ are absolutely continuous, xξξ ∈ X, and x(t, 0) = x(t,π ) = 0
}

.

As in [16], A and E can be written as

Ax =
∞∑

n=1

n2(x, xn)xn, x ∈ D(A),

Ex =
∞∑

n=1

(
1 + n2)(x, xn)xn, x ∈ D(E),

where xn(ξ ) =
√

2
π

sin(nξ ), n ∈N
+ is the orthonormal set of eigenfunctions of A. It is clear

that A and E are closed linear operators. Moreover, for any x ∈ X,

E–1x =
∞∑

n=1

1
1 + n2 (x, xn)xn, –AE–1x =

∞∑

n=1

–n2

1 + n2 (x, xn)xn.

Evidently, E–1 is continuous. Hence, assumptions (H1)–(H3) are satisfied.
From the definition of AE–1, we can verify that –AE–1 is a bounded linear operator and

it generates a semigroup T(t) on X,

T(t)x =
∞∑

n=1

e
–n2

1+n2 t(x, xn)xn, x ∈ X,
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which is continuous for t > 0 in the uniform operator topology. It is easy to see that
‖T(t)‖ ≤ e–t ≤ 1, and hence M = 1.

Therefore, hypotheses (H1)–(H5) are satisfied. If F satisfies (H6), then Theorems 3.1, 3.2
enable us to obtain that the set of all mild solutions of system (4.1) is nonempty and it is a
compact set.

Acknowledgements
The authors would like to thank the reviewers for their insightful and valuable comments.

Funding
Not applicable.

Abbreviations
MNC, measure of noncompactness; u.s.c., upper semi-continuous; l.s.c., lower semi-continuous; weakly u.s.c., weakly
upper semi-continuous.

Availability of data and materials
Data sharing not applicable to this article as no datasets were generated or analysed during the current study.

Competing interests
The authors declare that they have no competing interests.

Authors’ contributions
Both authors have contributed equally in this paper. Both authors read and approved the final manuscript.

Author details
1Basic Teaching Department, Guangzhou College of Technology and Business, Guangzhou, China. 2School of
Mathematics and Big Data, Foshan University, Foshan, China.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Received: 5 August 2018 Accepted: 8 November 2018

References
1. Agarwal, S., Bahuguna, D.: Existence of solutions to Sobolev-type partial neutral differential equations. J. Appl. Math.

Stoch. Anal. 2006, Article ID 16308 (2006)
2. Aronszajn, N.: Le correspondant topologique de l’unicité dans la théorie des équations différentielles. Ann. Math. 43,

730–738 (1942)
3. Barenblatt, G., Zheltov, I., Kochina, I.: Basic concepts in the theory of seepage of homogeneous liquids in fissured

rocks. J. Appl. Math. Mech. 24, 1286–1303 (1960)
4. Bothe, D.: Multi-valued perturbations ofm-accretive differential inclusions. Isr. J. Math. 108, 109–138 (1998)
5. Chen, D.H., Wang, R.N., Zhou, Y.: Nonlinear evolution inclusions: topological characterizations of solution set and

applications. J. Funct. Anal. 265, 2039–2073 (2013)
6. Chen, P.J., Curtin, M.E.: On a theory of heat conduction involving two temperatures. Z. Angew. Math. Phys. 19,

614–627 (1968)
7. Debbouche, A., Nieto, J.J.: Sobolev type fractional abstract evolution equations with nonlocal conditions and optimal

multi-controls. Appl. Math. Comput. 245, 74–85 (2014)
8. Diethelm, K., Freed, A.D.: On the solution of nonlinear fractional order differential equations used in the modeling of

viscoplasticity. In: Keil, F., Mackens, W., Voss, H., Werther, J. (eds.) Scientific Computing in Chemical Engineering II
Computational Fluid Dynamics, Reaction Engineering and Molecular Properties, pp. 217–224. Springer, Heidelberg
(1999)

9. Fec̆kan, M., Wang, J.R., Zhou, Y.: Controllability of fractional functional evolution equations of Sobolev type via
characteristic solution operators. J. Optim. Theory Appl. 156, 79–95 (2013)

10. Hilfer, H.: Applications of Fractional Calculus in Physics. World Scientific, Singapore (2000)
11. Hu, S.C., Papageorgiou, N.S.: On the topological regularity of the solution set of differential inclusions with constraints.

J. Differ. Equ. 107(2), 280–289 (1994)
12. Huilgol, R.: A second order fluid of the differential type. Int. J. Non-Linear Mech. 3, 471–482 (1968)
13. Ibrahim, R.W.: On the existence for diffeo-integral inclusion of Sobolev-type of fractional order with applications.

ANZIAM J. 52, E1–E21 (2010)
14. Kamenskii, M., Obukhovskii, V., Zecca, P.: Condensing Multi-Valued Maps and Semilinear Differential Inclusions in

Banach Spaces. de Gruyter Series in Nonlinear Analysis and Applications, vol. 7. de Gruyter, Berlin (2001)
15. Kilbas, A.A., Srivastava, H.M., Trujillo, J.J.: Theory and Applications of Fractional Differential Equations. Elsevier,

Amsterdam (2006)
16. Lightbourne, J.H., Rankin, S.M.: A partial functional differential equation of Sobolev type. J. Math. Anal. Appl. 93,

328–337 (1983)



Zhu and Xiang Boundary Value Problems        (2018) 2018:171 Page 13 of 13

17. Mönch, H.: Boundary value problems for nonlinear ordinary differential equations of second order in Banach spaces.
Nonlinear Anal. TMA 4, 985–999 (1980)

18. Pazy, A.: Semigroup of Linear Operators and Applications to Partial Differential Equations. Springer, New York (1983)
19. Sabatier, J., Agrawal, O.P., Tenreiro Machado, J.A.: Advance in Fractional Calculus. Springer, Dordrecht (2007)
20. Vrabie, I.I.: Compactness Methods for Nonlinear Evolutions, 2nd edn. Pitman Monographs and Surveys in Pure and

Applied Mathematics, vol. 75. Wiley, New York (1995)
21. Wang, R.N., Zhu, P.X., Ma, Q.H.: Multi-valued nonlinear perturbations of time fractional evolution inclusions. Nonlinear

Dyn. 80(4), 1745–1759 (2015)
22. Zhou, Y.: Basic Theory of Fractional Differential Equations. World Scientific, Singapore (2014)
23. Zhou, Y.: Attractivity for fractional evolution equations with almost sectorial operators. Fract. Calc. Appl. Anal. 21(3),

786–800 (2018)
24. Zhou, Y.: Attractivity for fractional differential equations in Banach space. Appl. Math. Lett. 75, 1–6 (2018)
25. Zhou, Y., Li, P.: Topological properties of solutions sets for partial functional evolution inclusions. C. R. Math. 355,

45–64 (2017)


	Topological structure of solution sets for fractional evolution inclusions of Sobolev type
	Abstract
	Keywords

	Introduction
	Preliminaries
	Main results
	An example
	Acknowledgements
	Funding
	Abbreviations
	Availability of data and materials
	Competing interests
	Authors' contributions
	Author details
	Publisher's Note
	References


