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1 Introduction
We are interested in a degenerate boundary value problem arising from the study of the

two-dimensional four-constant Riemann problem to the nonlinear wave system

pr + (pu)x + (pv)y = 0,
(pu): + px =0, (1.1)
(ov)e +py =0,

where p, (1, V), are, respectively, the density and the velocity, and p = p(p) is a given func-
tion of p. This system is obtained either by ignoring the quadratic terms in the velocity
(4, v) to the two-dimensional isentropic compressible Euler equations in the gas dynamics,
or by writing the nonlinear wave equation as a first-order system. We refer the reader to
references [3, 4] for the background information.

The multidimensional Riemann problem of the quasilinear hyperbolic conservation
laws is one of important problems in mathematical fluid dynamics containing in partic-
ular the oblique shock reflection problem and the dam collapse problem. Most impor-
tantly, the Riemann problem performs the role of ‘building blocks’ for all fields of theory,
numerics, and applications, see the survey [18] and the references therein. The study of
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the two-dimensional Riemann problem to the Euler equations was initiated by Zhang and
Zheng [32]. The authors provided a set of conjectures on the structure of solutions by us-
ing the generalized characteristic analysis method and numerical experiments. However,
until now, none of them has been completely proved due to the existence of transonic
structures [7, 19, 36]. Many pieces of work have been contributed on understanding these
transonic structures for the Euler equations and its related systems. We refer the reader to
[17,20-23, 25-27, 30] and references cited there, and especially the monographs [19, 36]
for the results of the Euler and pressure-gradient systems. In particular, for the relevant
results of the two-dimensional Riemann problem to the nonlinear wave system (1.1), one
may consult [6, 10-16] and references therein.

We consider in this paper system (1.1) together with a smooth state function p = p(p)
satisfying

Vp>0, p(p)20, p'(p)>0, and p"(p)=0. (1.2)

It is clear that the well-known equations of state of the polytropic gas p = Ap” (y > 1) and
of the Chaplygin gas p = —1/p satisfy (1.2). The equation of state of the Chaplygin gas was
introduced by Chaplygin [5] and was taken as a suitable mathematical approximation for
calculating the lifting force on a wing of an airplane in aerodynamics by Tsien [28] and von
Karman [29]. Moreover, this equation of state has been advertised as a possible model for
dark energy; see, e.g., [2, 8]. We are looking for the self-similar solutions of (1.1), that is, the
solutions depend only on the self-similar variables (£, 1) = (x/t, y/t). In terms of variables
(€,m), system (1.1) can be transformed to

—&Eps —npy + (pu): + (pv), =0,
—E(pu)e —n(pu), + p: =0, (1.3)
—&(ov)e —n(pv), +py =0.

The eigenvalues of (1.3) are

a4, EnE VP ()& + 17 - p'(p)

e’ 2 _p(p) (14)

We see from (1.2) and (1.4) that system (1.3) is hyperbolic at the infinity (i.e., |£| + || = 00)
and changes type to elliptic near the origin. The hyperbolic and elliptic regions may be
separated by a boundary curve composed by degenerate curves and shocks, which are
free boundaries to be determined together with the solutions [1]. To construct a global
solution of nonlinear mixed-type system, iterative methods seem to be the most likely
choices.

The purpose of the present paper is to establish the local existence of classical solutions
to the two-dimensional self-similar nonlinear wave system (1.3) with degenerate boundary
data, which is an essential step for using an iterative process to construct a global solution
of mixed type equation. The local existence of classical sonic-supersonic solutions was
investigated for compressible Euler equations with polytropic gases in [9, 33, 35] and for a
pressure-gradient system in [34]. We consider the degenerate boundary value problem of
(1.1) with the convex equation of state satisfying (1.2) in the current paper and will explore
that problem for the general nonconvex equation of state in the next work.
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The rest of the paper is organized as follows. In Sect. 2, we describe the problem in
detail and then state our main result. Section 3 is devoted to reformulating the problem
in the new dependent and independent variables. In Sect. 4, we complete the proof of the
main results by solving the new problem and then converting the solution to the original
coordinates.

2 The problem and the main results
We first decouple p from (pu) and (pv) to obtain a second-order quasilinear equation,

(alp) - &*)pes — 26npey + (a(p) = 0 )pyy + bO)Eps +npy)* = 2(Eps +1py) =0, (2.1)
where

(o) d(p)

a(p):i>0, b(p) =

) o) ) 22
for all p > 0 by (1.2). The two eigenvalues of (2.1) are
A= Ent Va)E +n’ - alp) 23)

2 —alp)

For convenience to deal with our problem, we rewrite (2.1) in terms of the polar coordi-
nates (r,0) as
r*(r* — a(P)) b(P)r? = 2r?

Ppp—————"p 4P, - = _p=
00 tl(P) T+ ﬂ(P) r a(P) r

0, (2.4)

where r = /&% + %, 0 = arctan(n/§) and P(r,0) = p(rcos 0, rsin6). The two family of char-
acteristics are defined as

' dr _ ~ r2(r2 — a(P))
Feimo=%1, A= /74(1)) . (2.5)

It is clear that Eq. (2.4) is of mixed type: hyperbolic for r? > a(P), elliptic for r? < a(P) and
parabolic degenerate for r* = a(P).

Let r, < rp be two positive constants and I" : 8 = ¢(r) be a smooth curve defined on
[ra, 1] satisfying |¢'(r)| < ¢o for same positive constant ¢. That means the curve I" can
not be a circular arc. We assign the boundary data on I" as follows:

P(go(r), r) = Py(r), Py (ga(r), r) =Pi(r) with zz(Po(r)) =7 (2.6)

The aim of the paper is to look for a classical solution of the boundary value problem (2.4)
(2.6). Since the wave speed A = 0 on I', the hyperbolic problem (2.4) (2.6) is parabolic
degenerate.

In the hyperbolic region, Eq. (2.4) has the interesting characteristic decomposition [10]

3,0_P = Q(3,P — 9_P)3_P,
9.9,P = Q(3_P - 3,P)d,P,

(2.7)
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where

a' (P)r?

0t := 09 £ A0, and sz.

Introduce

from this and (2.5) we have

R+S R-S Ja(P R-S
p=RS p RS _el) . (2.8)
2 2A 2r [r2 — a(P)
Moreover, from (2.7), we obtain the system for (P, R, S)
Py =&tS
2 )
RH_)Lerm.& (2.9)

4a(P)  rZ-a(P)’

_d@r2s RS
So + XSy =0 2_a(P)’

where A is defined in (2.5). Then we look for a local classical solution of system (2.9) with
the boundary data

(P,R,S)(¢(r), r) = (Po(r), P1(r), P1(r)),  Vr € [ra,ms). (2.10)

We point out that the local existence of the degenerate boundary value problem (2.9)
(2.10) cannot be obtained directly by the classical local existence theory of nonlinear hy-
perbolic equations (see, e.g. [24, 31]). This is because system (2.9) is not a continuously
differentiable system by the degeneracy. The idea we employed here is inspired by the work
of Zhang and Zheng [33] for studying the steady Euler equations. The main technique is
to isolate possible singularities by introducing a partial hodograph transformation. We
establish the local existence and uniqueness of classical solutions for a new system un-
der a suitable function class by using the fixed point method. Converting the solution to
the original coordinates, we thus obtain a local classical solution to the problem (2.9) and
(2.10). The results of this paper can be stated as follows.

Theorem 1 Suppose that the equation of state p = p(-) € C* satisfies (1.2). Moreover, we
assume the functions (¢, Py, P1)(r) satisfy

o(r) € CH(lrasrs])  with |¢'(r)] < @0, o)
Py(r) € CA‘([ra,rb]), Pi(r) e C?’([ra,rb]) with |P1(r)| > ko, .

where @y and ko are two positive constants. Then the degenerate boundary value problem
(2.9) (2.10) has a classical solution in the hyperbolic region near I'.

From Theorem 1, we have the following.

Theorem 2 Let the assumptions in Theorem 1 hold. Then there is a classic solution to the
degenerate boundary value problem (2.4) and (2.6) in the hyperbolic region near I'.
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3 The problem in new coordinates

In this section, we introduce new dependent and independent variables to reformulate
the problem. To deal with the singularities caused by the degenerate, we first introduce a
partial hodograph transformation as follows:

t=,/r*— a(P(r,@)), (3.1)

~t
1l
=

Note that the sonic curve I" is transformed to a segment on ¢ = 0 with 7 € [r,,7,]. From
(3.1) one has

’ 2 /
3, = _%jj.ys)ab 8=+ 4r°t—a (P[J)L;t/;t(P)(R -9) . (3.2)

In terms of (¢, 7), system (2.9) can be rewritten as

R + 2rt2 R _ u/(P)rzR . R-S
LT (P JaP)S+2r2t T T 2/a(P)[d (P)/a(P)S+2r2t] t’ (3 3)
S _ 2rt? S _ a/(P)VZS A S-R !
L™ Z(P)JaP)R-2r2t "7 ~ 2/a(P)[d (P)/a(P)R-2r2t] t’
together with a decoupled trivial equation
2t
atP == m . (34')

Here and below we still use r to represent r and denote P(¢,r) = P(r,0), R(¢,r) = R(r,0),
S(t,r) = S(r,0), which will not cause confusion in understanding. Furthermore, we find by
(1.2) that

a(Po(r)) = ki >0, |d'(Po(r))| = ko >0, Vre[ra,ml, (3.5)
for some positive constants ki, k,. Hence we can solve P(¢, r) from Eq. (3.4) with the initial
data P(0,r) = Py(r). That means system (3.3) is closed in the coordinates (¢, 7).

Corresponding to the boundary data (2.10), the initial data of (3.3) are

(RMS’)(O:r): (Pl(r)rpl(r))i Vre [Y’a,rb]. (3'6)
In addition, by (2.6) we see that

P (¢(r),r) = Py(r) — @' (r)Py(r) := Py(r),
which along with (3.3) yields

(Rt; St)(o’ r) = (PZ(r)r _P2(r))7 VV S [rar rb]; (37)
for smooth solutions. Therefore, we look for a classic solution to system (3.3) with the
initial data (3.6) and (3.7).

Next we introduce two new dependent variables to homogenize the initial data,

U(t,r) = R(t,r) — P1(r) — Py(r)t, V(t,r) =S(t,r) — P1(r) + Py(r)t. (3.8)



Liu et al. Boundary Value Problems (2019) 2019:1

Thus by (3.6) and (3.7) we get the homogeneous initial condition
u(,r)=v(0,r) = U,(0,r) = Vx(0,r) =0, Vr e [rg,r]. (3.9)
Moreover, system (3.3) is transformed into

2
Us + iy Ur = 45 + bl V.,

2 —
Vt - a/j%tLHg Vr = VthI + bZ(U’ V.t 7’),

(3.10)

where f = f(t,r) = a'/a(P1(r) - Pa(r)t) + 2r’t, g = g(t,r) = a'\/a(P;(r) + Py(r)t) — 2r’t, and

)
v (LU (Y
2t2 / /
_ m(ﬁ(;‘) + Py(n)t),
) _ —
(LD 1) (120 )
2%r , ,
- m(ﬂ(r) —Pz(r)t).

Then the previous problem is reformulated as follows.

Problem 3.1 Under the assumptions in Theorem 1, we seek a classical solution to initial
data problem (3.9) (3.10) in the region ¢ > 0.

To solve Problem (3.1), we first define a suitable function space. Let § be a small positive
constant. Set

D)= {0 <t<8r() <r<n@®}

where r1(¢), r2(t) are continuously differentiable on 0 < ¢ < §, r1(0) = r,, 72(0) = r, and
ri(t) <ry(t) for0 <t <.

Definition 3.1 The domain D(9) is called a strong domain of determinacy to system (3.10)
iffor any (¢, 1) € D(8) and any smooth functions (U, V) satisfying the homogeneous initial
condition (3.9), the curves r.(t;£,n) defined by

%r+ = A+(V(t’ V+)), %r— = A*(U(t’ V,)), (311)
r+|¢:5=n, 7”—|t:s=77y
are also inside D(8) for 0 < ¢t < &. Here
2rt? 2rt?
A (V)= ——, A(U)y=——F7——. 3.12
V) aJaV +f @) aal+g (812)

Next we define a suitable class of functions. Let S = S(M, §) be a function class consisting
of all continuously differentiable functions F = (f;,£,)7 : D(§) — R? satisfying the following
properties

Page 6 of 16
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(Sl) f1(0,7‘) :f2(0)r) = atfl(orr) = 8,;}”2(0,1”) =0,
(S2) 14l + 1B 12 < M,

(S3) 12 M1z + 1 22 )1 < M,

(S4) 0,F is Lipschitz continuous with respect to r with || a'%ﬁ lzoe + |l 3’?—{2 llzeo <M,
where § and M are two positive constants. Denote by WV the function class containing only
continuous functions on D(§) satisfying (S1) and (Sy). It is easy to see that S and W are
subsets of C°(D(8); R?). Moreover, we define a weighted metric on S and W as follows:

h-&

t2

)

d(F,G):= 5

L L

It is not difficult to check that (WW,d) is a completed metric space, while (S, d) is not a
closed subset in (W, d).
Theorem 1 follows directly from the following theorem.

Theorem 3 Suppose that the conditions listed in Theorem 1 hold and that D(8) is a strong
domain of determinacy to the system (3.10) for some positive constant 8y. Then there exit
constants § € (0,80) and M such that the degenerate hyperbolic problem (3.10) and (3.9)

has a classical solution in the function class S(M, §).

4 Proof of the main theorems

In this section, we use the fixed point method to prove Theorem 3 and then complete the
proof of Theorem 1. The proof is divided into five steps. In Step 1, we construct an inte-
gration iteration mapping in the function class S(M, §) by the differential system (3.10).
In Step 2, we establish a series of a priori estimates for by, b, and A.. We show that the
above iteration mapping is a contraction in Step 3. In Step 4, we show that this limit vector
function also belongs to S(M, §). Finally, in Step 5 we return the solution to the original
coordinates (r,0).

Step 1. The iteration mapping. Denote

d d
d+(V) = Bt + A+(V)8r, m = 8t + A_(LI)E), (41)

Then system (3.10) can be rewritten as

d u—u_v+b(uvw) Lv—v_u
a.(v) 2 I X

+by(U, V,1,t). (4.2)

Assume the vector functions (u,v)” (¢,7) are in the set S, we consider the linear system of
(3.11)

d u_v+b(uvrt) d y-u
d.(v) D A N ! 2t

+ b2(ui W, t); (43)

which combined with the property S; gives

& —
U, = /0 {”z—t” +bi(t, m(t;s,n))} dt, (4.4)
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& _
V() = /0 {Vzt” +h(t, r_(t;%‘,n))}dt, (45)

where ry are defined as in (3.11) and

bl (t; I’+(t;f, 77)) = bl(u(tr I"+(t;$, 77))’ V(tr I’+(t;$, 77))’ t, r+(t;‘§7 7])),
bZ(t’ I’_(t;f, 77)) bZ(u(t; r_(t;f, 7})); V(t’ V_(t;f» 77))’ t, r_(t;E, 77))

It is clear that Eqgs. (4.4) and (4.5) define a mapping

()6

Therefore, our problem is changed to find a fixed point of the mapping 7 in the set S(, §)
for some suitable constants M and §.

Step 2. A priori estimates. We derive a series of estimates about by, b, and A for later
use. We will use K > 1 to denote a constant depending only on C® norms of a, Py, P, ¢’
and ko, k1, ko, 74, 7. Since (u,v)T € S, we see by (2.11) and (3.5) that there exists a small
constant §y such that for ¢ < §,

1
I )

kokik 1
Koki/ka > . (4.6)
2 K

=

/(0/(1/(2
2

|a'Vav +f| > d'Vau+g| >

Moreover, we have
|M_V| fMtZ: |ur_Vr| fMtz; urr_Vrr| SMtz' (47)

To estimate b;, we first note that

a'r*[u + P1(r) + Py(r)t] 1

2/ald Jav+f) 2

_Vart(a Jau+ g+ 2r7t) - Ja(a/av + f)
- 2/a(a Jav +f)

t- WU 4 2aa'Py(r) + a'tlu + Pi(r) + Pa(n)t] - 2/ar’t

2Jaa Jav +f)

=f-

(4.8)

from which one has

ariu+Pi(r)+Py(r)t] 1
NN E‘ <K - (1 + M), (4.9)

In addition, differentiating (4.8) with respect to r obtains

ar*lu+Pi(r) + P,(r)t] 1
r( NN 5)‘ < tK - (1+ M), (4.10)

5 <a/r2[u+P1(r)+P2(r)t] 1)

2J/ala Jav +f) 2

<tK - (1+ Mt). (4.11)

Page 8 of 16



Liu et al. Boundary Value Problems (2019) 2019:1

Furthermore, we denote the last term in b, by @ = u/f/g; v (Py(r) + Py(r)t) and then obtain

|®| + |Dy| + |D,r| < Ke2(1 + M2)2. (4.12)
Combining (4.9)—(4.12) and using the expression of b; yield
|b1] + b1y | + 1By | < Ke(1+ Mt)*. (4.13)
By similar arguments for b, get
by + |bay| + |boye| < Kt(1 + Mt)2. (4.14)
For A,, we use the fact
\d'av +f| +0.(a'Vav + f)| + |9, (a'Vav + )| <K + Mp),
to obtain
[ A |+ |0:As] + 18 A4| < KE2(1 + Mt)2 (4.15)
Similarly, one has
[A_| + |8, A_| + |8,y A_| < K£2(1 + Mt)?. (4.16)
Step 3. Contraction of the mapping. We have the following lemma.

Lemma 4.1 Under the assumptions of Theorem 3, there exist positive constants §, M and
0 < B < 1 such that

(1) T maps S into S;

(2) for any pair F, FinS,

d(T(E), T(F)) < Bd(E, P). (4.17)

Here the constants M, 8, B depend only on the C® norms of a, P1(r), Py(r), ¢’ and ko, ki, ka,

Vg, Vp.

Proof Let F = (u,v), F = (#,7) be in set Sand G = T(F) = (I, V) and G = T(F) = ({1, V). It
is obvious that U(0,7n) = V(0,7n) = 0.
Moreover, we use (4.7) and (4.13)—(4.14) to obtain

Sflu—v
w[ {15

o || 2t

§ vV—u
nf|

o Ll 2t

from which we have

§ Mt M
+ |b1|}dt 5/ - + Kt(1 + M8)*dt < 152 + KE*(1 + M§)?%,
0

§ Mt M
+ |b2|}dt5/ - + Kt(1 + M8)*dt < 252 + KE*(1 + M8)?%,
0

|U($,n)‘ . ‘ V(&,n)

M
2 2 =5 + K1+ Ms)>. (4.18)

Page9of 16
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In order to establish the bound of U,/t?, we differentiate (4.4) with respect to 7 to find

that
au §(u,—v, 0dby\ Or,
——(&,n) = — ) - —=ds 4.19
e fo( - +8r> - (419)
where
ar, LA (V)
3 (t;é,n):eXp{/ (r,m(r;&,n))dt}. (4.20)
n £ or

Applying (4.7), (4.13) and (4.15), we derive

Al )

§/M
sf <7t+Kt(1 +M8)2> exp{K£*(1 + M$)*} dt
0

b,
+ —_—
ar

U, — vy
2t

ar,

—|de
an

M
<& (Z +K(1+ M8)2) exp{K8*(1 + Mé)*}.
A similar estimate holds for V. Hence we arrive at

y| |V
52

52

+

< <%4 +K(1 +M8)2> exp{K8>(1 + Ms)*}. (4.21)

To estimate 1/,/t*> and V,/t?, we differentiate (4.19) with respect to 7 to obtain

9*U S((typ—v b\ [0r. \> [u,—v, b1\ d%r,
— & n)= —t= =)+ +— 3
an 0 2t ar an 2t ar ) an

where

dt, (4.22)

9%r, o, /t %A, or,
2 an ¢ orr  an
It follows by (4.15) and (4.20) that

3%r,

< K&(1 + M5)* exp{K&*(1 + M5)*}.

Therefore, we have

Al )5l Eaik

&
< /0 {(%/It + Kt(1 +M3)2) [1+K8(1+M8)*]exp{Ks>(1 +Ms)*} dt

92U
oan?

3%b,
or?

Uy — Vir
2t

ar,
an

3%r,

on?

Uy — Vv,
2t

by
ar

<é? <%4 FK(1 +M8)2> [1+K8°(1+ M8)* ] exp{ K& (1 + Mé)*}. (4:23)

Page 10 of 16
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In the same way we have the bound for V;,

92V
an?

<k < + K1+ M$8) )[1 + K83 (1 +M8)*| exp{K8>(1 + M3)*},

which together with (4.23) yields

Uﬂﬂ
52

Vrm
%—2

M
< (— +K(1 +M5)2) [1+K8(1+M8)*|exp{Ks*(1+Ms5)*}. (4.24)
We choose M > 16K > 16 and then set § < min{dy, 1/M} to see that

(% +K(1+ MS)Z) [1+K8%(1 +Ms)*] exp{K8>(1 + M8)*}

M M 1 1 5
<|{—+— )1+ exp <=M < M. (4.25)
2 4 64 64 6
Therefore, we combine (4.18), (4.21) and (4.24) to conclude that (S;)—(S4) are preserved
by the mapping 7.

To prove 7 (F) € S, it is enough to show that U:(0,7) = V:(0,7) = 0. We differentiate
(4.4) with respect to £ to arrive at

§u,—v, 9by\or,
where
O () == A (&, VEN) - - (:6,m) (427)
JE n=-A.(&n 1 an 36,1). X

It is easily seen by (4.7), (4.13), (4.15) and (4.20) that U:(0,n) = 0. Similarly, we have
Ve (0, 1) = 0, which means that 7 maps S into itself.
Next we we show that the inequality (4.17) holds for some positive constant 8 < 1. Ac-
cording to the definition of the mapping 7, we have
d u-v d u-v

b b Yt, ) A LA[Z
4,0 o thwwin, o 2

+ by (i, v, t,71),
and from this and (4.1) one gets

(u-1u

QU

+(v)
_w-w)-(v-7)

T + [b1(w, v, t,7) = br (@1, 9,8,7) ] + (AL (V) = A(9))8, UL (4.28)

Recalling the expression of b; suggests

bl(l/l,V,t,r) _bl(l})i};trr)

(a7 [u+Pi(r) + Py(r)t] 1\ (u-i v=¥
( 2/a(a \Jav +) _2)< )
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2ala'\/av +f) 2/ala \/ay +f)
—(P0) - (@) =1 + 1 + 1L (4.29)

. (it -9 N 2P2(r)) { ar?lu+Pi(r)+ P(nt]  a'rli+ P1(r) + Pa(r)t] }

For I, we find by (4.9) that

u—1u

7| < Kt(1 + MS)(’

V%Q D < K£*(1 + MS)d(E, B). (4.30)

For II, one has

u+Pi(r)+Py(r)t i+ Pi(r) + Py(r)t
dJav+f  adJav+f
(@ av +f)(u— i) - [a'/a(Py + Pat) + i) (v - D)
(@ av+f)a/av +f)

< Kt*(1 + M8)d(E, E). (4.31)

11| < K(1 + M$)

= K(1 + M$)

By the definition of @ in (4.12), it is easy to obtain

I = |®(v) — P(V)| < Kt*d(E, ). (4.32)
Putting (4.30)—(4.32) into (4.29) yields

|b1(u, v, 8,7) = by (81,9, 8,7)| < KE*(1 + M8)d(E, E). (4.33)

In addition, we use the definition of A, to obtain

2rt? 2rt?

dJav+f aJav+f

Combining (4.28) and (4.33)—(4.34), we have

|4,(v) - A, ()| = < Kt*d(F, F). (4.34)

N it A
\u - U| 5/ (§+Kt2(1 +M8)+I<Mt6>d(F,F)dt
0
1 .
< tz{ 1 +K3(1 +M8)}d(F, E),

from which one gets

‘U’;u' < {i +K8(1 +M8)}d(F,f3).

Following the same argument as above one obtains for the estimate |V — V|2,

V-V

u-u

t2

< { % +2K8(1 +M5)}d(F, F) =: Bd(F, F).

For choosing § as before, we see that 8 < 1, which concludes the proof of (4.17). The proof
of Lemma 4.1 is complete. d
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Step 4. Properties of the limit function. We claim that the limit of the iteration sequence
F" = TE"Y is in the space S. The claim follows directly from the lemma.

Lemma4.2 Under the assumptions of Theorem 1, for the iteration sequence E™, 3,F™(t,r)
and 3,F™(t,r) are uniformly Lipschitz continuous on D(8).

Proof Assume (u,v)T € S, we know by Lemma 4.1 that (U, V)T = T (4,v)T isalsoin S. The
proof is divided into three steps.
Firstly, we prove that |U;| + |V;| < 2Mt. This follows directly from (4.4) and (4.5). In fact,
we recall the expression of U given in (4.26) and use (4.7), (4.13) and (4.15) to obtain
u-v

2% +'h1'+/og( )

< ? + KE(1 + M8)?

ou
3

ar,
0

U, — v,
2t

b,
ar

dz

<

§ (Mt
+[ (7 + Kt(1 +M8)2) - K8*(1+M8)*exp{K8>(1 + M8)*} dt <M
0

for choosing M and § as in (4.25).
Secondly, we show that |U},| + |Vi| < 2Mt. To prove it, we differentiate (4.19) with re-
spect to £ to obtain

92U (u,—vr 8b1>8r+

agan \ 26 o )on

§ rr— Vir aZb ar, 0 r— Vr ab 82
+/ {<u+_;>ii+ <“ i +—1)i}dt, (4.35)
0 2t or an J& 2t ar ) 9&dn

where

r, o, {/’ 2A.(v) dr, d 8A+(v)}
&

= — . T—
IEIN  an a2 3t ar

By employing (4.7), (4.13), (4.15), (4.20) and (4.27), we find that

*u M
3507 ‘ < (75 +K&(1 +M8)2> exp{l<83(1 +M8)2}

S/ Mt
+ / <7+Kt(1 +M5)2> exp{2K8*(1 + M8)*} (Ke* + K£*(1 + M$)*) de
0
<M,

if M and § are chosen as in (4.25), from which and the corresponding estimate for V¢, we
have [Ug,| + | Vey| < 2ME.
Finally, we claim that |Uy| + |Vy| < 10M. Differentiating (4.26) with respect to & leads

to

U uz—ve u-v N b, (v, by \ or,
aE2  2f 282 3E 2k or ) 9

S((thyy—vyy 21\ [0 \> [u,—v, by d%r,
+ +— + +— | —tdt (4.36)
A TR AT % or ) o2
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where

r,  dA, Ir, 3%r,
9E2  BE O TaEdn”

By a direct calculation, one has

2,

€2

< KE&(1 + M8)exp{K8>(1 + M8)*} + KE*(1 + M8)* exp{2K8>(1 + M3)*}

<2K&(1 + M3)exp{K8*(1 + M5)*}. (4.37)

Furthermore, according the expression of b, arrives at

b,
t 2

ot ( 2/ala Jav+f] 2

d (ar*(u+Pr+Pt)\{u—-v
+ — + 2P,
At \ 2/ala’ \/av + f) 3
2t*rP) 4tr(Py + Pyt)  2£%r(P) + Pyt)
- - +
aJav+f  aJav+f (@'av +f)?

a'r?(u + Py + Pyt) 1) (ut—vt u—V)

(a'Vav+f),

from which and (4.7), (4.9) and the fact |u;| + |v;| < 2Mt we obtain the estimate of by, by
a straight forward calculation

b,

< K(1+Ms3)3.

Inserting the above and (4.37) into (4.36), we see that

92U

55| < M+ M +K(1+Ms)® + K8*(M3 + K8(1 + M8)) exp{2K8>(1 + M3)*}

+ K8 (1 + M8)* exp{2K8°(1 + M§)*} < 5M (4.38)

for choosing M and § as in (4.25), i.e,, M > 16K and § < 1/M. Repetition of the same
argument for V obtains |Vg¢| < 5M, which together with (4.38) gets |Uze| + |Vee| < 10M.
The proof of Lemma 4.2 is completed by Lemma 4.1 and the above estimates. d

With the help of Lemma 4.1 and Lemma 4.2, we conclude Theorem 3.

Step 5. Convert solution back to original variables. We now return the solution in the
coordinate plane (¢, 7) into the original coordinate plane (r, 6). By the definitions of U and
V in (3.8), we first know the functions R(z,7) and S(¢, 7). In addition, we see that the coor-

dinate transformation (r,0) — (¢,7) is a one-to-one mapping. Indeed, the Jacobian is

~ a(t,7) ~ a (P)[U+V +2P(r)]
T Ar,0) 4 ’

which is strictly positive or strictly negative. Therefore, we can obtain R and S as functions
of r and 6. We integrate the first equation of (2.9) to obtain the function P(r,0). Thus the
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proof of Theorem 1 is complete. In order to conclude Theorem 2, it suffices to check that
the relation P, = (R — S)/(21) holds on D(§). By a direct calculation, we find that

a'(P)r*(R +S)

ag(R_S—ZAPr):_m

(R - S —2).P,). (4.39)

Since P, = P,(r) is uniformly bounded and R=S=P;(r)on I', G:=R-S-2AP,=0on I.
We note that, in terms of (¢,7), Eq. (4.39) can be rewritten as

1"2
3G=—- (4.40)
a

~1Q

Moreover, we have

G _U—V+2P2(r)t—J%P, u-vi
P ¢ t=0 t o

which together with (4.40) leads to G = 0 on D(5), which completes the proof of Theo-

rem 2.
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