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Abstract
We consider the connection problem of the second nonlinear differential equation

D"(x) = (P"*(x) - 1) cot D (x) + )]—((1 -d'(x) (1)

subject to the boundary condition @ (x) = x — ax? + O(x*) as x — 0. In view of the fact
that equation (1) is equivalent to the fifth Painlevé (PV) equation after a Mobius
transformation, we are able to study the connection problem of equation (1) by
investigating the corresponding connection problem of PV. Our research technique is
based on the method of uniform asymptotics presented by Bassom et al. The
asymptotic behavior of the monotonic solution as x — oo on the real axis of equation
(1) is obtained, the explicit relation (connection formula) between the constants
appearing in the asymptotic behavior and the real number a are also obtained.

Keywords: Connection formulas; Uniform asymptotics; Painlevé V equation;
Parabolic cylinder function

1 Introduction and main results
In the present paper we show how the technique of uniform asymptotics introduced by
Bassom et al. in [1] can be applied to the equation

?"(x) = (9"(x) - 1) cot P (x) + ;16(1 - @'(x)), (2)

whose solutions are related to the computation of one particle density matrix of impene-
trable bosons at zero temperature [4, 16].

We focus on the problem of calculating the asymptotic behaviors as x — 0o of a one-
parameter family of regular solutions to equation (2) defined with the boundary condition

D (x)=x—ax’+0(x’), asx—0, (3)

and on the relevant connection formulas between the different asymptotic parameters
which appeared in the above-mentioned critical expansions.
Introducing the change of variable

X

y(s) = exp(-2i®(x)), s= > (4)

© The Author(s) 2019. This article is distributed under the terms of the Creative Commons Attribution 4.0 International License
(http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, pro-
vided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and
indicate if changes were made.


https://doi.org/10.1186/s13661-019-1189-x
http://crossmark.crossref.org/dialog/?doi=10.1186/s13661-019-1189-x&domain=pdf
http://orcid.org/0000-0002-6973-8375
mailto:jenseng5@163.com

Zeng and Hu Boundary Value Problems (2019) 2019:73 Page 2 of 17

in (2), we get for y(s) the special fifth Painlevé equation (PV)

dzy_<1 1 )(@)2 ldy .y _yy+1)

(= — S ARV A , 5
ds? 2y+y—1 ds sds s y—1 (5)

which appears in the studying of the level spacing functions related to the Fredholm de-
terminant of the sine kernel 7%= o the finite interval (-s,s) [11, 14]. Let s = it and

7 (x-y)
p(t) = %, then equation (5) is equivalent to a special third Painlevé (PIII) equation
dp 1(dp\*> 1dp 1,, , 1
e ) e e -2, 6
de? p(dt) t dt t( )+p )4 (©)

which is closely related to studying Bonnet surfaces [2, 3], and the mean curvature and the
metric in terms of p(t) (see (3.115) in [2]). If we set w(t) = —p(¢), then w(¢) satisfies another

special PIII
Pw 1 dw\*> ldw 1, , 1
— == ) - ==+ (WP -1 +wP - = 7
e w(dt) T U Ay @)

We mention that this special PIII can be expressed algebraically in terms of a fifth Painlevé
transcendent and its first derivative. Consider the following pair of equations:

wi(t)—w(t) -1 2th(t)
h(t)=———F——, f)=———F——, 8
= o wo:1r  "OT o ho1 ®
where 7 = % Eliminating % from (8), we get equation (7) for w(t); and eliminating w from
(8), we get for K(t) the special PV equation
d’h 1 1 dh\*> 1dh 1Hh-1?% h ©
_ = — + — R —_———— - =
dr? 2h  h-1)\dr tdr 8 1%h T

which admits the Lax representation [15].
With the help of the preceding derivation, we can now see that equation (2) is equivalent
to equation (9) after the transform

2sin? 2@ 2
2 - (10)

h(‘[)=l+m, 8

Hence, the connection problem of equation (2) can be studied by studying the correspond-
ing connection problem of equation PV (9) using the isomonodromic deformation tech-
nique [7]. Based on the special Lax pair of (9), the author of [15] studied analytically this
solution to equation (2) with the initial condition (3) for all real-valued a and obtained the
asymptotic expansion of @ as x — 0o and explicit connection formulas by virtue of the
isomonodromic deformation technique. Let us summarize the main result of [15] in the
theorem as follows.

Theorem 1 There exists a unique solution of (2) which satisfies (3) for any given real num-
ber a.
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(A) Ifa > %, this solution exists for positive real x, and
P (x,a)=—x+ Blnx+y +0o(l), asx— oo, (11)

where 8 and y are real constants. Furthermore, the relationship between the parameters
B,y in (11) and the parameter a in (3) is provided by the connection formulas

B= —% In(ar — 1), (12)

j 1
y:%+2argr<§—§>+ﬂln2+kﬂ, k eZ. (13)

(B) Ifa< %, this solution exists for all real x and increases monotonically as x — 0o,
P(x,a)=x+Blnx+y +o0(1), (14)

where B and y are real constants. Furthermore, the relationship between the parameters

B,y in (14) and the parameter a in (3) is provided by the connection formulas

B= l In(1 — ar), (15)
T
Y :—2arg1“<%> + B1n2 — 7 sign B, (16)

where B #0 and y(0) = 0.
(C) Ifa= %, this solution exists for all real x as x increases monotonically to a finite limit,
and, as x — o0,

¢<x, l) LA o(1). (17)
T 2

In the earlier work of the authors of [4], they studied numerically this solution with the
given asymptotic behavior at the origin (3) for the case of a > % and proposed (11) and (12);
however, they did not obtain the explicit expression (13) for y. Recently, the connection
formulas in Theorem 1 have been applied for calculations of the Fredholm determinant
of the sine kernel sin 7 (x — y)/7 (x — y) on the finite interval (¢, —t); see [11].

In this paper, we provide a simpler and more rigorous proof of Theorem 1 by using the
uniform asymptotics method proposed in [1]. For our purposes, we first briefly outline
some important properties of the theory of monodromy preserving deformations for the
PV transcendents. The reader is referred to [6, 8] for more details.

One of the Lax pairs for the fifth Painlevé equation (9) is the system of linear ordinary
equations [11]

ow 11 1

— ={-ito;+-[* A D v, (18)
ox v -1\ -

o 4
_:{_M+<g )
ot % —g

} v, (19)
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2
where 7 = —% and

Vh i
4h-1 2h
y ith, 1 (1+1>
u-v=———, = — — ).
a-mvi ST\ h

The compatibility condition ¥, = ¥;, implies that /(t) satisfies the PV equation (9).
Equation (18) has two irregular points A = 0 and A = co. There exists a canonical solution

(20)

() defined in a neighborhood of the irregular singular point A = oo with the following

asymptotics behavior:

1

g = E<°°>(f)(1 + o(x))xiﬂz exp(-itAos), A — oo,argh =0, (21)
where

EC)(7) = 789 exp(o3/(1)) := d (22)
with J(t) = % _TC %{t), here c is a positive constant. From (18) and (21) it follows that

1+0(; 4

W) = E) [T ) » ) A% exp(—ithas) (23)

with a; = ﬁ and ay = —ml,rd.

On the other hand, (18) has another canonical solution ¥ (© in a neighborhood of the

irregular singular point A =0
vO0) =H@EO () (I + O(x)))\%as eXp(%%), A — 0,argh =0, (24)

where the coefficients H and E© have the form

H(t) = ﬁ(i@«/ﬁ +01), EO(r) = 7893 exp(—ogl(r)) =do, (25)

Since ¥ and ¥© are both fundamental solutions, the connection matrix Q can be
defined by

w®@0) =wOR)Q. (26)

Differentiating both sides of equation (26) with respect to x and making use of the fact
that both ¥ and ¥ satisfy (18), the isomonodromic condition ‘;—3 = 0 is easily found;
i.e., Q is a constant matrix.

In the framework of the isomonodromic deformation method, one needs to calculate
the monodromy data Q both in terms of the initial condition (3) and asymptotics (14).
Equating then the leading terms of nontrivial monodromy data, one gets connection for-
mulas for the parameters §,y, and 4. In the limit x — 0, the first term of equation in A
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(18) vanishes, so the ¥ -functions can be expressed via the Whittaker functions [15], then
the monodromy data as x — 0 is calculated explicitly by use of multiplication formulas of

the Whittaker functions, and we obtain that

Q) =27 ax. (27)

To estimate the connection matrix in the limit 7 — +00, one finds the WKB solution of the
¥ -function, which demands a standard procedure of matching near the turning points,
involving parabolic cylinder functions (see [15], p. 251). Eventually, one can obtain the
connection matrix for large x as follows by using the asymptotics behavior of parabolic
cylinder functions.

In this paper, we shall provide a hopefully simpler and more rigorous derivation of the
asymptotic behavior and the connection formulas in Theorem 1 by using the uniform
asymptotics method presented in [1]. Along the same lines we may find the work of Olver
[12] and Dunster [5] for coalescing turning points. Initially in [1], the second Painlevé
(PII) equation has been taken as an example to illustrate the method. While the difficulty
in extending the techniques for PII to other transcendents is also acknowledged by the
authors of [1], p. 244, yet the method has been applied to the connection problems by
Wong and Zhang [17, 18], Zeng and Zhao [19], Long, Zeng, and Zhou [10]. Recently, Long
etal. [9] presented a detailed asymptotics analysis of the real solutions of the first Painlevé
(PI) equation by virtue of the uniform asymptotics method.

The rest of the paper is organized as follows. The proof of Theorem 1 is provided in
Sect. 2. In Sect. 3, for the case of a > % and a < %, we derive uniform approximations to
the solutions of the second-order differential equation obtained from the Lax pair (18) as
x — +oo by virtue of the parabolic cylinder functions on the Stokes curves, respectively.
The entry (2, 1) of the connection matrix Q for large x is also computed in the section.

2 Proof of Theorem 1
To prove Theorem 1, we need two lemmas.

Lemma 1 Fora > %, the asymptotics behavior of the entry (2, 1) of the connection matrix

Qis

2‘%ﬁe‘%

ig iB 37
Qa1 = F(%—'g) ) (28)

exp iS+ix——lnx——ln2+— .
2 2 2 4

Lemma 2 Fora < %, the asymptotics behavior of the entry (2, 1) of the connection matrix

Qis

iyB2iymet

(Q)Zl F(% + 1)

exp| —iS + ix+ i Inx + i In2 ). (29)
2 2 2
The rigorous proofs of those results will be given in the next section. With the help of

the preceding two lemmas, we can now prove Theorem 1.

Proof of Theorem 1 We first give the proof when a > % Since the connection matrix Q
must be independent of «, it follows that the right-hand sides of (27) and (28) are equal.
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Separating the real and imaginary parts, in view of the standard formulas |I” (% +iy)|? =

b
coshym

which completes the proof of statement (A) in Theorem 1.

(see [13]), gives the asymptotic behaviors (11) and connection formulas (12), (13),

When a < %, the asymptotic behaviors (14) and connection formulas (15), (16) are ob-
tained straightforward by equating the expressions (27) and (29); here it has been made
of the formulas I'(z + 1) = zI'(z) and |I"(iy)|? = W and the fact that @ (x,0) = x is
the solution of the initial problem (2) and (3). Hence the statement (B) in Theorem 1 is
proved.

Using the fact that @(x,a) is a continuous function of a ([15], Lemma 1, p. 253)
and taking (14) into consideration, according to the definition of L in (98), we obtain
lim,_, o D (x, %) = 7, which gives the proof of statement (C) in Theorem 1.

The proof of Theorem 1 is now completed. g

3 Uniform asymptotics and proofs of the lemmas
Make the scaling

§=x n=x\, (30)

so that (18) becomes

alp L +L+iz £+i
o _ 85V4n5 AR 2 (31)
87’] ;+n—2q —(§-§+%+n—22)

Let (W1, ;)7 be an independent solution of (31), and set

S

¢ = (3 + %q) ¥, (32)
n o n

we get from (3) the second-order linear differential equation for ¢ ()

d*¢p g2 i z\* E[i z 1 E261;2 1 s( )
— = —+ = +—|=+= )+ +&°—+—=|u+—qu+v
dn? 8 n? 2n\8 n?/ 16n? n*t n? nq

1 2z 1/i =z 1 3 1
+—+E—3—E—(—+—)11—4—]7211+4—’)2[%—?12}¢, (33)

an* n\8 n?
where
28 3¢
v+ =g v+ >=q
L= g , I = g . (34)
v+ oq v+ oq

From (20) it is easy to verify that

1 i
2 2 _ — . 35
ZHqg = q(u+v) 80— 1) (35)

Substituting (35) into (33) yields

d*¢ | & 1\* & £ (i
d—nz_{——(l——> +64,72(16zz—2)+%<8

| ~
+
1
N—
[
d|m
N
oo ~
+
3N|N
SN———"
—_
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22 i€ 1(5 1, 3,
O S “h+SB-h)le.
+En3+8n3(h—1)+n2( Pty )}"’

(2019) 2019:73

6 2 (36)

3.1 Proof of Lemma 1

To prove Lemma 1, we need several lemmas. First, we need to construct the uniform

asymptotics solution of equation (36) as & — oo for a > X. When a > 1, according to
T T

[15], (A.71), the solution of boundary value problem (2)—(3) has the following asymptotic

expansion:
S
D'(E,a)=-1+ oS +0(67%), as&— oo, (37)
where ¢(S) = sin4S + 2k? sin® 2S with S = (¢, a).
It follows from the expression of % in (10) that
S)tan* S
h(g) = coszS(l - % + 0(5_2)>, as £ — oo. (38)
From (38) and (20), we obtain the following asymptotic behaviors as § — co:
j S)esc? S
z:é(1+200t28—¢()%+0(52)), (39)
2 2tan$S + @(S)(1 + L tan® S
v = %‘ i (1_ anS + @(S)(1 + 7 tan ) +O(S—2)>’ (40)
16sin” S &
jcotS
15221+ 0(EM), (41)
v §
i&cotS 2
= (0] . 42
v 16sin%S * (5 )) (42)

Then, for large &, substituting (39), (40), and (41) into (36), a straightforward calculation

gives

d*¢
- -6’ F(&, )¢,

where

k2

Fi(&,n)= an?

with b =itan S, and

() 11
() ==+ .
n? oo

(43)
1 Fi(&,n) 1
‘ﬁ) K +F2(”)O<52>’ .
i 1 1 1 1 (45)
505G m)
(46)

Page 7 of 17
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For large &, it follows from equation (43) that there are two coalescing turning points near
n =1 and two close to n = —1. In the present paper, we are only concerned with the two

turning points, say 71 and 7, near n = 1. When 7; approach 1, it follows from (45) that

2

k
Fi(§,1)~ % (47)

By using (43) and (47), we get the asymptotic formulas for the two turning points
=126 2VR (14 o(D), =12, (48)

which coalesce to 1 when & — 00, and the Stokes curves defined by

s(s(ml)) =0. (49)
n

Assume that & € R*, then it follows from (49) that the Stokes lines of the solution ¢ to (43)
are the positive and the negative real lines in the  plane.

According to the philosophy of uniform asymptotics in [1], we define a number o by

1 ., * 2 2\ 172 " 1/2
S = (t?-a?) Tdr = FY2(g,s)ds, (50)

o n

and a new variable ¢ by

¢
/ (t*-a?)dr = / " P, 5) ds. (51)

2

Here and in (50), the cut for the integrand on the left-hand side is the line segment joining
—a and «. The path of integration is taken along the upper edge of the cut. With « and ¢
so chosen, the following lemma is a result from [1], Theorem 1.

Lemma3 Given any solution ¢(n, &) of (43), there exist constants c1, ¢y such that, uniformly
for 1 on the Stokes cures defined by (49), as & — +oo,

— §2 — az % wil4
o1, &) = (m) {[61 +0(1)]Dv(e \/Zg‘)
+[c2+0(1)]D_yy (e’”’”\/ﬁg)}, (52)
where D, (z) and D_,_1(z) are solutions of the parabolic cylinder equation and v is defined
by
_ 11,
V——2+2LEO[ (53)

The next thing to do in calculating the connection matrix Q as £ — +oo is to clarify the

relation between ¢ and 5 in (51).

Page 8 of 17
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Lemma 4 For large & and 1,

1, o 1 1\ 1 i " n
5;‘ —71n4+§(n+;>—Z+Elnn—gln(l—b ) +o(67Y), (54)
where b = itan S, and
k? 1
a2=——+o<—> as & — oo. (55)
§ §

v=—--——+0(1) as&— +0 (56)

for the order of the parabolic cylinder function D, (e™/*\/2€¢) in (52).

Proof The idea to prove Lemma 4 is to compute the asymptotic behavior of the integrals
on the two sides of (51). A straightforward integration on the left-hand side of (51) yields

¢
/ ()P dr= o {o(? )~ In(z + (2 ~)"”) 4 Ina). (57)

Here, the cut for the integrand is again the line segment joining —« and «, and again we
take the integration path along the upper edge of the cut. Because we are going to calculate
the higher-order part of the both sides of (51), we will simply ignore the lower-order part
in two sides, then we obtain that from (57) for large ¢

n
1;2 — laz In(2¢) — la2 + l012 In(a) + O(Ol4§_2) = / FUZ(E,S) ds. (58)
2 2 4 2 )

To calculate the right-hand side of (58), we split the right-hand side into two integrals

respectively:
n n* 1
/ FY2(g,5)ds = (/ +/ )FI/Z(S,S) ds:=1, + I, (59)
n2 n2 n*
where
n*=1+2TE"7, (60)

and T is a large parameter to be specified more precisely later. In I; we take the change

s =1+ 2t£7Y2, and ignore F,, then I; can be evaluated for large £ as follows:

T2 2 k2 k2
h= 5 * 4 * 55 MCT) = 3¢ In(-K) + o6 ™). (61)

Taking T = —+/—k2 in I}, we obtain (55).
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When || — o0, it follows from (46) that F, = O(~2), thus we can ignore F, in the inte-
gral I in (59), by the binomial expansion, then I is given by

g 4 (" Fi(&,
IW/ 1(1—12)ds+—f 169) 4 (62)
,]*8 S g n* 1—5—2

with the error term o(£71).

Since

4Fi(E,s) K2 K2 i/4  ib/2

—_—, 63
l—Sl2 T5o1 s+l s o bs—1 (63)
then the second term in (62) is equal to
TF, 1 k2 K2 [
/ 165) 4 1 —1 n- = (2757} )+ —In2-In(1-57)
13 1-5 2 2
+o(r)+ ofre )} o

whilst the first term in I is equal to

n1 1 1 1 1 71? 3.3
[oa(-2) a5l ) -5 rowed )

Combining (59), (61), (62), (64), and (65) yields

" 1 1\ 1 kK 2
/ Fm(é,s)dS:§<n+—)—— K Llnn——ln(l b )+k—1n2
n

o 4 4E 4 28 26
K -k 5
LT o) e

and so, choosing T' < & ¢ and using (55) and (58), we obtain (54), which completes the proof
of Lemma 4. O

Lemma 5 When n — 0, for large &, such that €n = o(1), the following holds:

1, o 1 1\ 1 i 1
—¢°=—1 - ) oo g L -b) - cxia? + o(67Y). 67
st = e g(ne ) -3 - - -6 - Smiat eo(e ). (6
Proof The idea to prove Lemma 5 is to compute the asymptotic behavior of the integral
on the right-hand side integral in (58). When n — 0, let n, =1-2T%& -2, where T isa large
parameter, and split the right-hand side integral in (58) into two parts:

n
F'2(,s)d —( )F“z(s, )ds =Ji + . (68)
/ﬂz &,s)ds / /n* s)ds=]1+ )

The integral /; can be calculated by the similar manner as in computing /; (61), it follows
that
T2 k* K

Ji= STRETRE: In(-27T) - %1n( 2)+O(E'T?) +O(TE™?). (69)

Page 10 of 17
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For the second integral /;, according to the expressions of F; and F; in (45) and (46), re-
spectively, we have F) ~ 73, F5(£,7) ~ n7% as n — 0. Thus we have

_ [ 1121F( S30(e7? 2d

/
i /-n 1 (1 _ Sl) 5 4 ["Fs) ds O(S_Z Iny) + O(S_IT_z) N O(E—S/zT—l)
n

+ 1
g Nx 1_3_2

2

1 1\ 1 i i k k> 172
_g(n+;)—Z—Elnn—gln(l—b)+Eln2—gln(2T§ )
2
- Z_g +0O(T%72) + O(TE™2) + o(£7)). (70)

Combining (68), (69), and (70) and choosing T < & %, we have

" 1 1y 1 K i ' k?
/ F”Z(g,s)ds:—(n+—)——+——Llnn—iln(1—b)+<—ln2
. 8 n 4 4&  4& 2¢ 2

2
1 K2 -k
- —mid’ ——In— +o0

- -1, 71
e’ = e vo(e™) &
Substituting this into (58) yields (67). The proof is completed. O

We are now turning to the proof of Lemma 1.

Proof of Lemma 1 We will concentrate on evaluating the connection matrix Q, for which
we need the uniform asymptotic behaviors of ¢. From the definition of Q (26) it follows
that

Ui = (Quy + (Qm ¥y, (72)
Hence, the first task is to find the expressions of %(loo ), lllz(f), and wz(;’), respectively. For large

&, it follows from Lemma 3 that two linearly independent asymptotic solutions of equation
(43) are ¢, and $_,_; which are uniform with respect to 7 on the Stokes curves. Here

B, = (42_“2>iD (€™ /28¢) (73)
\Fen)

and

~ 2 a2 i .
Pov1 = ( F(s,n)) D_y (e /28¢). (74)

By virtue of (32), we have

o (v Eq 2 )
Uy = (; + ?) (v + foP-1-1), (75)

where f; (j = 1,2) are undetermined constants which can be determined by (23).

Page 11 of 17
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Similarly, we obtain
20 v Eq\'? p y
o = u + 2 (S1¢y + 820-11), (76)

o (v &q V2 )
Yy = ; + o) (8300 + 8ap_11), (77)

where §; (j = 1,2, 3,4) are undetermined constants which can be determined by (24).
Substituting (75), (76), and (77) into (72), then comparing with the coefficients of ¢, and
$_,_1, respectively, we get

81(Q)11 +83(Q)21 = 1,
82(Q)11 +84(Q)21 = 1o,

which gives us that

(Qu =y 2 78)
To calculate f,f3, and §; (j = 1,...,4), we proceed as follows. We shall be interested in
finding the asymptotic behavior of &, and ¢_,_; in (73) (74) for n on the Stokes line argn =0
as 1 — oo and n — 0, respectively. Then, substituting the obtained results into (75), (76),
and (77), we will obtain the asymptotic behavior of 11/2(‘1” ) lllz((l)), and WQS), respectively, which
contain the constants fi,f2, and §; (j = 1,...,4). Combining with the boundary conditions
(23) and (24) for ¥ and ¥©, one can determine the constants f;,f,, and 8 (i=1,...,4).

From [13], we have the asymptotic behavior of D, (z) for |z| — oo as follows:

1,2
_1, 3_3
zZVe 1%, argz € (-3, 37),
1,2 far iry oyl 12
Dy(z) ~ 1 z'e"3% — %em"z v-leas” argz =3, (79)
—2miv v - 122 V27 imv, —v-1 122 _5
e Z'em 1" — pELeT T e, argz=3m.

For 7 on the Stokes line argn = 0 and n — oo, from (54) it immediately follows that 2 ~
11, then we have arg ¢ ~ 0. Therefore, arg(e™*\/2E¢) ~ % and arg(e ™*/2€¢) ~ —Z for
£ > 0. From (43) we have F-V4 ~ 23 as 5 — oo for large £. Since (¢2 — a?)V* ~ 12 as
n — 00, by using the appropriate asymptotic formulas of D, (z) in (79), we obtain from
(73) and (54) that

by ~Aon%e_%"§", as n — 0o, (80)
from (53), we have

AO=2VT+3enTi”e%c5*%l“§(l—b’l)_%. (81)
Similarly, from (74) and (54) it follows that

b1 ~Bon TeFEN,  asn — oo, (82)
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where

By =21t 0 e fe- (1 _po1yd (83)
Substituting (80) and (82) into (75) yields

T ()~ vy 3 (F AP e SET 4 B ok ki

o (1) ~vEIn 2 (fidonte 357 + foBon 1e8 ") asn — oo. (84)

Moreover, it has the asymptotic behavior prescribed in (23) when 1 — co. Thus, we have

11 1 1 Sl d s .

v2n~2(fiAonte 8% + LBy 4ed U)N—TVA i exp(—it). (85)

it

1. 1.
Comparing the coefficients of 5" and e~8%" on both sides of the above asymptotic equa-

tion, we get
fi=0,  fr=—i2% idviB;. (86)

For 7 on the Stokes line arg = 0 and n — 0, from (67) it immediately follows that 2 ~ ﬁ,
then we have arg¢ ~ 7. Therefore,aarg(e””‘ﬂ/Zf;‘C) ~ 2% and arg(e™*/2E7) ~ 3 for
£ > 0. From (43) we have F-V* ~ 237 as n — 0 for large &. Since (¢ — a?)V/* ~ ¢1/2 as
n — 0, by using the appropriate asymptotic formulas of D, (z) in (79), we obtain from (73)

and (67) that

~ i V2 . i
oy~ 1 Con_%e_fﬂE - —He””DozﬁeW‘E , asn—0, (87)
I'(-v)
where
Co=2% exp( v+ Lai e Ding Y-t (88)
= exp| —v+=—mi)exp[ =&+ =1In - ,
0 Ple "2 P\e 73
v 5mi 3 j 1
Dy=2""% exp(—%v - 17”) exp(—if _L ; 1ng>(1 s (89)
Similarly, from (74) and (67) it follows that
~ i i \/2 i . i
D1~ DoeT(‘”l)n%eWs - ie’%”””ﬁm’%efﬁs , asn—0. (90)
I'(v+1)

Substituting (87) and (90) into (76) and (77), respectively, we obtain

WZ(?) Né%q% |:<81 —Szﬂe—sgiv—ni>con_ie_si”é

'v+1)
i V2 : i
+ 82e7(”+1)—81—ne’”“ Don%eﬁs , asn—0, (91)
r'(-v)
'\/2 i i
‘1’2(3)“’5761%[<53 N T U_m>co'7_%‘e 5%
v

Page 13 of 17
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((S e% (v+1) _s V21 mv

D 4e8”‘§, asn — 0.
3F(—v) ) on :| n

By using the boundary condition (24), we have

d 1 11 21 3
Atest ~E3g2| (8 = 8y—— e T VTG, “fo it
ST [(1 To+D° ) e
i 2 : s
—ih 1 101 V2T 3wi, 1 i
" ydesi~E3g2|(8:-8 =S o e Bt
N [(3 To+1)° ) e
i V27T . 1 i
S 7(V+1)_8 T\ Dopd s .
+(4e BF(_V)G o7 4€e°n
From (93) and (94) it follows that
S e%_i‘””il“(v +1) 8a meZ (-1 5 o _M/— g—aq—ic !
I 7 S
T TEWT(v+D)
Substituting (86) and (95) into (78) yields
3mi
dre 2V i 5 L /h—_l
=2 224de7! 1B-1C,
(Q)21 ToT D) £ (qv)2B, Co N
1
Z‘Zfe‘T ( iB i 3 )
= exp|iS+ = ——1 ——1 2+ 1+0 s
e e P )1+ o)

where 8 = k2. This completes the proof of Lemma 1.

3.2 Proof of Lemma 2
For the case of a < %, we apply the result [15] (A.44)

D'(E,a)=1+ ; sin?(28) + O(S ), as & — oo,

where S = %@(S,a) and a € L, here L is defined as follows:

s
L= {a|q§(x) = @(x,a) is increasing as x — 00,3x > 0, D (x,a) > 5}

(92)

(93)

(94)

(95)

(96)

97)

(98)

By the same argument of approximating equation (36) in the last subsection, after a careful

calculation, we obtain that

d*¢ oz
e —-£E°F(&,n)9,

where

(99)

Page 14 of 17
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1
+F2('7)O(§—2>, (100)
with b = itan$, and Fy(n) = 1 + n% + n% We note that there are two coalescing turning
points near 1 and two close to —1. Here we will only consider the two turning points, say
71 and 7, near 1. When 7; approach to 1, by using (43), we get the asymptotic formulas

for the two turning points:
At =1£267V2 —i(1+ (1), =12, (101)
which coalesce to 1 when § — 00, and the Stokes curves are defined by J(§(n + %)) =0.

Assume that & € R*, then the Stokes lines of the solution ¢ to (99) are the positive and the
negative real lines in the 7 plane. Similar to (50) and (51), if we define @ and ¥ () by

1 .., ¢ 2 2\12 » 1/2
Emot = (r —Ol) dr = FY%(&,s)ds (102)
—& ﬁ
and
? 172 7
/ (rz—az) dr:/ FY2(&,5)ds, (103)
o n2

respectively, then we have the following lemma which is similar to Lemma 3.
Lemma 6 There exist constants c;,Cy such that

92 —a?

% ” Til4
F(s,n)) ([é1 + o()]D (74 /28 9)

+[22 +01)]D-yo1 (e /260) ), (104)

o01,6) = (

as & — +0o uniformly for n on the Stokes cures, where D, (z) and D_,_;(z) are solutions of

the parabolic cylinder equation, and v is defined by v = —% + %i“g‘&z.
Moreover, by an argument similar to the one used in Lemma 4, we obtain the asymptotic
behaviors of ¥(n) as n — +0o0 and n — 0 for large &, and we state those results as follows

without proof.

Lemma 7 For large & and n,

1 2 1 1\ 1 j i
—192:a—lnz9+— n+— ——+Llnn+Lln(l—b_l)—iln2+o(5_l), (105)
2 2 8 n) 4 4 26 £

where b = itan S, and

2 .
&Z:FS_l+o<é> as &€ — oo. (106)
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Remark 2 By using of the definition of v in Lemma 6 and (106), we get the approximate
value

ir?
Ve o(l), as&— +00 (107)

for the order of the parabolic cylinder function D, (e™/*\/2&%) in (104).

Lemma 8 When n — 0, for large & such that £n = o(1), the following holds:

1 B2 1 1 1 [ i
—92=—Inv+—(n+—- ———LIHU‘FLln(l_b)
2 2 8 n) 4 4 28

_ élnz - %niaz +o(&7"). (108)

The proofs of those lemmas are analogous to those in Lemma 4 and will not be included
here. Now we are in a position to prove Lemma 2.

Proof of Lemma 2 Based on Lemmas 6, 7, and 8, by suitable modification to the proof of
Lemma 1, we can show that the entry (2, 1) of the connection matrix Q as § — +oo for
a< % has the asymptotic behavior

o3 _ai
ir2"i /me 2"

(Q)1 = T+ D)

exp(—iS+ i%é +viné + vln2) (1+0(™)). (109)

Substituting (107) into (109) and denoting B = 12, we obtain (29). This completes the proof
of Lemma 2. O
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