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1 Introduction
In recent years, the theory of fractional differential equations has become an important
aspect of differential equations; see [1-8]. Fractional differential equations can describe
many phenomena in various fields of science and engineering, such as physics, mechanics,
chemistry, control engineering, etc. For an extensive collection of such results, we refer to
the monographs by Kilbas et al. [1], Podlubny [2] and Samko et al. [9].

In 2011, Zhao and Sun et al. [10] studied the existence of positive solutions for the non-

linear fractional differential equation boundary value problem

D u(t) = Af(u(t)), 0<t<l,

u(0) + /(0) = 0, u(l) +u/(1) =0,

where 1 < o <2 is a real number, Df. is the Caputo fractional derivative, A > 0 and
f:10,+00) — (0, +00) is continuous, by using the properties of the Green function and
Guo-Krasnoselskii fixed point theorem on cones, the eigenvalue intervals of the nonlinear
fractional differential equation boundary value problem are considered, some sufficient
conditions for the nonexistence and existence of at least one or two positive solutions for
the boundary value problems are established.
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In 2011, Feng and Sun et al. [11] discussed the boundary value problem to the following
system of fractional differential equations:

D u(t) +f(t, v(t)) =0, O<t<l,
D) +f(tu()) =0, 0<t<1,
u(0) = u(1) = ' (0) = ¥(0) = v(1) = v'(0) = 0,

where 2 <, 8 <3 and f,g:[0,+00) x R — R are continuous functions, lim;_¢+ f(¢,) =
+00, lim;_, o+ g(¢, -) = +00 and D, Dg+ are both Riemann-Liouville type, by using Green’s
function and its corresponding properties, the authors transform the derivative systems
into equivalent integral systems. The existence is based on a nonlinear alternative of
Leray—Schauder type and Krasnoseskii’s fixed point theorem in cones.

For more information about boundary value problems of fractional differential equa-
tions; see [12—15].

More recently, an attempt has been made to develop a discrete fractional calculus, and
some results (in various directions) are already available in the literature; see [16—-21].

The g-difference calculus or quantum calculus is an old subject that was initially devel-
oped by Jackson [22]. It is rich in history and applications as the reader can confirm in the
work by Ernst [23].

In 2014, Li, Han, and Sun et al. [24] investigated the following boundary value problems
for fractional g-difference equations with nonlocal conditions:

(CD‘;x)(t) +f(t CD‘;x(t)) =0, O<t<l,

x2(0) = y(x), y(Dyx)(1) - BDjx(1) = 0,

where0<g<1,1<a<2,0<0 <1, B,y >0,and Etgm > [alqﬁ’f:C((O, 1) x R) and y is

a continuous functional.

In 2015, Li and Han et al. [25] considered the following fractional g-difference equation:
(D5u) () + Ah(e)f (u(t)) =0, O<t<l,
subjected to
u(0) = D,u(0) = Dyu(1) = 0,

where 0 < g<1,2<a<3,f:C([0,00),(0,00)), h: C((0,1),(0,00)), the author prove the
existence of positive solutions for the above boundary value problems by utilizing a fixed
point theorem in cone. Several existence results for positive solutions in terms of differ-
ent values of the parameter A are obtained. Motivated by the above papers, we study the
following equations:

Dyu(t) +f(t,u(t)) =0, 0<t<l, (1.1)
subject to the boundary conditions

u(0) = CDgu(O) =Dbu(1) =0, (1.2)
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where0<f <1,2<a <2+p,D, CD‘S are the Riemann-Liouville fractional g-derivative
and Caputo fractional g- derlvatlve of order «, B, and f : [0,1] x R — R is a continuous
function.

As far as we know, most of the papers studied the fractional g-difference using a single-
derivative (Riemann-Liouville or Caputo derivative), in this paper, we consider the exis-
tence and uniqueness of the solution to the fractional g-difference boundary value prob-
lem of mixed derivative (Riemann—Liouville and Caputo derivative), because of the Ca-
puto derivative with respect to constant is zero, however, the Riemann-Liouville deriva-
tive with respect to constant is not zero, which adds to the difficulty of research, especially
to the computational difficulties.

The paper is arranged as follows. In Sect. 2, we introduce some basic knowledge and a
definition of g-fractional integral together with some basic lemmas, which are necessary
for the main results. In Sect. 3, we derive some useful main results. In Sect. 4, we present

several examples to illustrate our main results.

2 Basic definitions and preliminaries
In this section, we list some useful definitions and preliminaries, which are useful for the
proof of the main results.

For q € (0,1), we define

The g-analogue of the power function (a — b)* with k € No :={0,1,2,...} is
k-1
@-b°=1, (@-b)P=[[(a-bq), keNabeR.
i=0

More generally, if y € R, then

(a— b)(y) —a’ l_[ ﬂ, a0.

a— b i+r
i=0 q

Note if b = 0, then a') = a”. We also use the notation 0) = 0 for y > 0.
The definition of the g-Gamma is

(1-¢q)*

Fq(x) W,

x € R\{0,-1,-2---},
then I';(x + 1) = [x], T, ( ).
For Vx,y > 0, By(x,y fo - qt)o "V d,t, especially, B,(x,y) = ®I50) The q-

x+y

integral of a function f deﬁned on the interval [0, b] is given by

1)) = [ SO dye =500 -0) > f )", < 10.8]
n=0
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If a € [0,D] and f is defined on the interval [0, §], its g-integral from a to b is defined by

fabf(t) dgt = /Obf(t)d,,t_foaf(t)dqt

Definition 2.1 ([26]) Let« > 0 and f be a real function defined on a certain interval [a, b].

The Riemann-Liouville fractional g-integral of order « is defined by

(1)) =£ (@),
1

(I2f) @) = @

/ (t —qs)* Vf(s)dys, «>0,t€a,b]
0

Definition 2.2 ([26]) The fractional g-derivative of the Riemann-Liouville type of order
a > 0 of a continuous and differential function f is given by

(DY)@®) =), telab),
(D‘;’f)(t) = (D;Ié“" )t), «>0,t€la,b],
where / is the smallest integer greater than or equal to .

Definition 2.3 ([26]) Let o > 0, and the Caputo fractional g-derivatives of f be defined
by

(‘D3 ) ) = (177D f) @)
where [a] is the smallest integer greater than or equal «.

If f(x) = x%~1, B ¢ N. Then according to [27], we know that

o _ Fq(ﬂ) p—a—-1
qu(x) = 4Fq(,3 _a)x .

Lemma 2.1 ([28]) Letw, B > 0andf : [a,b] — R be a continuous function defined on [a,b]
and its derivative exist. Then the following formulas hold:
Dy (12f) (@) = (),
o 7B _ ja+pB
LLf(6) =1""f (@)

Lemma 2.2 ([28]) Let f : [a,b] — R be differentiable, p be a positive integer. Then the
following equality holds:

p-1 bk

OO =Df0 -2 e

(D)), telab].

Theorem 2.1 ([29]) Let X be a Banach space and let P C X be a cone. Assume §21 and §2,
are bounded open subsets of X with 0 € §2, C 21 C 2 andlet T:PN(2:\ §21) — Pbea
completely continuous operator such that
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(1) | Tu|l = ||u|| for any u € PN 082, and || Tu|| < ||\u|| for any u € PN 382, or
(2) 1 Tull < |lu|l for any u € PN 382, and || Tul| > ||\u|| for any u € PN 982;.
Then T has a fixed point in PN (2, \ £21).

Lemma 2.3 ([30]) Let B be a Banach space with C C B closed and convex. Assume U is a
relatively open subset of C with 0 € U and T : U — C is a continuous, compact map. Then
either

(1) T has a fixed point in U; or

(2) thereexist U € ol and ) € (0,1) with U = ATU.

3 Main results

Consider the following fractional g-difference equation:

D‘;u(t)+h(t)=0, 0<t<1, 1)
3.1
u(0) = “Dbu(0) = “Dhu(1) = 0,

where / is a continuous function.

At first, we need an integral representation of the solution to problem (3.1).

Lemma 3.1 Function u € [0,1] is a solution to (3.1) if and only if u is a solution to the

integral equation

1
u(t) =/ G(t,gs)h(s)dys, te[0,1],
0
in which G(t, qs), the Green function linked to (3.1), is given by

1 | (I—gs)e PVl —(t—gs)@ V), 0<gs<t<]l,

G(t,gs) =
(t.qs) Iy(a) (1 - gs)@P-Dg-1,

(3.2)

<t<gs<l.

Proof At first, we prove the necessity, from (3.1), we can see that
(Dgu)(t) =—h(t).

Integrating the two sides of the equation, we obtain

(I%D2u)(t) = ~Ih(z).

Then according to Definition 2.2, we know

(D3I u) (2) = =12 h(2).

Finally, by making use of Lemmas 2.1 and 2.2 with p = 3, we derive that

(DAEIu)(2) = Cue*™' + Cot™ > + Cat* > — IZ (),
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i.e. the general solution to (3.1) is

t
u(t) = Ct% !+ Cot® 2 + C3t%™2 = / (t —qs)* Vh(s)dys,

Fq(a) 0

in which C;, Gy, Cs are real constants. According to the boundary value conditions u(0) =
0, we can know that C; = 0. Taking the 8-order of Caputo g-derivative of u(t), we get

cnB _ 1 ! _ (e—B-1) F( ) a-B-1
un(t)- 7]“,1(01—;6)/“ qs) h(s)dgs + T —,B)Ct
IG(a-1) a-p-2
+—Fq( —ﬂ—l)Ct

By the boundary condition CDg u(0) = 0, we get
C,=0.
Then the boundary condition (1.2) yields

Iy(a)

1 ' (@-p-1) _
—[%a_ﬂ)ﬂ(l—m) Ho)dys + G0,

SO

f3(1 - gs)@F~ ”h(s)ds
Ty(e)

Ci=
Therefore,

t
P Vn(s)dys - / (t —qs)* Vh(s)dys

to(—l 1 1
“O= T Iy @ Jo

tvt—l 1
@BDp(s)d,s + —— f (1-gs)* P Vh(s)d,s
@) g

a-1)
F(a)/(t qs) h(s)dgs

= ) f [(1-g9) P Vet — (£ - gs)* V] hs) dys

a—p-1)
F(oc)/ 1- qs) h(s)ds

1
= / G(t,gs)h(s) dys.
0

Next, we will prove the sufficiency.
Due to

u(t) =

1 el
/ 1- qs)(“”s_l)h(s) dgs —

Fq(a) 0

(1)
7%5Au 49V h(s) d,s,
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then according to Definitions 2.1 and 2.2 as well as the definition of the g-Gamma function,
we can get D} t*~1 = 0, hereafter, we derive that Dgu(t) = —h(¢), hence DJu(t) + h(t) =0.0n
the basis of the expression of u(z), we know u(0) = 0. Taking the g-derivative of Caputo on

both sides of this equation, we get
5 A @-p-1) 1 ' (@-p-1)
‘D u(t):if (1-=gs8)“PVh(s)d, 5—7/ (t—gs)“ P~V h(s)d,s,
A P T Ta-p Ly ‘

in the light of the expression of CD’; u(t), we can obtain
“Dbu(0) =0,
p 1 ' (@=p-1) 1 ' (@=p-1)
‘DPu(l) = 7/ (1-gs)* " Vh(s)d s—if (1—gs)* P Vh(s)d,s
! Ie-p) Jo T Le-p) Jo !
=0.
Thus we complete the proof. d
The properties of the Green function play an important role in this paper.
Lemma 3.2 The Green function G defined by (3.2) satisfies the following requirements:
(1) G(t,9s)=0,0=<t,gs<1;

(2) Bgs(l—gqs) @Vt < ()Gt gs) < [o — 1],(1 — gs) @ P Vte"2gs, Vt,qs € [0, 1].

Proof (1) Let

1
Gy(t,qs) = @ [(1 —gs)@ PVl _ (¢~ qs)("‘_l)], 0<gs<t<l,
(o
1
Ga(t, gs) = m(1 - qs)(“‘ﬁ‘l)t“_l, 0<t<gs<l.
(o

When 0 < t < gs < 1, it is clear that G,(¢,gs) > 0.
When0<gs<t<1,

Gl(t, qS) = [(1 — qs)(a_ﬁ—l)t“—l _ (t _ qS)(a_l)]

Fq(a)

(a-1)
1 s
_ 1—-gs (a—ﬁ—l)ta—l _ ta—l (1 _ _) ]
@ [( qs) q;

_ 7 (@p-1) $\“
) [(l‘qs) ‘(1_q2> }

We use (1-gs)@ P > (1-¢5)@FV > (1-¢%)@ D, ie, Gi(t,g5) > 0. All in all, we obtain
G(t,gs) = 0.
(2) When 0 < gs <t <1, we have

t t t—gs
=2 _ o—2 -2
/ X dgx = / X dgx - / X dgx
t—qs 0 0

|

Page 7 of 15
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=1-9)) tg"(tg")* " - (1-9) Y (t—as)q"[(t — gs)g"]""
n=0 m=0

o0 oo
=(l-g ' Y gV - (-t -g9* " Y q""

n=0 m=0
1 1
- 1_ tcx—lg_ 1_ t— a-1
(L-g)t™ 1 — e (L-q)(t-qs)"" — e
1- q a-1 a-1
abprs [ = (£ —g9)*7"],
ie.
t 1-¢q 1
o—2 a-1 a-1 a-1 a-1
X “dyx = " —(t-gs = " —(t—-gs ,
/t'qs 7 1—4“_1[ ( q) ] [a_l]q[ ( q) ]

Ty()G(t,gs) = (1 - gs) PVt — (¢ — gs)@V

<(1-gs)* P [ = (k- g9)“ V]

t
=(1-gs) @ P V[e- 1]q/ x272 dgx.
t—gs

Then, according to the monotonicity of x*~2 and the property of the g-integral, we have
Ty(a)G(t,qs) < [a —1],(1 - qs)("‘_ﬁ_l)t“_zqs.
1
On the other hand, TP > 1+ fBgs.

In fact, g(x) is decreasing with respect to x, i.e. g'(x) < 0, g(x) < g(0) = 1, so
1 + Bgs holds. Hence,

1
(1-gs)f

=

T (@)G(t,qs) = (1 —gs) PVt — (£ — gs) @D
> (1—gs) @ PVt _ (¢t — gst)@V
=(1- qs)(a—ﬁ—l)ta—l _ tot—l(l _ qs)(a—l)
=11 - qs)(""l)[(l —gs)P) - 1]
> Bas(1-gs)“ Ve,
when ¢gs = 1, we have ¢ = 1, it is obvious that I},(2)G(¢,gs) > Bgs(1 — gs)*Vt*~L. When
0<t<gs<l,
Fq(a)G(t, qs) =(1- qs)(a—ﬂ—ntad
< (1 _ qs)(a—ﬂ—l)ta—ZqS
< [or = 1],(1 - g5)* PV 2gs,
Fq(a)G(t, gs)=(1- qs)(ot—ﬁ—l)ta—l
= (1-gs)"P(1 - gs)« V!
> (1+ Bgs)(1—gs)* Ve*™!

> Bgs(1 —gs)@ Ve,

Page 8 of 15
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when gs = 1, it is obvious that I';(«)G(%, gs) > Bgs(1 — gs)@ V=1, Thus we complete the
proof. d

Let B = C([0, 1], R). We use the Banach space of all continuous functions from [0, 1] into

R with the norm

llxll = sup |x(2)].
te[0,1]

Define the cone P C B = C[0,1] by P = {x € B|x(t) > 0,Vt € [0, 1]}.
1 a—f— 1 a—
Denote C; = % Jo@=gs)ePVds, C,= % Jo(1=g9)@Vdys, A=M(Cy +Cy).

Theorem 3.1 Let 0< B <1,2<a <2+ fB,and f:[0,1] x R, — R, be a continuous

function. Suppose there exist two positive constants r1 > ry > 0 such that f(t,u) < Niry,
Fq(a)

(t:u) € [0’1] X [0,7’1], f(t,l/l) > N2}"2, (t,M) € [0¢ 1] X [0,7’2], where Nl = m’
o—1
N, = %éz)é‘a) . Then the boundary value problem (1.1)—(1.2) has at least one solution with

ry < |lull <rp.

Proof By making use of Lemma 3.1, we know that u# € C[0, 1] is a solution of (1.1)—(1.2) if

and only if u is a solution of the following integral equation:

1
u(t) = /0 G(t, gs)f (s, u(s)) dys.

Let T': P — B be the operator defined by

1
Tu(t) = /0 G(t, qs)f(s, u(s)) dys.

It is easy to see that the operator T is continuous in view of the continuity of G and f. In
order to apply the Arzela—Ascoli theorem, we need to prove that 7': P — P is a completely
continuous.

In fact, suppose £2 C P is bounded, i.e., there exists a positive N > 0 such that ||u|| <N
forall u € £2. Let M = maxy,<n |[f(#)| + 1. Then, for u € £2, t € [0,1], we have

1
|(Tu)(8)| = /0 ! (1 - gs) PV f (s,u(s)) dys

Iy(a)

|
B /o O 79 f (s, u(s)) dys

<'/‘1 1 (l—qs)(“‘ﬁ‘l)t“_IV(s u(s))|d s
~Jo Fq(a) ' 1

t
+ /0 @ (t - q9)* Vf (s, u(s))| dys

<M(C1 + Cg) =A.

Therefore, T(2) is uniform bounded.

Page 9 of 15
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On the other hand, for any given ¢ > 0, setting § = min{3, TGy foreach 0 <y <
tr <land|t, —t1| < §, u € 2, we have | Tu(ty) — Tu(t1)| < &, that is to say, T(§2) is equicon-
tinuous. In fact,

1 1
|Tu(t2) - Tu(t1)| = ’/ G(tz,qs)f(s, u(s)) dgs —/ G(tl,qs)f(s, u(s)) dgs
0 0

1
/ rta)(l_qs)(“_ﬂ_”tg‘lf(s, u(s)) dys

/ (t2 —gs)@Vf (s, u(s)) dgs

aﬁl alf(SMS))

(tl qs)“Vf (s, u(s)) dgs

) V rq<a>“ 4s) " 0f (s, u(s)) (657 - £57) s

‘/0 1 - ta)f(s, u(s))[(6 - gs) @) — (t, - qS)(a—l)] ds

Pl e
+ /tl Fq(a)(tz q5)"* " Vf (s, u(s)) dys

IA

1
/0 Fql(oz) 1- qs)(“’ﬁ_l)f(s, u(s)) (tg‘_l - t‘{‘_l) dgs

51 1
+ /0 Fq(a)f(s,u(s))(l—qs)(“’l)(tg’l—t‘l’"l)dqs

ty 1
+ /t1 Tl )(tz—qs) f(s,u(s))

Now we discuss tg"l - ti""lz
(1) 0<t;<8,8<ty<28,t57 1 -9t <4271 <28,
(2) 0<ti <t <8, 5 =5 <t572< 82 < (@ —2)8 <8 <26,
(B) d<ti<tr<l, 8 =5 <[a-1](tr - t1) < 26.
Thus, we have | Tu(t;) — Tu(ty)| < 2M8(Cy + Cy) < e(t; — £5), by making use of the Arzela—

Ascoli theorem, T(£2) is a relatively compact in P, and the operator T : P — P is completely
continuous.

Next we define £2; ={u € P: ||lul| <r,i=1,2}.
Fort €[0,1] and u € PN 0§21, we know that

Tu(t) = max /1 G(t, qs)f(s,u(s)) dgs

te[0,1] 0

< Nll’l
Fq(a) 0

Nyrila -1], fl g
<——— 1 | 1-gs)* P Vgsd,s
Fq(a) 0 G 1 7

1
[ —1],(1 —gs)@ PV *2gsdy,s

Page 10 of 15



Zhang and Sun Boundary Value Problems (2019) 2019:100
[a - 1]qN1’”1
=———"B.(2,a-B)
Fq(a) 1
= [lu],

we have || Tu|| < ||u| for u € PN 3$2;.
Forte [%,1] and u € PN 0825, we derive that

1
(Tu)(t) > min G(t, qs)f(s, u(s)) dgs
0 te[.1]

1 1
> ——N. 1-gs)* Ve 1q
= L@ 27”2/0 Bas(1 —gs) 7S

1 1 1\*!
> N 1-gs)* V(=) 4
= @ 2'”2/0 Bas(1 - gs) <2) q

_ 1 N27’2
C Tya) 2071
_ B Nary

I(a) 2971

1
/0 Bgs(1 - qs)(""l) dgs

B,(2,a)
= |lull,

we have || Tu|| > ||u|| for u € P N 352;. By Theorem 2.1, we see that the operator T has a
fixed point in z € PN (§2,\§21) with 7| < ||u|| < ry. Thus we complete the proof. O

Theorem 3.2 Assume that0< B <1,2<a <2+ f,0<q<1,and the following condition
holds:
(H1): thereexists a constant L > 0, such that |f(t,u)—f(t,v)| < Llu—v|,Vt € [0,1],u,v e R.
If

Fq(a)

C B a-pla-1l,

then the boundary value problem (1.1)—(1.2) has a unique solution in [0, 1].

Proof According to (H;) and Lemma 3.2, we have
1 1
|Tu(t) - Tv(t)| = ‘/ G(t, qs)f(s,u(s)) dqs—/ G(t, qs)f(s, v(s)) dgs
0 0
1
< /(; G(t,gs) [f(s, u(s)) —f(s, V(s)) | dys
1
< L/ G(t,qs)|lu—v|dys
0

"o —1]
<L = (1 - gs) PV 2gglu —v| ds
< /0 Fq(a)( qs) gs| ldy

! [ - l]q w—B—
SL/O @ (1—gs)@? 1)qs|u—1/|dqs

= [an;—(;iqL|u—v|Bq(2,a -B)=Klu-v|,

Page 11 0of 15
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Tp(a .
m, we can draw the conclusion that 0 < K < 1. By the

Banach contraction mapping principle, we see that T has a unique fixed point in E, that is

from the condition 0 < L <

to say, the boundary value problem (1.1)—(1.2) has a unique solution. Thus we complete
the proof. O

Theorem 3.3 Assumef :[0,1] x R, — R, is continuous. Suppose the following conditions
are satisfied:
(Ha): there exists a continuous function ¢ : (0,+00) — R with f(t,z) < ¢(z) on [0,1] X
(0, +00);
(H3): there exists r > 0 so that ||¢| < c1+c2
Then the boundary value problem (1.1)—(1.2) has a solution.

Proof We will prove the result by using Schaefer’s fixed point theorem. First of all, we
define the closed set K C B, K = {x(¢) € C[0,1]|x(¢) > 0}. Let U = {xjx € K, ||x| < r}, U =
{x|x € K, ||x|| < r}. We will prove that T : I — K is continuous. Since f is continuous,
choosing {u,} to be a sequence such that u, — u (n — 00) in U, for any t € [0, 1], then we

have

(1 qs)aﬁ 1 -1

|(Tun)(®) ~ (Tu)(0)] < /0 Iy
q

[f(s, u,,(s)) —f(s, u(s)) | dys

t(p (-1)
+ / % I (5, 4n(9)) = f (s, 4(5)) | s

(1-gs)@PDg-l
< [ s 60) 59 s

g )
+./0 T max |f (s, un(s)) —f (s, u(s)) | dgs.

s€[0,1]

Since f is continuous, we obtain || T'(«,) — T(u)|| — 0 as n — oo.

Next we will prove that 7' : I — K is a compact map, forany 0 < <7. Let E = {x €
K||lx|l <n}. According to Theorem 3.1, we see that T(E) is relatively compact in K, and
the operator T : U — K is completely continuous.

At last, we suppose U € dU is a solution of u(t) = ATu(t), for A € (0,1), we know that

T :U — K is completely continuous. According to (H,) and (Hz), we know

1
u(t) = ATu(t) = )\|:/o Fl(a) (s, u(s)) dys
q

I R SR ]
/OFq(a)(t qs) f(s,u(s))dqs

g (w=p-1) ' )
< /0 @) (1-gs) 'f (s, u(s)) dgs + /0 @ (t - g5) " Vf (s, u(s)) dys

L s Pl (@-1)
< ; (1-gs) f(s,u(s))dqs+ (1-gs) f(s,u(s))dqs

=(C+C)llell <r,
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where r is satisfied with (H3), that is to say, there is no U € dU such that u = ATu for
A €(0,1), as a consequence of Lemma 2.3, T has a fixed point ¢ € U, which is a solution of
the boundary value problem (1.1)—(1.2). Thus we complete the proof. d

4 Examples
Example 4.1 Consider the following fractional g-difference boundary value problem:

9

Diu(f) + (1 +2¢*)arctan(3(u +1)) =0, 0<t<1,

2 1 1 (4.1)

u(0) =°D%u(0) =°D¥u(1) =0,
2 3

1
< §(1+2t2)|u—v|
<lu-v|, tel0,1],u,velR.

We use

ri(3)
Set L =2, wehave 0 <L < m, according to Theorem 3.2, we know (4.1) has a

unique solution.

Example 4.2 Consider the following fractional g-difference boundary value problem:

DI u(t) + 3 g
fol (1-gs) dqs+f01 (l—qs)( 2) dys (4.2)
u(0) = “Dhu(0) = “Dhu(1) = 0,
where
f(&x(8) = sinely(5) -0
fol(l —qs)dys + fol(l - qs)(%) dgs
5 1 1 1
a=>,  B== G :/ (1-gs)d,s, czzf (1-g9)?dys,
2 2 0 0
1

N ne) _
fol(l —qs)dgs + fol(l - qs)(%)dqs Ci+GC

we choose r = 1, according to Theorem 3.3, we can derive that f(¢,z) < ¢(2), |l¢|| < ﬁ,
the boundary value problem (4.2) has a solution.
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